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概要 
 

CSMA/CA 自律分散無線ネットワークの性能は隠れ端末問題によって大き

く低下する．本研究は 4 つのステップでマルチホップ自律分散ネットワークの

性能を向上させる手法を提案・検証する．まずフェージングおよびキャプチャ

効果を含んだ実際の通信環境を考慮して，CSMA/CA ユニキャスト通信に対する

隠れ端末問題の影響を，2 次元空間における送信，受信，干渉ノードの位置に依

存する確率現象として分析した．さらにこの問題の分析を CSMA/CA マルチホ

ップ通信に拡張し，その伝送特性を正確に評価できる解析法を提案してフロー

内干渉の影響を分析した．分析結果から，CSMA/CA を用いた高信頼・高効率な

マルチホップ伝送は，隠れ端末の関係にある２つのノードからそれぞれ送信さ

れた先行パケットと後続パケットのホップ間干渉のために困難であることを明

らかにした．そこで，高負荷かつフェージング環境下においても高信頼・高効

率にマルチホップ伝送を行えるフロー内干渉キャンセリング（ Intra-Flow 

Interference Canceling）伝送法を提案した．本提案では先行パケットの情報を用

いて適応信号処理によって干渉信号をキャンセルするので，この方法に適した

フレームフォーマットを新たに設計した．最後に，フロー内干渉とフロー間干

渉の両者が発生する大規模自律分散ネットワークに対する IFIC 伝送法の拡張お

よびその効果を検討した．   



Summary 
 

Performance of CSMA/CA (carrier sense multiple access/collision avoidance) 

wireless ad hoc network is severely affected by hidden terminal (HT) problem that 

results in the failure of carrier sense and causes the packet error due to collision. This 

thesis proposes a method of improving the performance of multi-hop ad hoc network by 

4 steps which can be summarized as follows. First, the thesis analyzes HT effect on 

CSMA/CA unicast communication taking into account actual radio environments 

including both fading and capture effect. Based on the analysis results, it is predicted 

that multi-hop transmission is vulnerable to HT problem because of intra-flow 

interference (IFI). Regarding to this issue, as the second step, a CINR (carrier to 

interference and noise ratio) -based analysis method is proposed that can precisely 

estimate the packet delivery probability for CSMA/CA multi-hop transmission suffering 

from HT-caused IFI under fading environment. The results prove that conventional 

CSMA/CA media access control cannot achieve efficient multi-hop transmission. 

Therefore, as the third step, this thesis further proposes IFI-canceling multi-hop 

transmission (IFIC-MHT) scheme that enables efficient relaying with the highest traffic 

load for half-duplex multi-hop networks. The interference cancellation (IC) technique 

employs adaptive signal processing with a normalized least mean square (NLMS) 

algorithm for channel estimation and has good BER (bit error rate) and PER (packet 

error rate) performance under a wide range of SNR (signal to noise ratio) and SIR 

(signal to interference ratio) conditions. A multi-hop packet transmission frame format 

dedicated to the IFIC is designed. Finally, this thesis studies the effect of IFIC on 

large-scale ad hoc network where both intra-flow interference and inter-flow 

interference take place and together affect the multi-hop transmission. 
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Chapter 1  

Introduction 

 

1.1 Wireless Ad Hoc Network 

Wireless ad hoc network [1] is a kind of decentralized wireless network where 

nodes have equal status and are able to communicate with any other nodes via 

temporally built links or multi-hop routes. Since wireless ad hoc network does not rely 

on preexisting infrastructure or architecture, it is expected to be useful in rural areas or 

for temporary recovery in emergency where providing a fully covered wired network is 

infeasible due to time and expense limitation. For example, a mountain fire alarming 

system consisting of a large number of sensors deep in the mountain can be 

inter-connected by wireless ad hoc network and relay sensor information to a distant 

wired network.  

The emergence of machine-to-machine (M2M) communications also accelerates 

the implementation of ad hoc networks because it allows devices to easily establish 

communications without the aid of a central infrastructure [2]. In recent years, with the 

diffusion of smart phones, tablets and wearable devices, real-time multimedia services 

such as high-definition video streaming, high-quality music streaming become the 

major applications over wireless networks. Cisco has reported that wireless traffic 

occupies 61% of global internet traffic in 2014 and the figure will climb to 81% by 2019 

[3]. The reports also indicate that the number of M2M connections will triple over next 

few years. Therefore, video traffic for M2M communications such as connected cars 

and health monitors will increase, which need to be conveyed through wireless ad hoc 

network.  

The growth of real-time multimedia applications as well as the expansion of M2M 

communications drives us to review the capability of current wireless multi-hop ad hoc 

network: Is it capable of support high data rate multi-hop transmission? The frequent 

change of network topology, node mobility, fading, shadowing, low efficient routing, 
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unpredictable interferences make the conventional ad hoc network not adequate for high 

bit rate low delay multi-hop transmission [4] [5]. To find the solution, numeric 

researches have been done, which includes performance analysis for conventional ad 

hoc network [6], cross layer design [4][5], and dynamic routing algorithm [7] [8]. 

Authors in [6] proved that it is necessary to use multi-hop ad hoc transmission to obtain 

wider coverage and higher throughput for video streaming rather than traditional AP 

(access point) infrastructure model. Authors in [7] presented a modified AODV (ad hoc 

on-demand distance vector) routing protocol which exploits the cooperative diversity 

from neighboring nodes for routing and transmission so that the network is more robust 

to the node mobility and has more steady throughput performance. Authors in [8] 

proposed a SINR (signal to interference plus noise ratio) based routing protocol that 

enables the network dynamically adjust multi-hop routes according to a short-term 

propagation change caused by fading. Reference [9] discussed the combination between 

multi-stream coding with multipath transport. The results show that path diversity is an 

effective way to alleviate the transmission error in ad hoc networks. 

 At the same time, many researchers focus on the media access control (MAC) of 

ad hoc network [10]-[12] because there is a basic question: whether the conventional 

MAC in ad hoc network has fully exploited the available radio resource. CSMA/CA 

(Carrier Sense Multiple Access/Collision Avoidance) [13] is a well-known MAC 

protocol for wireless ad hoc network owing to its flexibility. In order to avoid packet 

collision, nodes in CSMA/CA network sense other carriers before transmission to know 

whether the other nodes are transmitting in the same cannel. If the channel is busy, the 

node will delay its transmission. CSMA/CA is able to manage the interferences while 

keeping the flexibility and scalability of wireless ad hoc network. CSMA/CA has been 

commonly used in distributed multi-user wireless networks such as Wireless Local Area 

Networks (WLAN) and Wireless Personal Area Networks (WPAN). It is also expected 

to play important roles in forthcoming applications of ad hoc networks including 

vehicle-to-vehicle (V2V) communications [14] and ubiquitous sensor networks [15]. 

The performance of these networks greatly depends on how far CSMA/CA can 

coordinate traffic from multiple users. However, due to Hidden Terminal (HT) problem 

[16], interference cannot be perfectly controlled especially when the radio environment 
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varies due to fading or shadowing. Since HT problem is the main reason that hinders 

CSMA/CA, it is necessary to carefully study on the characteristic of HT. 

 

1.2 Hidden Terminal Problem 

In a CSMA/CA network, HT problem appears when invisible senders (senders that 

cannot sense each other) transmit packets at the same time. It causes unexpected packet 

loss and considerably degrades communication quality [17]. In order to analyze HT 

problem and improve the network performance, many studies have been done [18]-[25].  

Since the generation of HT depends on the instantaneous path loss between a 

sender and an interferer as well as the carrier-sense sensitivity, location of the HT and 

radio propagation characteristic have strong influence on the problem. The location and 

radio propagation characteristic also affect the degree of interference caused by the HT 

at a receiver. In actual radio environments, fading due to multipath propagation is 

commonly observed. With the presence of fading, the instantaneous propagation loss 

between any two nodes fluctuates with time. Therefore, carrier sense may fail 

occasionally and the appearance of HT depends not only on location but also on time. 

Nevertheless, most of the past studies on HT problem did not include fading in 

their modeling [18]-[23]. This changed the HT analysis into a simpler geographical 

modeling with only three categories of regions such as carrier sense region, 

transmission region and interfering region. In this modeling, occurrence of HT is 

determined by the mutual location, regardless of time. Then an HT can be further 

classified by its impact [20][22]. However, this modeling does not correctly represent 

actual radio environments. 

Reference [24] studied the probability of HT occurrence under fading environment 

when the request-to-send/clear-to-send (RTS/CTS) method is employed for the IEEE 

802.11 WLANs [26]. In the paper, all nodes are randomly distributed in a circle cell and 

only the averaged probability of HT appearance is calculated. Thus, it did not discuss 

the impact of location of HT, which is indispensable in the analysis of HT problem. 

Reference [25] focused on the impact of fading on packet reception success probability 

on ALOHA and CSMA. However, it does not consider backoff process that is essential 

for CSMA/CA.  



12 

 

In order to evaluate packet loss under the existence of HT, it is necessary to 

analyze both the HT appearance probability and the received CINR at a receiver. With 

capture effect, packet collision due to HT does not always generate packet loss [21]-[25]. 

However, not only interference from HT but thermal noise always affects packet 

reception in the actual radio communication. Therefore, packet loss analysis should take 

into account fading and capture effect as well as thermal noise, which results in 

CINR-based probability analysis.  

In addition, HT effect on ACK (acknowledgement) packets should be taken into 

account for evaluating the impact of HT problem on CSMA/CA unicast communication. 

Since an ACK packet follows a data packet after a Short Inter-Frame Space (SIFS), HT 

problems for data and ACK packets are not independent each other but strongly 

correlated. However, no works have analyzed how this interaction affects the 

performance of CSMA/CA unicast communication.  

 

1.3 Intra-Flow Interference Caused by Hidden Terminal 

In order to evaluate the performance of CSMA/CA multi-hop transmission, many 

studies have been done [27]-[30] by taking into account HT-caused intra-flow 

interference (IFI, i.e. the interference from the contending links in the same traffic flow). 

Many of the previous works proposed HT modeling with geographical analysis 

approach [27]-[29], which shares the same idea with the study of unicast 

communication, that is, simplifying the analysis without considering fading. In [30], an 

intriguing approach to model the IFI problem is presented based on the geographical 

analysis. It analyzed HT effect hop by hop and then evaluated the end-to-end capacity 

by solving recurrence equation. 

Reference [31] evaluated CSMA/CA multi-hop network performance under fading 

environment. It is based on a CINR probability analysis, in which collision does not 

always result in packet loss. Not only interference but also thermal noise is taken into 

account because it severely affects packet reception. However, the paper only studied 

fading effect on CINR during the signal reception but not on the carrier sense. This is 

not appropriate because the result of carrier sense, which influences the generation of 

HT, is significantly affected by fading.  
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1.4 Intra-Flow Interference Cancellation 

The policy of CSMA/CA is to passively avoid collision by deferring prospective 

transmission when ongoing transmissions are sensed. Based on this policy, the overall 

time required for a multi-hop transmission will significantly increase when the data 

traffic becomes high. Moreover, since the HT problem is probabilistic in fading 

environments, it is difficult for CSMA/CA to protect packets from the collision caused 

by IFI. Consequently, CSMA/CA is not suitable for efficient multi-hop packet 

transmission under fading environments. Until now, there have been many studies 

[18]-[23] that aim to improve CSMA/CA network performance by globally optimizing 

transmission power, carrier sense level or receiving threshold based on stochastic 

geometry theory [32]. These methods and analyses employ complex algorithms that are 

difficult to implement in actual distributed networks. Nevertheless, these methods bring 

limited performance improvement because they essentially change assignment of radio 

resources to high SINR links. 

If intra-flow interference could be effectively suppressed, simultaneous packet 

transmission in a multi-hop flow will be possible, yielding highly efficient multi-hop 

media access. In order to realize this idea, interference cancellation (IC) technology is a 

promising candidate [33]-[38]. Until now, various IC methods have been studied. 

Depending on whether the bit information contained in the interfering signal is needed 

to perform IC, they are categorized into two types: unknown IC [33][34] and known IC 

[35]-[38]. Here, the question becomes which type is the best choice for multi-hop 

packet transmission. In many applications realized by multi-hop ad hoc networks, a 

routing protocol like AODV creates a route before data transmission, so that a series of 

data packets will be forwarded over the same flow. Hence, the bit information of 

interfering signal has been received or sent before the node suffers from IFI. This 

advantage makes known IC easy to implement. However, unknown IC approaches can 

only function at the sacrifice of diversity gain [33] or under critical SIR (signal to 

interference ratio) [34] due to the lack of bit information about the interference.  

Known IC methods are further categorized into blind known IC [35] and visible 

known IC [36]-[38], depending on the availability of channel state information (CSI). 

Blind known IC [35] removes the interference by employing a complex algorithm like 
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belief propagation [39]. This increases the transmission latency and imposes high 

computation costs. By contrast, visible known ICs are easier to implement because 

channel information can be obtained from the received training sequence (TS) before 

performing IC. 

Analog network coding (ANC) in [36] attaches training sequences to both the 

beginning and end of the packets so that the channel information can be separately 

obtained if two colliding packets partially overlap. Since the decoding algorithm 

proposed in [36] is only optimized for minimum shift keying (MSK), applicability to 

other modulation schemes with amplitude variations and the performance with them has 

not been presented. Therefore, a more general IC method is needed to cover various 

applications. ZigZag decoding [37] interactively extracts unknown bits from two 

interfered signals (different overlapping patterns of two packets). However, it can only 

be applied when two identical packets collide twice. This is the crucial precondition that 

makes ZigZag decoding unable to resolve the IFI issue since the downstream interferer 

does not necessarily transmit the same packet after it causes IFI to an upstream node. 

Reference [38] proposed an overhearing scheme that captures the signal in the air so 

that the interfering signal can be subtracted when it appears again. This scheme expands 

the applicability of existing known IC techniques. Nevertheless, its performance 

improvement is still limited for two reasons: the overhearing scheme does not help 

canceling the short-term interference under fading; it essentially causes latency that 

eventually reduces the achievable throughput of the system. 

Although many basic analyses on ICs have been published, previous works did not 

address the detailed design of ICs in multi-hop network systems. For achieving higher 

throughput in multi-hop networks, the IFI should be analyzed in more detail, and the 

performance improvement with IFIC should be examined in practical environments 

where fading among links is independent. In order to make IC work efficiently, new 

MAC frame formats and transmission schemes are needed that consider the complex 

interactions possible among packet flows.  
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1.5 About the Study 

1.5.1 Scope and Structure 

After reviewing the pioneering works, it is found that several fundamental 

questions need more studies.  

1) How does HT affect the performance of CSMA/CA networks under fading 

environment? If fading has little correlation with the impact of HT, optimizing CSL and 

receiving threshold would be a good solution to improve multi-hop transmission 

capability for CSMA/CA ad hoc network. 

2) How does intra-flow interference affect the high data rate multi-hop transmission 

in fading environment? This question can also be interpreted as: Is it valuable to make 

efforts to avoid the effect of intra-flow interferences? 

3) If intra-flow interference is the primary reason that reduces the multi-hop 

relaying capability, is there any method that can better control interferences and 

improve the performance of wireless ad hoc network? 

   This thesis gives the answers to the three questions by three steps (chapters) which 

can be illustrated as in Fig.1-1. This figure shows the scope of each chapter. In Chapter 

2, the thesis analyzes HT effect on CSMA/CA unicast communication taking into 

account actual radio environments including both fading and capture effect. In Chapter 

3, a CINR-based (carrier to interference and noise ratio) analysis method is proposed 

that can well predict the packet delivery probability for CSMA/CA multi-hop network 

under fading environment considering HT-caused intra-flow interference (IFI). IFI is the 

interfering signal that belongs to the same multi-hop data flow with the desired signal. 

The results prove that conventional CSMA/CA media access control cannot support 

highly efficient multi-hop transmission. Therefore, in Chapter 4, this thesis further 

proposes IFI-canceling multi-hop transmission (IFIC-MHT) scheme that enables 

efficient relaying with the highest traffic load for half-duplex multi-hop network. Finally, 

this thesis studies the effect of intra-flow interference cancellation (IFIC) on large-scale 

ad hoc network where both intra-flow interference and inter-flow interference take place 

and together affect the multi-hop transmission. 
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Fig. 1-1 Structure of the thesis and the corresponding scope of each chapter. 

 

1.5.2 Contribution of the Study 

The contribution of this thesis can be summarized as follows. Each of them will be 

explained in detail in Chapter 2 to Chapter 4, respectively. 

 Propose an exact analysis method of HT problem under fading environment and 

reveal the performance of CSMA/CA unicast communication suffering from HT. 

The analysis method is also validated by comparing the theoretical results with the 

ones obtained by simulation.  

 Propose and validate a precise analysis method to evaluate the performance of 

CSMA/CA multi-hop network under fading environment considering intra-flow 

interference. The results imply that in multi-hop communication, end-to-end 

performance of CSMA/CA is severely affected by IFI if traffic load is high. 

Improving carrier sensitivity can suppress the occurrence of HT but also increases 

the transmission latency. Hence high traffic load cannot be supported by CSMA/CA 

multi-hop network. 

 Propose a highly efficient multi-hop transmission (MHT) scheme using intra-flow 

interference cancellation. Results from theoretical analysis as well as simulation 

prove that the proposed IFIC-MHT scheme is able to improve the end-to-end 

throughput even in high traffic load. 

Chapter 4: 

Highly Efficient Multi-Hop Transmission 

with Intra-Flow Interference Cancellation

Intra-Flow Interference Cancellation in 

Wireless Ad Hoc Network

Chapter 3: 

CSMA/CA Multi-Hop Transmission 

Performance Considering 

Intra-Flow Interference

Chapter 2: 

CSMA/CA Unicast Communication 

Performance Considering HT

RouteNode

Multi-Hop Ad Hoc Network
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 Study the effect of intra-flow interference cancellation on large-scale ad hoc 

network. Modification of IFIC-MHT is made to adapt itself to large-scale ad hoc 

networks. The results indicated that IFIC effectively improves the reliability of 

multi-hop transmission in the scenario where IFI dominates.  
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Chapter 2  

CSMA/CA Unicast Communication Performance with 

Two-Dimensional Distribution of Hidden Terminal 

 

Until now, there have been numerical studies on CSMA/CA performance. Most of 

the works assume a fading-free environment and then divide the nodes into two groups: 

HTs and non-HTs. With the help of capture effect, interferences caused by HTs are 

harmless as long as the SINR is higher than the reception threshold. Therefore, 

optimizing the carrier sense level and reception threshold will be the reasonable 

approaches to improve the CSMA/CA performance. Some extended studies that 

proposed transmission power management or spectrum alignment are also based on the 

assumption. However, the fundamental question is, does HT affect CSMA/CA 

mechanism in the same way in fading and fading-free environment? The purpose of this 

chapter is to provide more exact analysis method of HT problem under fading 

environment with capture effect and to reveal the performance of CSMA/CA unicast 

communication suffering from HT. RTS/CTS mechanism is excluded in our study in 

order to make HT’s effect distinct and keep generality. Retransmission is not applied for 

simplification. 

The analysis model employed in this chapter is simple and basic. It has three nodes, 

a sender, a receiver and an interferer. They are located in two-dimensional plane. This 

makes it easy to understand the influence of HT location on the probability of successful 

communication. 

The rest of chapter is organized as follows. Section 2.1 presents the analysis 

method including HT model and traffic model. Section 2.2 gives some results of 

analysis and discusses the effect of HT on the probability of successful communication 

and communication efficiency.  
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2.1 Analysis 

In this section, an HT model is introduced to analyze the effect of HT on the 

probability of successful communication and communication efficiency for unicast data 

communication. It is assumed that the communication links follow physical and MAC 

layer specifications defined by the IEEE 802.11 standard.  

2.1.1 Hidden Terminal Model 

A basic three-node HT model is employed to obtain general understanding of the 

HT problem in fading environment. In Fig. 2-1, Node 1 (the focused sender, which is 

hereafter called "sender") and Node 3 (the interferer) will generate unicast data packets 

with a fixed size at the same frequency but having independent schedules. They 

immediately try to send them to Node 2 (the receiver) with CSMA/CA. If a data packet 

is received successfully by Node 2, the Node replies an ACK packet. The positions of 

nodes can be assigned arbitrarily in two-dimensional space as illustrated in Fig. 2-1. By 

changing the position of Node 3, location dependence of the effect of HT can be 

analyzed. 

 

Fig. 2-1.  Hidden Terminal analysis model. 

 

2.1.2 Traffic Model 

Constant Bit Rate (CBR) traffic is assumed in which each node periodically 

generates a data packet with a fixed interval of communication, Tint. This traffic model 

is shown in Fig. 2-2. It is supposed that Tint is common to the sender and interferer. The 

2

3

1
(xs, 0)(0, 0)
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Node 2: Receiver

Node 3: Interferer

d12

d23
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generation timing of the initial packet for each node is random and obeys uniform 

distribution in Tint. As expressed in Eq. 2-1, Tint is determined to accept two contending 

nodes (sender and interferer) to communicate with the receiver based on CSMA/CA 

mechanism.  

  maxint 2 BackDIFSSIFSTTT Ap   (2-1) 

where Tp and TA are the time required to transmit a data packet and an ACK packet, 

respectively. SIFS is the time interval between the data packet and its ACK. DIFS 

(Distributed Inter-Frame Space) is the time interval that a node needs to wait before 

backoff period during which the medium should be continuously idle. Backmax is the 

maximum backoff time that equals to the initial backoff window time for the network 

with two contending nodes. With above conditions, a delayed transmission will not 

overlap with the next transmission from the other node. Retransmission of data packet 

by the MAC layer is not applied because of simplification. 

 

Fig. 2-2. Traffic model used in analysis. 

 

2.1.3 Analysis Model for Deriving Probability of Successful 

Communication 

The successful communication is defined as that Node 1 successfully received the 

DIFS+Backmax
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ACK from Node 2 after Node 1 sent a data packet. The flow chart shown in Fig. 2-3 

represents the process to derive Probability of Successful Communication (PSC). The 

packet schedule overlapping probability, carrier sense failure probability, and packet 

reception success probability under collision will be calculated for both data and ACK 

packets.  

 

 

Fig. 2-3. Flow chart for deriving the probability of successful communication. 

In the following analysis, the reception success probabilities (p1, p2, p5 and p7), and 

carrier sense failure probabilities (p3, p4 and p6), listed below are used. 
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where Cij is the instantaneous power of received signal at node j from node i. It is 

assumed that Cij and Cji have the same distribution. CSL indicates carrier sense level 

(CSL). N is the power of thermal noise at receiver. Γx is the CINR threshold necessary 

for reception (also the CNR threshold in case of no interference).  

It is assumed that Γx is common for both data packet and ACK packet for 

simplicity. This assumption gives good approximation when the transmission data rate 

is equal for data and ACK packets and data packet length is relatively short. In the 

actual communication, Γx depends on the data packet length and transmission data rate. 

Transmission power in the analysis is common to all nodes and constant. Transmission 

Power Control (TPC) is not assumed in this thesis because it requires feedback of 

receiving quality, thus, another packet should be defined or ACK packet should include 

channel quality information. However, in most applications using IEEE 802.11 series 

PHY/MAC, feedback scheme is not specified.  

In order to calculate the probabilities p1, p2, … p7 in Eq. 2-2 under fading 

environment, probability density function (PDF) of the received power is used. In 

Rayleigh fading, the probability p2 that received power exceeds ΓxN can be written by 
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where C denotes the time-variant received power (C12), and σ
2
 is the averaged received 

power which mainly depends on the path loss as a function of the distance between two 

nodes.  

Since an ACK packet follows a data packet, transmissions of data packet and ACK 

packet correlate each other. Therefore, packet generation time lines for both data and 

ACK should be carefully classified into possible cases considering the interaction of 

transmissions from the three nodes. The cases in which communication can succeed are 

shown in Table 2-1. Probabilities for the cases will be calculated below. 

TABLE. 2-1  Cases that Communications Succeed 

 

Case 1 The generation of data packet at Node 1 is earlier than that of Node 3. This 

probability is 1/2 (since Node 1 and Node 3 have the same possibility to access the 

channel first). The following cases from 1.1 to 1.3 are subcases of case 1. 

Case 1.1 <Schedule overlap case 1> Node 3’s data packet transmission schedule 

overlaps with Node 1’s data packet transmission. Define the overlapping probability for 

Data Packet of Node 1 (DN1) ACK Packet for Node 1 (AN1)

Overlap
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Overlap
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3 Case 1.1.1

DN3

F(N3) DN3 DN3 — DN3

Case 1.1.2

S(N3) —

— S(N3) —

Case 1.1.3 DN3 F(N3) DN3

Case 1.1.4 — F(N3) —

Case 1.2.1

— — —
DN3

F(N3) DN3

Case 1.2.2 S(N3) —

Case 1.3 — — —
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3

Case 2.1.1

DN3

F(N1) DN3 — — —

Case 2.1.2.1

S(N1)

— — — — —

Case 2.1.2.2 S(N1) — — — —

Case 2.1.2.3 F(N1) — — — —

Case 2.2 AN3 S(N1) — — — —

Case 2.3 — — — — — —

status F(X): Node X fails to carrier sense; status S(X): Node X has successfully carrier sensed
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case 1.1 as  that equals to Tp/Tint. Note that if the order of the two transmissions is not 

limited, the overlapping probability for the two data packets is (2Tp/Tint). 

Case 1.1.1 <Packet collision occurs, condition #1> As shown in Fig. 2-4, Node 3 failed 

to sense Node 1’s data packet DN1 with probability of p3. Then Node 3 will send its 

packet DN3 to Node 2 and collision will happen between them. Moreover, Node 3’s 

packet will collide with Node 2’s ACK packet AN1 with high probability (because SIFS 

is very short). Thus reception of the data packet as well as ACK packet is interfered. 

PSC for this case can be expressed as 

   5131.1.1 pppp   (2-4)
 

where {p3} is the probability that Case 1.1.1 happens. p1 is the data reception 

probability and p5 is the ACK reception probability, both under collision.  

 

 

Fig. 2-4. Communication sequence for case 1.1.1. 

 

Case 1.1.2 If Node 3 can sense both DN1 and the following ACK AN1 from Node 2, the 

transmission will be completed without interference. The corresponding probability is 
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2432.1.1 pppp    (2-5) 

where p2 is the reception probability both for data and ACK packets without 

interference. 

Case 1.1.3 <Packet collision occurs, condition #2> If Node 3 only sensed DN1 but failed 

in sensing AN1, and if the transmission of AN1 has not finished by the end of backoff 

time, the collision will occur at Node 1. The probability that AN1 has not finished by the 

end of backoff time is denoted as , which is  

 
 

/)(

W

slotDIFSSIFSTA 
  (2-6) 

where slot is the unit slot time for backoff and W denotes the initial backoff window 

size. The output of function  a  is the smallest integer that is no smaller than a. PSC 

for this case can be expressed as 

   

52433.1.1 )1( ppppp    (2-7) 

Case 1.1.4 If Node 3 only sensed DN1, and transmission of AN1 has finished by the end 

of backoff time of Node 3 (with probability of 1-), Node 2 can transmit AN1 without 

collision even if Node 3 failed to sense AN1. PSC for this case can be expressed as 

   2

2434.1.1 )1()1( pppp    (2-8) 

Case 1.2 <Schedule overlap case 2> Node 3’s data packet transmission schedule 

overlaps with Node 2’s ACK packet transmission. This overlap probability is denoted as 

 which equals to (TA +SIFS)/Tint. In this situation, Node 1 can transmit DN1 without 

interference, but the receiving of AN1 may be interfered  

Case 1.2.1 <Packet collision occurs, condition #3> If Node 3 failed to sense AN1, PSC 

that Node 1 successfully received AN1 with interference is 
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5241.2.1 }{ pppp   (2-9) 

Case 1.2.2 If Node 3 sensed AN1, the communication will be completed without 

interference. PSC of this case is given by 

  2

242.2.1 )1( ppp    (2-10) 

Case 1.3 <No overlap case 1> DN3 is generated at Node 3 after the communication of 

Node 1 has been finished. This situation occurs if Node 3’s transmission schedule is 

later than Node 1 (with probability of 1/2) and does not overlap with DN1 (with 

probability of ) or AN1 (with probability of ). Therefore Case 1.3’s occurrence 

probability is (1/2--). In this situation, the transmission will be free from interference. 

PSC of Case 1.3 can be expressed as 

 )(
2

1 2
23.1

pp








   (2-11) 

The time cost for a successful communication for any case above is  

Ap TSIFSTTTT  3.12.1.11.1.1   (2-12) 

Case 2 The generation of data packet at Node 3 is earlier than Node 1. This probability 

is 1/2. The following cases from 2.1 to 2.3 are subcases of case 2. 

Case 2.1 <Schedule overlap case 3> Node 1’s data packet transmission schedule 

overlaps with Node 3’s data packet transmission. This overlap probability is also  

same as the case 1.1 

Case 2.1.1 <Packet collision happens, condition #4> Node 1 failed to sense DN3. Then 

Node 1 will send DN1 to Node 2 and HT problem happens. Even in this situation, DN1 

still has chance to be received by Node 2 if DN3 cannot be received properly and 

discarded by Node 2. PSC of this case can be written as 
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  21731.1.2 )1( ppppp    (2-13) 

The time cost for this case (T2.1.1) is Tp+SIFS+TA. 

Case 2.1.2 Node 1 sensed DN3. 

Case 2.1.2.1 It is possible that DN3 can be sensed by Node 1 but cannot be received 

properly by Node 2. If this situation happens, Node 1 will occupy the idle channel after 

the data packet transmission by Node 3. PSC of this case can be written as 

  2

2731.2.1.2 )1)(1( pppp    (2-14) 

The average waiting time for this case is (Tp/2+DIFS). Considering the average time of 

backoff, the time cost for this case (T2.1.2.1) is Tp/2+DIFS+Tp+SIFS+TA+Backav. 

If DN3 was received correctly and Node 2 sends ACK AN3 to Node 3, there will be two 

cases.  

Case 2.1.2.2 If Node 1 sensed AN3, it will wait until the ACK transmission ends and can 

transmit its packet after that. PSC of this case can be expressed as 

  2

26732.2.1.2 )1()1( ppppp    (2-15) 

The average waiting time for case 2.1.2.2 is (Tp/2+SIFS+ TA+DIFS). The time cost for 

this case (T2.1.2.2) is Tp/2+SIFS+ TA+DIFS +Backav+Tp+SIFS+TA. 

Case 2.1.2.3 If Node 1 failed to sense AN3 and the transmission of ACK has finished by 

the end of backoff time with probability of 1-, Node 1 can transmit DN1 without 

collision. PSC of this case is 

  2

26733.2.1.2 )1()1( ppppp    (2-16) 

  
The time cost (T2.1.2.3) is Tp/2+SIFS+TA+DIFS+Back’+Tp+SIFS+TA, where  
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If Node 1 failed to sense AN3 and the transmission of ACK has not finished by the end 

of backoff time, <Packet collision happens, condition #5>, Node 1 transmits DN1 during 

the ACK transmission. Then Node 2 cannot receive the signal from Node 1. 

Case 2.2 <Schedule overlap case 4> Node 1’s data packet transmission schedule 

overlaps with Node 2’s ACK packet transmission if Node 3’s data packet has been 

correctly received. The overlap probability is p7Similar to the case 2.1.2.2, Node 1 

has to sense AN3 and wait until the ACK transmission ends. PSC of this case is 

  2

2672.2 )1( pppp    (2-18) 

Otherwise <Packet collision happens, condition #6>, Node 1 transmits DN1 during the 

ACK transmission. Then the DN1 cannot be received by Node 2. 

The average waiting time for Case 2.2 is (SIFS+TA)/2+DIFS. The time cost for this case 

(T2.2) is (SIFS+TA)/2+DIFS+Backav+Tp+SIFS+TA. 

Case 2.3 <No overlap case 2> If Node 3’s data packet has not been received correctly, 

Node 2 will not send ACK to Node 3. Then Node 1 will sense the channel idle and 

begin to transmit DN1 to Node 2. The occurrence probability is 1-p7Also, similar to 

Case 1.3, if DN1 is generated after Node 3’s communication has been finished (no matter 

whether it has been successful or not) with occurrence probability of (1/2--), Node 1 

can communicate with Node 2 without interference. All the corresponding PSC above is 

given by 

 )(
2

1
)1( 2

273.2
ppp

















   (2-19) 

The time cost for this case (T2.3) is Tp+SIFS+TA. 
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Consequently, there are 4 schedule overlap cases (Case 1.1, 1.2, 2.1 and 2.2) and 2 

no overlap cases (Case 1.3 and Case 2.3). The sum of overlap probabilities (occurrence 

probabilities) of Cases 1.1, 1.2 and 1.3 where Node 1 transmits first is 1/2 and the sum 

of the other cases is also 1/2.  

Finally, the time-averaged PSC of communication between sender and receiver, P, 

can be obtained by summing all the probabilities corresponding to all above events. It is 

given by 

3.22.1.11.1.1
pppP   (2-20) 

The probability inside { } from Eq. 2-4 to Eq. 2-19 also represents the transmission 

probability. As can be seen, transmission probability is space-time function and 

determined by the interaction between nodes. 

Contribution of each case (from 1.1.1 to 2.3) to PSC given by Eq. 2-20 strongly 

depends on the data-data overlap probability  and data-ACK overlap probability β. 

When the data packet size is greater than the ACK packet size,  is larger than β. In this 

case, the collision between data packets has greater impact on the communication 

between sender and receiver. 

As for collision probability, it can be found that there are 6 conditions in total, 

between data packets, or between data packet and ACK packet. The probabilities of 

collisions between data packets for conditions #1(Case 1.1.1) and #4 (Case 2.1.1) are 

the most important and given by 

  341
ppp

CC
  (2-21) 

In order to make our HT analysis independent from the overhead size of data 

packet, communication efficiency is used to evaluate HT effect instead of throughput. 

The communication efficiency S in this chapter is defined as the ratio of average time 

used to successfully transmit a data packet to the average time used for the 

communication. 
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Here the average time used for a failure transmission is approximated as Tp+SIFS. The 

maximum communication efficiency Smax is defined as 

 )( max SIFSTTTS App   (2-23) 

The equations from Eq. 2-4 to Eq. 2-20 are in general form and independent from 

the channel condition (e.g. path loss and fading), node position, traffic amount and 

many other parameters. All variables in the equations could be adjusted for a specific 

purpose. 

TABLE. 2-2  Major parameters for evaluation 

 

 

 

 

 

 

Radio frequency 2.4G Hz

Data rate 2 M bps

Transmission power 15 dBm

Antenna height 1.5 m

Pathloss model ITU-R p.1411-6, LOS, lower bound

Fading model Rayleigh

CNR/CINR threshold (x) 10 dB

Receiver noise level (N) -91 dBm

Carrier sense level (CSL) -76dBm, -81dBm, -86dBm

Data payload size for a packet 512 byte

Packet length (Tp ) 2382 ms

Packet generation interval (Tint) 6 ms

Retransmission 0 (No retransmission)
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2.2 Analytical Results 

As an example, the effect of HT problem will be analyzed in a specific scenario by 

using the equations derived in the previous section. The propagation and traffic 

conditions are assumed that may happen in actual environments. The major parameters 

for evaluation are shown in Table 2-2. The physical and MAC layers follow IEEE 

802.11b standard. Data payload size is set as 512 byte, which results in the data packet 

length (Tp) of 2,382 ms for the transmission data rate of 2 Mbps. It is longer than that of 

the ACK packet (TA=248ms). Tint is set as 6 ms for most of results, which is expressed as 

  maxint 2 BackDIFSSIFSTTT Ap   (2-24) 

The overlap probabilities  and β for the Tint of 6 ms are 0.397 and 0.043, respectively. 

The maximum communication efficiency Smax is 0.9. SIFS and DIFS are 10ms and 50ms, 

respectively. Initial backoff window size W is 31 and slot is 20ms. 

Considering ubiquitous applications for short-range outdoor and indoor 

communications, fading environment with the ITU-R P.1411-6 path loss model [40] is 

assumed. Fading is flat Rayleigh fading commonly observed in wireless environments. 

MATLAB is used for the calculation of probabilities p1, p2, … p7 in Equation 2-2 to 

obtain the theoretically analyzed results. 

2.2.1 HT Effect on Probability of Successful Communication 

2.2.1.1 One-Dimensional Node Layout Case 

For the first, arrange the nodes on a straight line (i.e. y=0 in Fig. 2-1), which is the 

simplest nodes layout. The interferer is located in the opposite side to the sender across 

the receiver. The distances d12 and d23 are assigned with independent values from 20 m 

to 320 m. The CSL value is -81dBm.  

Figure 2-5 shows a global view of the PSC with various d12 and d23. PSC is  
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Fig. 2-5. Analyzed PSC for one-dimensional nodes layout. 

calculated with Eq. 2-20 in which all cases in Section 2 are included. It is obvious that 

the probability has a trend of decline when d12 increases. It results from the fact that the 

received power of the signal sent by Node 1 decreases when the distance increases. It 

can be also found that the probability will temporarily decrease when d23 is from 100 to 

200 m. It results from HT problem. This phenomenon is further discussed in the next 

section. 

In order to validate the analysis method presented in Section 2, a network 

simulation by the QualNet software is conducted with the same conditions in Table 2-2. 

The result is shown in Fig. 2-6. Comparing Fig. 2-5 with Fig. 2-6, it is found that our 

mathematical analysis well predicted the PSC and described the characteristics of the 

successful transmission probability suffering from HT. The average difference of the 

PSCs between analysis and simulation is less than 4%. PSCs with data payload sizes of 

100 byte and 250 byte have also been investigated by analysis and simulation. The 

differences between analysis and simulation are also less than 4%. This difference is 

mainly due to the difference of bit error rate characteristics employed by analytical 

model and QualNet simulator. 
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Fig. 2-6. Simulated PSC for one-dimensional nodes layout. 

 

2.2.1.2 Two-Dimensional Node Layout Case 

In this section, Section 3.2, and Section 3.3, the coordinates of sender (Node 1) and 

receiver (Node 2) are fixed at (100,0) and (0,0) in meter, respectively. Thus, the distance 

between the sender and receiver (d12) is fixed as 100 m while distances to interferer, d13 

and d23, are variable. With this node arrangement, the variation of PSC is mostly due to 

HT problem. 

2.2.1.2.1 Collision Probability 

Fig. 2-7 shows 2p3, the probability of collision between data packets for Cases 

1.1.1 and 2.1.1, when CSL is -76 dBm. Cases 1.1.1 and 2.1.1 are the two major collision 

cases with each transmission probability of p3. Thus, 2p3 is the total collision 

probability for the two cases. This map is made by placing interferer (Node 3) at every 

point (x, y) in the plane. 

In this map, there is a hollow centering on the sender. When interferer is placed far 

from the sender, the collision probability increases because possibility of carrier sense 

failure increases as the distance d13 increases. Thus, the probability that HT problem 

takes place increases. 
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Fig. 2-7. Probability of collision between data packets for Cases 1.1.1 and 2.1.1 

 

2.2.1.2.2 CINR 

Fig. 2-8 is the map of the probability 1-p1 that CINR at receiver is less than the Γx. 

The probability p1 is used in calculating PSC for the major collision Cases 1.1.1 and 

2.1.1. There is a circular bulge in the Figure. However, its center locates at the receiver, 

because the CINR at receiver increases when d23 increases under a fixed d12. The 

distance that gives the probability of 50% corresponds to the CINR of around 10 dB. 
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Fig. 2-8. Probability 1-p1 that CINR is less than CINR threshold x. 

 

2.2.1.2.3 Data Packet Error Probability 

Fig. 2-9 is the joint probability that data packet collision happens (Fig. 2-7) and CINR is 

less than Γx (Fig. 2-8). It represents data packet error probability for the Case 1.1.1 and 

2.1.1. It can be found that HT problem for data packet is severe for the area where the 

both probabilities are high, such as behind the receiver. 

2.2.1.2.4 Probability of Successful Communication 

By using Eq. 2-20, PSC that includes all cases in Section 2 can be obtained. Fig. 

2-10 shows the map of the PSC for considering all cases when CSL is -76dBm. The 

reception success probability of ACK packet is also considered. With this map, the 

effect of HT becomes well visualized. In the figure, the top position of bulge shifts to a 
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Fig. 2-9. Joint probability that data packet collision happens and CINR is less than the 

threshold x (rotated view) for Cases 1.1.1 and 2.1.1. 

 

Fig. 2-10. PSC, CSL=-76dBm. 

 

 

-400

-200

0

200

400-400
-200

0
200

400

0

0.2

0.4

0.6

0.8

1

y (m)

x (m)

J
o

in
t 
p

ro
b

a
b

il
it
y
 o

f 
c
o

ll
is

io
n

a
n

d
 C

IN
R

 d
is

q
u

a
li
fi
c
a

ti
o

n

Node2

Node1(100,0)

-400
-200

0
200

400

-400

-200

0

200

400
0

0.2

0.4

0.6

0.8

1

x (m)
y (m)

P
ro

b
a

b
il
it
y
 o

f 
S

u
c
c
e

s
s
fu

l
C

o
m

m
u

n
ic

a
ti
o

n

Node2 Node1(100,0)



37 

 

place between sender and receiver compared to Fig. 2-8. It locates near (70, 0). PSC at 

the top of the bulge is about 0.87. If there is no interferer, PSC is equal to p2
2
. It is 0.91 

when the sender is 100 meters away from receiver. Therefore, packet loss due to 

collision is 0.04, which shows that CSMA/CA achieves high performance even under 

fading environment if the interferer is close to the sender. 

However, when the interferer is away from the sender and receiver, the average 

received power from them decreases according to the increase of path loss for each path. 

In the middle distance, it becomes difficult for the interferer to sense the signals from 

the sender or receiver, although the signals from the interferer still affect CINR at the 

receiver for the data packet, and at the sender for the ACK packet. Thus, PSC decreases 

in the middle distance. This situation forms a circular hollow around the receiver and 

sender. 

 

Fig. 2-11. PSC, CSL=-81dBm. 

In particular, when the interferer is behind the receiver, HT problem affects the 

performance most severely. The lowest place of the hollow in Fig. 2-10 at (-120, 0) 

shows PSC of less than 0.25. Thus, the seriously damaged area forms a crescent behind 

the receiver. 
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5 dB more sensitive than the previous example, is shown in Fig. 2-11. By comparing 

Fig. 2-10 with Fig. 2-11, it can be understood that 

• •There also exist a bulge and a hollow in Fig. 2-11. PSC corresponding to the top 

of the bulge in Fig. 2-11 is 0.90, which is closer to the upper bound (0.91). 

Although the CINR could be the worst in the center bulge area, high success 

probability of carrier sense prevents collision. Then HT problem seldom happens 

there. This area is wider in Fig. 2-11 than that in Fig. 2-10. 

• Decrease in PSC in the hollow area is smaller than that in Fig. 2-10. It is because 

collision probability in the hollow area is smaller than that for the CSL of -76dBm. 

The lowest probability of successful communication is 0.42, which takes place 

near (-140,0). It is 20 meters far compared to Fig. 2-10. 

• The interference free area is considered as the area where the successful 

communication is possible without carrier sense. It is outside the hollow area and 

its geographical center is mainly determined by receiver’s position. In this area, 

the probability that CINR is less than Γx is very small (i.e. the average power of 

interferer’s signal is no longer comparable with thermal noise power N). 

Therefore, communications between sender and receiver will not be disturbed. 

Since CINR is not a function of CSL, the range of the interference free area does 

not depend on CSL. It can be found by comparing Fig. 2-10 and Fig. 2-11. The 

area is approximately more than 320 meters away from the receiver, mostly 

depends on the propagation loss model. 

2.2.2 Comparison with Fading-Free Case 

PSC map under no fading environment is also calculated by Eq. 2-20 and shown in 

Fig. 2-12. CSL is set at -81dBm. When fading is not considered, the probabilities p1, 

p2 ,… p7 can only take either 0 or 1.  

Remarkable difference can be found comparing Fig. 2-12 with Fig. 2-11. For 

convenience, PSC(x, 0) (a slice of PSC at y=0) from Fig. 2-12 and Fig. 2-11 are 

compared in Fig. 2-13. 

Analysis without fading gives optimistic result of PSC compared with fading 

except in the hollow area. The maximum difference (about 45%) between the two 

results appears when interferer is at (-100,0). The averaged difference is about 19%. 
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Fig. 2-12. PSC without fading, CSL=-81dBm. 

 

 

Fig. 2-13. PSC(x, 0), with or without fading, CSL=-81dBm. 
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2.2.3 Hidden Terminal Effect on Communication Efficiency 

By using Eq. 2-22, communication efficiency map corresponding to different 

position of interferer (Node 3) is obtained. The result is shown in Fig. 2-14 for the CSL 

of -81dBm. Similar with Fig. 2-11, hollow and bulge can be found in Fig. 2-14. When 

interferer is in hollow area behind the receiver, sender’s communication efficiency 

seriously suffers from HT problem. It decreases to less than 0.4, while that for the 

interference free area keeps around 0.7. 

When interferer locates in the bulge area that is near sender and receiver, HT 

problem seldom occurs because of high probability of successful carrier sense. However, 

when carrier sense succeeds, sender’s transmission is delayed. Therefore, 

communication efficiency decreases. This can be observed in Fig. 2-14 where the 

communication efficiency for the top of bulge is still lower than that in the interference 

free area. 

 

Fig. 2-14. Communication efficiency, CSL=-81dBm. 
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When communication interval becomes longer, the overlap probabilities ( and ) 

decrease and the communication efficiency increases. When interferer is in hollow area 

(-140, 0) where HT problem severally affects the communication efficiency, higher CSL 

improves the network performance. On the other hand, if the interferer locates in 

interference free area (340, 0), higher CSL slightly reduces the network performance 

due to Exposed Terminal problem [41]. 

 

Fig. 2-15. Communication efficiency vs. communication interval, CSL=-81dBm. 

 

2.3 Conclusion of Chapter 2 

In this chapter, a mathematical analysis method for HT problem has been proposed 

that takes both fading and capture effect into account. With this method, performance of 

CSMA/CA unicast communication suffering from HT is revealed including the 

interaction of data and ACK packets. Analysis on the probability of successful 
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problem has much wider influential area in which a node becomes a HT of the 

concerned link and causes fatal collision. In multi-hop ad hoc network scenario, it is 

highly possible that one or more nodes are within this area. 

 It is also found that CSMA/CA with lower carrier sense level (higher sensitivity 

of carrier sense) can 

• expand the region where an interferer inside does not severely affect 

communication of focused nodes, and  

• mitigate the worst effect of HT problem, while 

• slightly degrade the communication efficiency if interferer is near interference 

free area. 

The obtained results as well as the proposed analysis method are quite useful for the 

following chapters. 
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Chapter 3  

CSMA/CA Multi-Hop Transmission Performance Considering 

Intra-Flow Interference Caused by Hidden Terminal 

 

The findings obtained in Chapter 2 indicate that CSMA/CA multi-hop transmission 

will also suffer from HT problem because in multi-hop transmission scenarios, it is 

highly possible that transmitting nodes are located at the opposite sides corresponding 

to the receiver. As shown in Fig. 3-1, the transmitting nodes are in the same data flow 

and far from each other. The interference signal generated from the down-stream 

transmitting nodes is called intra-flow interference. Since the multi-hop transmission 

performance is significantly affected by intra-flow interference, a performance analysis 

method considering intra-flow interference is necessary. This analysis method will help 

us find the highest PDR and end-to-end throughput that CSMA/CA is able to achieve in 

fading environment.  

 

Fig. 3-1. Multi-hop traffic flows and Intra-flow Interference. 

 In this chapter, a precise analysis method is proposed to evaluate the performance 

of CSMA/CA multi-hop network under fading environment. In order to analyze the 

effect of intra-flow interference caused by HT, several important interactions among 
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contending links are concerned. Collision between ACK and data packets is also taken 

into account in the analysis of the interactions. After a general expression of per-link 

successful transmission probability (STP) is derived, the packet delivery ratio and 

system throughput are provided by solving recurrence equation. 

 

3.1 Analysis 

3.1.1 Multi-Hop Network Model 

A chain topology network is employed to obtain general understanding of 

intra-flow interference. The distance between all neighboring nodes is fixed as D meters. 

It is assumed that each link follows the PHY and MAC layer specification defined by 

the IEEE 802.11 series standard [15]. 

Assume a multi-hop communication using single frequency channel, in which a 

source node constantly generates packets with a fixed communication interval, Tint. 

Since the transceivers in the multi-hop chain are half-duplex, the interval should not be 

shorter than twice of the packet communication period Tcom, which is necessary for the 

transmitter and receiver to complete a unit transmission. In order to quantify the density 

of given traffic rate, defined a normalized load G, which is : 

)2/1(        GTTG intcom  . (3-1) 

Fig.3-1 shows the traffic flows in a one-way relay network when G is 1/2 and 1/3. The 

word “high traffic” used in this thesis means that G is 1/2 or 1/3.  

To evaluate the performance of multi-hop chain network under fading, the 

probability of successful transmission of each link (link i-1between Node i-1 and Node i) 

will be analyzed considering HT-caused intra-flow interference. In Chapter 2, it is 

proved that HT’s occurrence and its effect depend on the mutual position of nodes. Thus, 

it is necessary to analyze the combinations of the concerned link (solid arrow) and its 

potential contending links (dashed arrows) as shown in Fig. 3-2. Fig. 3-2 shows the 

initial status of cases (combinations) when offered load traffic occupies 1/2 of the 

possible transmission time resource. Assume that node does not transmit data packets 
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continuously in single chain topology network. Thus there’s no potential contending 

link between Node i-2 and Node i-1. In Chapter 2, it is also proved that HT problem is 

the severest when senders are at different sides of receiver. Therefore, the network 

model where nodes are one dimensionally placed is used in order to investigate how HT 

problem limits the network performance. Then it is reasonable to assume that: 1) state 

of Link i-1 is determined by the interaction of nodes from Node i-3 to Node i+2; 2) the 

signal from a distance 3×D or farther cannot be sensed. 

 

Fig. 3-2. Potential contending links with G equals to 1/2. 

 

3.1.2 Traffic Model 

Assume that the source node generates CBR traffic with a fixed interval of 

communication, Tint. The offered load traffic rate G can be 1/2 or 1/3. When G is 1/2, 

Tint is twice of the averaged communication time Tave, which is necessary for each node 

to transmit a data packet and receive an ACK packet.  

avApave BackDIFSSIFSTTT   (3-2) 

where Tp and TA are the time required to transmit a data packet and an ACK packet, 

respectively. Backav is the averaged backoff time that is defined as half of the initial 

backoff window time.  

In order to simplify the analysis and to obtain basic view, retransmission of data 
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packet by the MAC layer is not applied. RTS/CTS mechanism is excluded in order to 

make HT’s effect distinct and for simplicity. 

 

3.1.3 Analysis Model for Deriving Packet Delivery Ratio 

3.1.3.1 Packet Delivery Ratio with G of 1/2 

In the following analysis, carrier sense failure probabilities (p1, p2 and p3) and the 

reception failure probabilities (p4, p5, p6, p7 and p8) are used. They are listed below. 
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(3-3) 

Ca is the instantaneous power of received signal from the node a×D meters away. For 

instance, C2 can either indicate the power of received signal at Node i-1 transmitted by 

Node i+1, or the power of received signal at Node i-1 transmitted by Node i-3. CSL 

indicates the global CSL. N is the power of thermal noise at receiver. CNR and CINR are 

the CNR and CINR thresholds necessary for reception, respectively. The probabilities p1, 

p2 … p8 in Eq. 3-3 can be obtained by using PDF of the received power under fading 

environment. The packet arrival probability PAi is illustrated in Fig. 3-1. It is the 

percentage of the packets that have been correctly delivered from source node to Node i. 

An important performance index is the packet delivery ratio (PDR) PAend, defined as the 

arrival probability at the end node. 

Based on the above assumptions, the per-link STP for link i-1 (i=2, 3…n+1) will 

be analyzed, by categorizing the interactions in the multi-hop chain into the cases 

shown in Fig. 3-2. Node i is hereafter denoted as Ni for abbreviation. 

Case 1: Case 1 happens with two conditions: i) Ni directly forwarded the previous 

packet but Ni+1 didn’t receive this packet with probability of PEi, or the previous packet 

has not been received by Ni with probability 1-PAi (where PAi denotes the arrival 



47 

 

probability that a data packet is received by Ni); ii) Ni-3 doesn’t have packet to send 

(with probability 1-PAi-3). Then the probability that Case 1 happens is 

(1-PAi-3)[(1-PAi)+PEi]. STP of link i-1 for Case 1 is given by 

41
1 pp

C
  (3-4) 

Case 2: Ni schedules to transmit a data packet during Ni-1 is transmitting a packet. This 

happens if Ni delayed its transmission after carrier sensing. The probability that Case 2 

occurs is (1-PAi-3)PDi, where PDi denotes the probability that a packet was received by Ni 

but Ni delayed its transmission after the previous carrier sensing. Since Ni should remain 

silent for a random backoff time after DIFS, Ni-1 will transmit first with high possibility. 

Then Ni should receive Ni-1’s signal regardless of having the waiting packet for Ni+1. 

Thus Ni keeps its receiving mode and the reception of Ni-1’s signal will not be affected 

by the attempt of transmitting the delayed packet for Ni+1. STP for this case is 

42
1 pp

C
  (3-5) 

Case 3: Ni-1 and Ni+1 are going to transmit almost at the same time. This happens if Ni 

sent a data packet immediately and Ni+1 received it. The probability is denoted as PNi.  

Then Case 3’s occurrence probability is (1-PAi-3)PNi. Ni-1 and Ni+1 have comparable 

possibility to transmit first. The following cases from 3.1.1 to 3.2.2 are the subcases of 

Case 3. 

Case 3.1: Ni+1 transmits first with probability of (1-f1) where f1 denotes the probability 

that the previous node transmits first.  

Case 3.1.1: Ni-1 has sensed Ni+1’s signal with probability 1-p1, and Ni+2 has received 

Ni+1’s signal. Since Ni-1 can hardly sense the signal from Ni+2, the possibility that the 

packet transmitted by Ni-1 collides at Ni with Ni+2’s ACK or data packet is very high. 

However, Ni-1’s packet can be received by Ni if the CINR is larger than threshold. STP 

for this subcase is  

)1)(1()1()1(
54111.1.3

pppfp
C

  (3-6) 
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Case 3.1.2: Ni-1 has sensed Ni+1’s signal, and Ni+2 cannot receive the packet from Ni+1 

correctly. Ni-1 can transmit without interference after backoff. STP for this subcase is 

)1()1()1(
44112.1.3

pppfp
C

  (3-7) 

Case 3.1.3: Ni-1 has not sensed Ni+1’s signal, thus, Ni-1 and Ni+1 transmit simultaneously. 

if Ni’ signal strength is strong that can satisfy CINR threshold, Ni can receive it properly. 

STP for this subcase is 

)1()1(
6113.1.3

ppfp
C

  (3-8) 

Case 3.2: Ni-1 transmits first with probability of f1.  

Case 3.2.1: Ni+1 has not sensed Ni-1’s signal. Collision will occur at Ni. STP for this 

subcase is 

)1(
6111.2.3

ppfp
C

  (3-9) 

Case 3.2.2: Ni+1 has sensed Ni-1’s signal. Ni-1 can transmit without interference. STP for 

this subcase is 

)1()1(
4112.2.3

ppfp
C

  (3-10) 

Case 4:  Transmission schedules of Ni-1 and Ni-3 overlap. This probability is PAi-3[(1- 

PAi)+PEi]. The following cases are the subcases of Case 4. 

Case 4.1: Ni-1 transmits first with probability (1-f1).  

Case 4.1.1: Ni-3 has not sensed Ni-1’s signal. Ni-1 will transmit under interference. STP 

for this subcase is 

)1()1(
8111.1.4

ppfp
C

  (3-11) 

Case 4.1.2: Ni-3 has sensed Ni-1’s signal. Ni-1 will transmit without suffering interference. 

STP for this subcase is 
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)1)(1()1(
4112.1.4

ppfp
C

  (3-12) 

Case 4.2: Ni-3 transmits first with probability of f1  

Case 4.2.1: Ni-1 has not sensed Ni-3’s signal. Ni-1 will transmit under interference. STP 

for this subcase is 

)1(
8111.2.4

ppfp
C

  (3-13) 

Case 4.2.2: Ni-1 has sensed Ni-3’s signal; Ni-2 has received the packet from Ni-3 and 

forwards the packet to Ni-1 right after sending ACK packet (with DIFS interval). On the 

other hand, Ni-1 should keep sensing channel for a random backoff time after DIFS, thus 

always sensed Ni-2’s signal before backoff and delays its transmission. (For 

simplification, it is assumed that in Case 4.2.2 Ni-2 can always receive Ni-3’s signal, and 

Ni-1 can always sense Ni-2’s signal.) Hereafter there are three possible situations may 

occur: 1) Ni-3 has begun to send another packet with probability PAi-3 and Ni-1 sensed this 

packet during backoff, thus Case 4.2.2 occurs again. Ni-1 will increase its backoff timer; 

2) Ni-3 has begun to send another packet but Ni-1 failed to sense Ni-3, thus Case 4.2.1 

occurs; 3) There’s no packet in Ni-3, thus Case 1 occurs. If situation 1reaptely occurs and 

Ni-1 still cannot transmit even the backoff timer reaches to backoff limit K, the current 

packet is dropped. The STP for this case is expressed by Eq. 3-14. 
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The averaged STP for all the cases is denoted as pL. The relationship between PAi 

and PAi-1 can be expressed by the following recurrence equation, 

LiAiA
pPP

1
  (3-15) 

where pL can be calculated by the equation below. 



50 

 

    
   

  
iNiACiDiACiEiAiAC

iNiACiDiAC

iEiAiACL

PPpPPpPPPp

PPpPPp

PPPpp

363534

3332

31

1

11

11













 

(3-16) 

If i equals to n+1, the arrival probability is also the n-hop network’s PDR. That is, 

1


nAPDR
PP  (3-17) 

The probability PDi-1 can be obtained by analyzing the cases where the node has delayed 

its transmission after CS. PDi-1 is given by 
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where 6
ˆ

Dp is delay probability of Case 6.  

In cases 3.1.1 and 3.1.2, Ni-1 can successfully deliver the data packet to Ni after 

backoff. Therefore, the probability PNi-1 can be derived by eliminating those cases’ 

corresponding STP from PAi. It is given by 
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 (3-19) 

where 5
ˆ

Np and 6
ˆ

Np are the corresponding probabilities in Case 5 and Case 6, 

respectively. 

The relationship between PEi-1, PNi-1, PDi-1 and PAi-1 is given by 

1111   iNiDiAiE PPPP  (3-20) 

Not all of the cases presented above happen for every hop. For example, for last hop, 
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only Case 4 and Case 1 happen.  

For each hop, four equations, Eq. 3-15, Eq. 3-18, Eq. 3-19 and Eq. 3-29 have been 

obtained. For n-hop network, there are totally 4n variables and 4n equations. Then they 

can be solved by using computing software. The 4n variables include: 

.,;,;,;,
212121132 nEEEnDDDnNNNnA PPPPPPPPPPPP 

  
 

3.1.3.2 Packet Delivery Ratio with G of 1/3 

Because the nodes having 3×D or farther distance cannot sense each other, the 

nodes will not delay their transmissions when G is 1/3 or lower. The case analysis for G 

is 1/3 is similar to the last section but much simpler.  

 

3.2 Analytical Results 

Since the property of HT problem has been well revealed in Chapter 2, the major 

radio parameters including CSL range are not changed. The parameters employed for 

evaluation are listed in Table 3-1. The physical and MAC layers follow IEEE 802.11b 

standard. Data payload size is set as 512 byte, which results in the data packet length (Tp) 

of 2,382 ms for the transmission data rate of 2 Mbps. TA is 248 ms. Tint is set as 6 ms for 

G of 1/2, and 9 ms for G of 1/3. It is assumed that all contending nodes have equal 

probability to transmit first. This results in the factors f1 equal to 1/2.  

Considering ubiquitous applications for short-range outdoor and indoor 

communications, fading environment with the ITU-R P.1411-6 path loss model [43] is 

assumed. Fading is flat Rayleigh fading commonly observed in wireless environments. 

D is set as 100 m, which results (1-p4) equals to 0.9522, (i.e. the link has high reliability 

if there is no interference.) while the averaged received signal power at 300 m drops to 

-87dBm, which is no longer significant and can be ignored. 
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TABLE 3-1 Configuration and fixed parameters 

 

 

3.2.1 Arrival Probability and Packet Delivery Ratio 

Fig. 3-3 shows the arrival probability and PDR when CSL is -81dBm and G is 1/2. 

PDR is the arrival probability at destination node that is marked with black arrow. When 

the multi-hop chain has only 2 hops, the arrival probability at Node 2 is 0.952 and PDR 

is as high as 0.907. However, as the number of hops increases from 2 to 3, the arrival 

probability at Node 2 remarkably drops to 0.635 and the PDR decreases to 0.527. This 

means that the first hop becomes the bottleneck and restricts the network’s PDR. This 

phenomenon is caused by intra-flow interference due to HT problem. When the network 

only has two hops, Node 3 is the destination node that does not transmit data packet. 

However, when the network has three or more hops, Node 3 is relay node, thus it is 

possible that Node 1 and Node 3 are both willing to transmit at the same time (Case 3). 

If CS failed, then collision occurs at Node 2.  

Radio frequency 2.4G Hz

Data rate 2 Mbps

Transmission power 15 dBm

Antenna height 1.5 m

Path loss model ITU-R p.1411-6, LOS, lower bound

Fading model Rayleigh

CNR/CINR threshold (CNR/CINR) 10 dB

Receiver noise level (N) -91 dBm

Carrier sense level (CSL) -81 dBm, -85 dBm

Data payload size for a packet 512 byte

Packet length (Tp ) 2382 ms

Packet generation interval (Tint) 6 ms, 9 ms

Backoff limit (K) 6 times

Space between neighboring Nodes (D) 100 m, 120 m
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Fig. 3-3. Arrival probability and PDR, CSL=-81dBm, G=1/2. 

 

Fig. 3-4. Arrival probability and PDR, CSL=-81dBm & -85dBm, G=1/2. 

Since HT problem depends on the carrier sense level, the arrival probability with 

other CSL is also investigated. The results with CSL of -85dBm are shown in Fig. 3-4. It 

is found that degradation of the arrival probability at Node 2 is severer when lower 
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sensitivity of -81 dBm is employed.  

The probability of successful transmission after delay and the probability of 

transmission failure after delay of Ni-1 are denoted as PDNi-1 and PDEi-1, respectively. The 

sum of PDNi-1 and PDEi-1 is PDi-1. Considering Eq. 3-20, PAi-1 can be written as 

11111 


iEiNiDEiDNiA
PPPPP  (3-21) 

Fig. 3-5 shows the percentages of probabilities of PDN, PDE, PE and PN to PA at each 

node in 5-hop network. With Fig. 3-4 and Fig. 3-5, it is found that: 

-- Higher carrier sensitivity improves the arrival probability at the first relay node by 

suppressing PE and increasing PDN. PEi-1 is mainly due to intra-flow interference caused 

by HT problem.   

--However, the sum of PE and PDE increases when carrier sensitivity becomes higher. 

Thus higher carrier sensitivity also decreases the STP of the 3rd hop and the following 

hops. Then PDR at destination may not be improved significantly. This phenomenon 

will be addressed in Section III-B. 

 

Fig. 3-5. Percentages of PN, PE, PDN and PDE to PA at each transmitting node, 5-hop. 
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In order to validate the analysis presented in Section II, network simulation by 

QualNet 4.5 is conducted with the same conditions in TABLE 3-1. For comparison, the 

results with CSL of -81dBm and -85dBm are shown in Fig. 3-6. It is found that our 

mathematical analysis can well describe the characteristics of the arrival probability 

suffering from HT and precisely predicts the arrival probability and PDR when the hop 

number is 4 or more (absolute error is less than 2%). The average differences of the 

arrival probabilities between analysis and simulation with different hop numbers, CSL 

and D (distance between neighbor nodes) are always less than 3.5%. 

 

Fig. 3-6. Simulated arrival probability and PDR, CSL=-81dBm & -85dBm, G=1/2 . 

 

3.2.2 Delay Probability 

The delay probability PD is a by-product of the derivation of arrival probability PA. 

Fig. 3-7 shows the delay probability PD in 5-hop network with different CSL. It can be 

found that source node and Node 3 are more likely to delay their transmission. When 

the carrier sense sensitivity is high, the possibility increases that Node 3 will continue to 

sense Node 1's transmission and delay its transmission (Case 4.2.2). Since Node 1 is the 
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source node and periodically generates packet, the packets to be transmitted by Node 3 

will be discarded due to backoff limit. On the other hand, if source node sensed the 

signal from Node 3 and delayed its transmission, it will not continue so long because 

Node 3 does not generate any packet by itself, which results in higher delay efficiency 

at source node. Consequently, high carrier sensitivity prevents packet forwarding at the 

later hops. 

 
Fig. 3-7. Delay probability, CSL=-81dBm & -85dBm, G=1/2. 

 

3.2.3 Normalized Throughput 

As can be seen in Section III-A, intra-flow interference due to HT problem 

severely affects the network’s performance. Then, it is natural to ask whether the 

network’s performance can be improved by reducing the offered load traffic rate G. 

Fig. 3-8 shows the arrival probability and PDR when G is 1/3 and CS level is 

-81dBm. Compared with Fig. 3-3, the similar phenomenon can be observed: arrival 

probability severely decreases by around 30% at Node 2 when the network’s hop 

number increases from 3 to 4. The important difference is that the arrival probability for 

G of 1/3 severely decreases between hop numbers of 3 and 4, instead of 2 and 3 for G of 

1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

Transmitting Node ID

D
e

la
y
 P

ro
b

a
b

il
it
y
, 
P D

CSL=-81dBm

CSL=-85dBm



57 

 

1/2. Another remarkable point is that the arrival probability at Node 2 of 4-hop network 

is smaller than the one of 5-hop network. This results from the fact that the occurrence 

probability of HT problem is relatively higher in 4-hop network. 

When G is1/3, the packet arrival probability, as well as PDR, is globally much 

higher than that when G=1/2. However, it costs more time to transmit a packet. Thus, 

the normalized throughputs for both cases are calculated. The normalized system 

throughput S is defined as 

PDR
PGS   (3-22) 

The results are shown in TABLE 3-2 and Fig. 3-9. It can be found that 

--The throughput with G=1/2 is superior to the one with G=1/3 when the hop number is 

1 or 2. 

--The throughput performance gradually becomes comparable for G=1/2 and G=1/3 

when the network’s hop number is 3 or larger. 

 

Fig. 3-8. Arrival probability and PDR, CSL=-81Bm, G=1/3. 
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TABLE 3-2  Normalized Throughput, CSL=-81dBm 

 

 

Fig. 3-9. Throughputs of CSMA/CA multi-hop network for different number of hops. 
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Intra-flow interference caused by HT problem severely degrades the per-link STP 
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However, achievable throughputs in actual CSMA/CA multi-hop communications 

saturate before G reaches to 1/2. This phenomenon can be found in Fig. 3-10. In this 

chapter, it has been revealed that this phenomenon is caused by intra-flow interference 

due to HT problem. Furthermore, when traffic is high, employing higher carrier 

sensitivity cannot improve the throughput because it introduces much more waiting time 

and clogs transmission. 

 

Fig. 3-10. Throughputs of CSMA/CA multi-hop network. 

 

In Fig.3-1, the previously forwarded packets are sent from Node 3 to Node 4 for G 

= 1/2, and from Node 4 to Node 5 for G = 1/3. They collide with the next packet from 

Node 1 and may cause packet loss. Since Node 2 knows all bit information of the 

interfering signal that has previously sent by itself, the receiver of Node 2 may cancel 

the interference and increase the communication performance. Thus, it is natural to 

consider the use of interference cancellation (IC). 
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3.4 Conclusion of Chapter 3 

In this chapter, a CINR-based probability analysis method that well predicts the 

packet delivery ratio for CSMA/CA multi-hop network under fading environment is 

proposed. With the method, the impact of HT-caused intra-flow interference and the 

effect of carrier sense level have been analyzed. The multi-hop network’s performance 

with offered load traffic rate of 1/2 and 1/3 was also compared. 

Intra-flow interference (IFI) caused by HT problem severely degrades the per-link 

successful delivery probability of the first hop. The network’s performance is therefore 

affected due to bottleneck effect. Higher carrier sensitivity can alleviate HT-caused 

intra-flow interference at the first hop however cannot improve the network’s Packet 

Delivery Ratio significantly.  

The network with offered load traffic rate of 1/3 shows much better performance in 

the aspect of packet delivery rate compared with the one with 1/2. However, it has little 

advantage in end-to-end throughput, that is, CSMA/CA multi-hop transmission has 

performance limitation for high traffic load. An optimal CSL will make the stochastic 

CINR status just satisfies the requirement for the current data rate in the flow. The 

relationship between CINR requirement and data rate is determined by the Shannon 

capacity. If the multi-hop network attends to relay data in higher speed, CSMA/CA will 

delay some of the transmissions by back off mechanism so that neighboring transmitting 

nodes will not be too close to each other and the CINR status will keep steady. 

Consequently, the throughput cannot be increased. If the IFIs can be removed, CNR 

condition will become the one that limits the channel capacity instead of CINR 

therefore higher data rate can be supported. 
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Chapter 4  

Highly Efficient Multi-Hop Packet Transmission Using 

Intra-Flow Interference Cancellation 

 

In Chapter 3, it has been revealed that IFI limits the multi-hop transmission 

performance and that IC will be a promising method to enable the network to support 

higher traffic load. This chapter 1) proposes a known IC technique against IFI that uses 

normalized least mean square (NLMS) equalization. It is applicable to a variety of 

modulation schemes as well as a wide range of SIR (signal to interference ratio). 

Moreover, it is capable of canceling multiple known interference from different hidden 

terminals; 2) designs an IFI-canceling multi-hop transmission scheme to facilitate IC so 

that the nodes can efficiently relay packets under high traffic loads in half-duplex 

networks; and 3) discusses a collaboration approach that combines IFIC with the 

maximal-ratio combining (MRC) reception by which MRC can still provide diversity 

gain in the presence of interference. The performance of our proposal is evaluated in the 

presence of Rayleigh fading. 

The rest of the chapter is organized as follows. In Section 4.1, the traffic model for 

multi-hop transmission is introduced; in Section 4.2, a method of canceling IFI by using 

adaptive equalization with NLMS will be presented; the detailed design of IFI-canceling 

multi-hop transmission (IFIC-MHT) scheme including packet format, multi-hop 

transmission scheme and receiving operation will be introduced in Section 4.3; the 

mathematical analysis model for performance evaluation of IFIC-MHT is presented in 

Section 4.4, where the impact of maximum Doppler frequency is considered; After the 

performance evaluation settings are introduced in Section 4.5, the results and related 

analysis will be presented in Section 4.6; The applications of IFIC for other scenarios 

will be discussed in Section 4.7 and Section 4.8. 
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4.1 Modeling for Multi-Hop Transmission 

4.1.1 Traffic Model 

Assume multi-hop communication over a single frequency channel, in which a 

source node constantly generates a packet stream with a fixed packet generation interval, 

Tint. All transceivers in the multi-hop links are half-duplex, so that the interval should 

not be shorter than twice of the packet communication period Tcom, which is necessary 

for the sender and receiver to complete unicast transmission. To quantify the density of 

given traffic rate, normalized load G, is defined as: 

)2/1(        GTTG intcom  (4-1) 

 

 

Fig. 4-1. Ideal multi-hop traffic flows and intra-flow interference. 

 

6 …53 41 2 end

53 41 2

IFI

…

PAi

i … end

PAend = PDR

6 …53 41 2 end

6 …53 41 2 end

ABC

BC

BCD

t

Tcom

Tint

G=1/2

G=1/3

(a)

(b)

: IFI: packet transmission: Node ii



63 

 

G is the upper limit of the end-to-end throughput normalized by the transmission 

data rate. Fig. 4-1 shows the ideal traffic flows in a one-way multi-hop network when G 

is 1/2 and 1/3 based on the assumption that all packets can be received correctly under 

known IFI
1
 (shown by dashed lines). The word “high traffic load” in this chapter means 

that G is 1/3 or higher. As an example, Fig. 4-1(a)
 
illustrates how the packets (A, B, C, 

D) are forwarded when G is 1/2 (i.e. the source node periodically generates one new 

packet every 2Tcom). The packet arrival probability PAi is shown in Fig. 4-1(b). It is the 

percentage of the packets that have been correctly delivered from source node to Node i.  

4.1.2 Antenna Settings 

All the antennas in the nodes are assumed omnidirectional. Multiple receiving 

antennas can be used for MRC reception to further improve the performance of IFIC. 

However, since MRC does not change the essence of the proposed IFIC-MHT scheme, 

it is assumed that each node equips single antenna for transmitting and receiving except 

for the MRC case.  

 

4.2 Intra-Flow Interference Canceller 

4.2.1 Mechanism of Cancellation 

Given that signal x(t) is transmitted over time-variant channel h(t), received signal 

y(t) can be written as (* represents convolution) 

)()()()( tnthtxty   (4-2) 

where n(t) is AWGN with power spectrum density (PSD) of N0. The samples of the 

received signal {yn}, input to the equalizer, can be represented in z domain as: 

)()()()( zNzHzXzY   (4-3) 

If the channel response is known, the ideal equalizer to recover the signal by the 

minimum mean-square error (MMSE) criterion [42] is given by: 
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where F(z) denotes the z transform of the equalizer’s impulse response and X(z) is the 

z transform of the autocorrelation of sampled x(t). The transmitted signal can be 

recovered by the equalizer if noise power is small, i.e. X(z)≈ Y(z)F(z). 

 For time-varying channels, the adaptive equalizer estimates the channel response 

based on a known sequence received in the training phase (TP). If two training 

sequences of the desired and undesired signals are received separately as shown in Fig. 

4-2, two signals can be unbundled.  

 

 

Fig. 4-2. Interference cancellation algorithm. 
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Here, Hij denotes the channel response from Node i to Node j. Similarly, at the end of 

TP2, the impulse response for the undesired signal is given by 
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When Node 1 transmits desired signal XD(z) and Node 3 transmits another signal XU (z) 

(which is undesired for Node 2 and causes interference), the received interfered signal 

can be expressed as: 

)()()()()()( 3212 zNzHzXzHzXzY CP

U

CP

DUD  . (4-7) 

If the following three conditions are satisfied, the desired signal XD (z) can be 

demodulated under interference: 1) The channel responses during TP and CP have 

strong correlation, (i.e. )()( 1212
1 zHzH CPTP

 , )()( 3232
2 zHzH CPTP

 ); 2) Noise is small; 3) The 

interfering signal XU(z) is known by the receiver. Accordingly, XU (z) can be cancelled 

with the operation shown in (8). 

 

   .                                       

).|)(Φ)/1(|and|)(||)(|(              )(  
)()(Φ)/1(

)(
 -

)(

)(
 )( 

 
)](Φ)/1(/[)(

1

)(Φ)/1(

)(
)()()(

)(Φ)/1()(

)(Φ)/1(

)(Φ)/1(

)(
)()()(

)(ˆ

)(Φ)/1(

)(Φ)/1()(
)()()()()()()(ˆ)(ˆ/)()(

D

U

DU

D

D

U

1

U

U12

TS

**

12012

12

0

TS

**

3212

TS

**

12012TS

**

32

0

12

0TS

**

1212

TS

**

12

TS

**

32

0

12

12

TS

**

32

0TS

**

3232

32121232

zzHNzHzNzX
zH

N

zzH

zX

zH

zN
zX

zzHNzHzzH

NzX
zNzHzX

NzzHzH

zzH

zzH

NzX
zNzHzX

zF
zzH

NzzHzH
zXzNzHzXzHzXzFzFzXzY

CPCP

DCPCP

U

CPD

CPCPCP

UCP

D

CPCP

CP

CP

UCP

D

TP

E
CP

CPCP

U

CP

U

CP

D

TP

E

TP

EUUD













































 


 
(4-8) 

4.2.2 Channel Estimation with LMS or NLMS 

Since practical applications must consider the costs of power consumption and 

hardware, least mean square (LMS) [43] equalization and its extensions are preferred to 

fulfill the task described above. LMS equalization is based on an approximated 

steepest-descent method and is known for its simplicity and applicability of 

implementation [42]. LMS updates the filter’s parameters fk(n) as 
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),()()()1( nenfnfnf kkk m  (4-9) 

where m is the step size and e(n) is the error at sample n. The adjustment error,  of 

basic LMS can be approximately represented by (10) as reference [44], 
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where M is filter length and u(n-k+1) is the input of the kth tap of the adaptive filter. kis 

the eigenvalue of the correlation matrix [45]. As this equation implies, to keep the 

estimation error consistent, the step size should be adjusted depending on the input 

signal power. However, it is not practical to optimize the step size at the receiver for a 

specific signal in actual systems. In this context, normalized LMS (NLMS) is chosen 

[46] [47] for IFIC. In contrast to basic LMS, NLMS updates the filter’s parameters fk(n) 

with m normalized by the sum of instantaneous signal power at each tap. That is,  
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(4-11) 

where  is a positive bias. This algorithm increases the calculation complexity but 

greatly improves the stability of adaptation for signals with different received powers.   

 

4.3 Detailed Design for Intra-Interference Cancellation 

4.3.1 Packet Format 

Identity of IFI and CSI are essential elements for performing IFI-cancellation. The 

key to designing an IFIC-MHT scheme is to guarantee that they can be received without 

being interfered. To realize this, the desired and IFI packets are assigned different 

formats as shown in Fig. 4-3. Both formats consist of three parts: ,  and , while a 

blank period (TB) is inserted between  and for the case of Format 2. The  part, 
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which contains the training sequence for channel estimation, is the PHY/MAC header 

defined in IEEE 802.11 standards [15]. Fig. 4-3 illustrates an example for 802.11b.The 

 part carries the IP payload that will overlap with other packet’s  part if packet 

collision occurs. The  and parts together form the original IEEE 802.11 packet. The 

newly added  part includes ACK (acknowledgment) information and payload identifier. 

The blank period is longer than the time for transmitting  and  parts (T+ so that 

the two parts can be received without interference. It also can be set wider if two or 

more interfering packets should be cancelled (discussed in Section VIII).  

Fig. 4-3. Overlapping pattern of two packets and the packet formats for IFIC-MHT 

scheme. 

 

4.3.1.1 Payload Identifier 

The identifier that indicates the IP payload of IFI is carried by the payload 

identifier (PI) in Fig. 4-3. Every node maintains a list table that consists of the IP 

payload copies and the corresponding identifiers that have been transmitted recently. A 

receiver that suffers interference can use this identifier to find a copy of the IP payload 

and then utilize it for IC. In order to guarantee that the  part is received correctly, an 

additional frame check sequence (FCS) is attached right after the PI. 

 

4.3.1.2 ACK 

Since the  part can be received without IFI, ACK information is placed inside so 

that no dedicated ACK packet needs to be transmitted in the IFIC-MHT scheme. This 

keeps the length of communication period Tcom constant and eliminates the overhead 

that would otherwise be caused by transmitting dedicated ACK packets. 
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4.3.1.3 Comparison of Packet Format with Analog Network Coding 

Analog network coding (ANC) [36] is a visible known-IC method that also uses 

TSs to obtain CSI. However, there are significant differences between ANC and 

IFIC-MHT. In ANC, packet transmissions take place asynchronously. TS and pilot 

information are attached at the beginning and ending of packets as shown in Fig. 4-4 (a). 

Since the transmission timing is random, overlapping pattern of two packets should be 

considered. If the desired signal and interfering signal overlap partially, the training 

sequences for both signal can be received without being interfered. However, there are 

several demerits for such design. For explanation, Fig. 4-4 (b) and Fig. 4-4 (c) give the 

comparisons of packet overlapping patterns between IFIC-MHT and ANC in some 

circumstances. ANC cannot well support the cases when desired signal and interfering 

signal have significant difference in packet length. As shown in Fig.4-4 (b), IC cannot 

be performed for the case of ANC because the two training sequences of Signal 2 are 

both interfered. However, it does not take place in IFIC-MHT because it introduces the 

slot-frame structure. Also, the packet format used in ANC cannot be directly used in the 

situation when multiple interferences present. As illustrated in Fig. 4-4 (c), the training 

sequences of Signal 2 are interfered and the receiver must remove Signal 3(another 

known-interference) at first. Meanwhile, the residual error introduced by cancelling 

Signal 3 will degrade the channel estimation accuracy for cancelling Signal 2. In 

contrast to ANC, the proposed packet format ensures that multiple interferences can be 

cancelled in parallel, because the training signals for three packets can be received 

independently. Furthermore, ANC use energy detection to detect the arrival timing of 

the interfering packet, which limits the modulation method in order to keep the signal 

envelop constant. By contrast, since interference arrives during the blank period, the 

starting of interference can be easily detected by simple energy detection without the 

requirement of constant envelop. 
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Fig. 4-4. Difference of packet format between ANC and IFIC-MHT. 

4.3.2 Relay Process 

Since the IFIC-MHT process aims at maximum throughput for packet streaming 

applications such as video streaming, the time scale is divided into slots of fixed length 

which equals one communication period, Tcom. All nodes refer to a common time 

reference to synchronize their frame structure. Time adjustment is performed by 

inserting an occasional packet that carries the time stamp information instead of data. 

The receiving nodes can adjust their time according to the stamp. The nodes in 

IFIC-MHT follow the 4 rules shown below. Variable i is a global variable that satisfies: i 

 ℕ+ and i ≤ 1/G. 

 Node i, Node i+1/G, Node i+2/G, … , Node i+k/G (k  ℕ) transmit during the same 

time slot m (m  {i, i+1/G, i+2/G,…}). 

 Node i, Node i+2/G, Node i+4/G, … , Node i+2k’/G (k’  ℕ+
) transmit packets in 

Format 2. 

 Node i+1/G, Node i+3/G, Node i+5/G,…, Node i+(2k’’+1)/G (k’’  ℕ) transmit 

packets in Format 1 with delay t (the time difference in Fig. 4-3). Delay t should 

satisfy 
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BTTT    t . (4-12) 

 Each node is ready to receive signal before and after its transmission time slot in 

order to get a new packet and check the ACK, respectively. If G is 1/2, the two 

tasks are accomplished in the same time slot. 

To highlight the essence of the proposed IFIC-MHT process, the following two relay 

scenarios are illustrated in Fig. 4-5 and Fig. 4-6 for 5-hop transmission with G = 1/2. 

 

4.3.2.1 Scenario 1: Idea Relay without Packet Loss 

 

Fig. 4-5. Relay process of 5-hop IFIC-MHT for scenario 1 (without packet loss). 

(Subscripts for and  represent the IDs of ACK and payload, respectively.) 
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packets to their next nodes. Transmitted signals will interfere at Node 2 and Node 4. 
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payload 3 with IFI-cancellation using the estimated CSI obtained from the  parts. 

During time slot 2, even numbered nodes transmit packets starting from the beginning 

of the time slot while Node 4 transmits packet after delay t.  

 

4.3.2.2 Scenario 2: Relay Process with Packet Loss and Retransmission 

Figure 4-6 shows the case that Node 4 has failed to receive the desired signal from 

Node 3 in time slot 1. Node 4 will not transmit any packet during time slot 2. Since the 

expected ACK (for payload 2) has not returned in time slot 2, Node 3 should push the 

newly received packet into a FIFO (first in first out) buffer and transmit the packet with 

payload 2 in time slot 3. Note that the  part of this packet carries ACK information for 

3. If Node 3 fails in transmitting a packet before the retransmission amount exceeds the 

limit, it will discard the packet. If the FIFO buffer is full, the newly arriving packet will 

also be discarded. 

 

Fig. 4-6. Relay process of 5-hop IFIC-MHT for scenario 2. 

(Subscripts for and  represent the ID of ACK and payload, respectively.) 
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4.3.3 Receiving Operation 

The flow chart of receiving operation is shown in Fig. 4-7 where the desired signal 

(Signal 1 in flowchart) carries the packet in format 2 while the interfering signal 2 is in 

format 1. The receiver will enter into one of three different demodulation modes 

according to IFI status. 

 

Fig. 4-7. Flow-chart of the receiving operation. 

 

4.3.3.1 Demodulation Mode 1 

The receiver demodulates the signal via the normal approach if IFI has not been 

detected. 

4.3.3.2 Demodulation Mode 2 

If IFI has been detected, the receiver will first attempt to demodulate the interfered 

 part without performing IC. Since SINR under fading environment dynamically 

changes, there is a chance of satisfying the required SINR. If this requirement is not 

satisfied, the receiver moves to Demodulation Mode 3. 
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From the decoded  part, the receiver can identify the  part of the interfering 

packet. The receiver then demodulates the desired signal by performing IC. 

Figure 4-8 illustrates the IFIC processes sequentially including the detection of 

signal, channel estimation, IC and demodulation. Based on the relay process introduced 

in Section 4.3.2, the beginnings of two signals can be easily detected by energy 

detection because they are interference-free guaranteed. Therefore, the clock 

synchronizations for desired signal and interfering signal can be carried out 

independently and the receiver is able to subtract the interference at the right timing. It 

is not necessary to synchronize the two signals in symbol level because the cancelling 

process can be performed in higher sampling rate. 

 

Fig. 4-8. Process of IFIC. 
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4.3.4 Buffering Process 

Figure 4-9 is an example that demonstrates the buffering process in IFIC-MHT. In 

Time Frame 1, Node 3 transmits packet No.18 with ACK information of No.18. 

Although this causes IFI at Node 2, Node 2 can correctly receive both packet No. 20 

and 18 with IFIC. At Time Frame 2, Node 2 will transmit packet No.19. The  part of 

this packet contains ACK for No.20. If Node 1 fails to receive the ACK, it will 

retransmit the packet No.20. As a result, the buffer of Node 1 is full. Then the new 

coming payload of No.23 will be discarded. On the other hand, if Node 1 correctly 

receives the ACK for No. 20, it will accept new payload No. 23 into the buffer. 

 

 

Fig.4-9. Example that demonstrates the buffering process in IFIC-MHT 
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4.4 Analysis 

Packet delivery ratio and the end-to-end throughput (S) are the two main 

performance indexes considered here. For an N-hop IFIC-MHT, where the source node 

is Node 1 and the end node is Node N+1, PAi can be expressed by the following 

recurrence equation: 












     1)(               1 

2)1(        11

i

iNPp
P

AiHi
Ai , (4-13) 

where pHi-1 is STP for the hop i-1, between Node i-1 and Node i. STP is the key to 

solving (13) and has different forms depending on the retransmission policy. 

Accordingly, its detailed analysis is presented in the next two subsections. Note that the 

analysis model assumes G=1/2. The analysis models for other traffic loads can take a 

similar approach. 

It is notable that the analysis model in this chapter is created for verifying and 

predicting the performance of multi-hop transmission based on the single-hop 

BER/PER (bit error rate/packet error rate)performance with interference canceler (it will 

be presented in Section VII-C.). Since it is very difficult to theoretically analyze the 

BER/PER performance with interference canceler under fading environment, the 

following probabilities, referred to hereinafter, are obtained by simulation. 1) pnor: the 

probability that a packet is received correctly with no interference present 

(demodulation mode 1); 2) pint: the probability that an interfered packet is received 

without using cancellation (demodulation mode 2); 3) pcan: the probability that an 

interfered packet is received correctly by canceling interference (demodulation mode 3, 

including the probability that PI can be received properly). 

4.4.1 Analysis Model for No-Retransmission Case 

If retransmission is not employed, pHi-1 can be calculated considering the cases 

where IFI is present or not. This is expressed as 
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  ,)1()1( 111 norAicanintintAiHi pPpppPp    (4-14) 

where the first part on the right side of the equation is the successful transmission 

probability when Node i-1 and Node i+1 both have packets to transmit (i.e. IFI present), 

while the later part represents the successful transmission probability when only Node 

i-1 transmits (No IFI). The arrival probability of each node can be obtained by 

interactively solving (13) and (14). The end-to-end throughput S is defined as 

totalPDR TLPKS  , 
(4-15) 

where K is the total number of packets generated, L indicates the payload size in bits 

and Ttotal is the total time taken to deliver the packets. 

 

4.4.2 Analysis Model Considering Time-Correlated Retransmission 

 

Fig. 4-10. Three cases for analyzing the STP of hop i-1. 
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To precisely calculate the arrival probability when multiple-retransmission is 

employed under fading while considering the time correlation of signals, the analysis 

model is so complex that its practicability is impaired. And since the room for 

performance improvement dwindles with each additional retransmission, an analysis 

model for deriving the arrival probability with single-retransmission is presented in the 

following section. In general, the appearance of IFI depends on the state of packet flow 

over the multi-hop network. Retransmission makes packet flows more complicated, 

which needs more detailed classification. For quick reference, Fig. 4-10 illustrates the 

three cases that may take place.  

When retransmission is employed, STP of hop i-1 between Nodes i-1 and i can be 

written as: 

,)1()( 31211111 CAiCBiCBiAiHi pPpPpPPp    (4-16) 

where (PAi+1-PBi+1), PBi+1 and (1-PAi+1) represent the occurrence probabilities of Cases 1, 

2, and 3, respectively; pCl is the sum of STPs of the corresponding sub cases for Case l; 

and PBi+1 is the retransmission occurrence ratio of Node i+1 multiplied by PAi+1. 

Suppose that among the arrived packets at Node i+1, M packets are successfully 

transmitted without retransmission while R packets are retransmitted, PBi+1 is defined as: 

,])([ 11   AiBi PRMRP  (4-17) 

For hop i-1, PBi-1 can be calculated as  

,)1()( 31211111 RAiRBiRBiAiBi pPpPpPPP    (4-18) 

where pRl is the sum of retransmission occurrence probabilities of the corresponding sub 

cases for Case l. The key to solving Equations 4-13, 4-16 and 4-18 is to obtain 

probabilities pCl and pRl for each case. 

Case 1: Both Node i-1 and Node i+1 have packets to transmit and there’s no buffered 

packet in Node i+1. There are several sub-cases that may occur depending on the 

success/failure states of reception. 
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Case 1.1: Node i-1 transmits a new packet to Node i and Node i correctly receives this 

packet. The STP of hop i-1 for this sub-case is given by the sum of demodulation 

success probabilities for demodulation modes 2 and 3. That is:  

.)1(1.1 canintintC pppp   (4-19) 

Even if the new packet has been successfully received by Node i, and if Node i-1 cannot 

receive the corresponding ACK from Node i with probability of (1-pnor), Node i-1 will 

still retransmit the packet. The retransmission occurrence probability for Case1.1 is: 

  .)1()1(1.1 norcanintintR ppppp   (4-20) 

Case 1.2: Node i-1 has failed to deliver the packet to Node i the first time and so buffers 

the packet for retransmission. The retransmission occurrence probability for Case1.2 is 

.)1)(1(2.1 canintR ppp   (4-21) 

One of the two sub cases, Case 1.2.1 and Case 1.2.2, may take place if Case 1.2 has 

occurred. 

Case 1.2.1: In the next transmission time slot, Node i+1 has received a new packet from 

Node i. This packet should be a buffered packet from Node i. The occurrence possibility 

of Case 1.2.1 is so small that it can be ignored without the loss of too much accuracy. 

Case 1.2.2: Node i+1 has no packet to transmit, thus only Node i-1 transmits during the 

transmission slot. As can be proved hereinafter, the failure of IC at Node i strongly 

correlates with the fading gain of the channel between Node i-1 and Node i while it has 

little correlation with the channel state between Node i and Node i+1. Therefore it is 

reasonable to infer that the SNR (signal to noise ratio) at Node i was less than the SNR 

threshold in the previous time slot. Considering the time correlation, the corresponding 

STP for hop i-1 can be written as: 

.~)1)(1(2.2.1 norcanintC qppp   (4-22) 
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Here 
norq~ is the conditional probability of successful transmission given that the 

previous transmission was not successful. The relationship between the success/failure 

states of current and previous transmissions under fading environments can be described 

as a first-order Markov chain model [47]. The transition probability matrix is given by 















nornor

nornor

qq

pp
~1~

~1~
P , (4-23) 

where 
norp~  represents the conditional probability of successful transmission given that 

the previous transmission was successful. The steady-state probability that a packet 

transmission fails (i.e. packet error rate, PER) is denoted as pE which is equal to (1-pnor). 

Based on the property of Markov chain, pE can be expressed as 

).~1()1()~1( norEnorEE ppqpp   (4-24) 

norp~  and 
norq~ can be derived by using the method introduced in reference [48]. 

Case 2: Node i-1 and Node i+1 both have packets to transmit; There’s one buffered 

packet in Node i+1. The occurrence probability for Case 2 is PBi+1. 

Case 2.1: Node i-1 transmits a new packet to Node i and Node i correctly receives this 

packet. The STP of hop i-1 for this case is given by: 

.)1(1.2 canintintC pppp 
 

(4-25) 

Similar to Case 1.1, Node i-1 will retransmit the packet if it fails to receive the ACK. 

The retransmission probability is 

  .)1()1(1.2 norcanintintR ppppp   (4-26) 

Case 2.2: Node i-1 has failed to transmit the packet at the first time but will retransmit 
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the packet during the next transmission time slot. The retransmission probability is  

.)1)(1(2.2 canintR ppp   (4-27) 

Because Node i+1 has a buffered packet, Node i will also transmit during the next 

transmission slot. Similar to Case 1.2.2, STP of Case2.2 can be approximately 

represented as 

.~)1)(1(2.2 norcanintC qppp   (4-28) 

Case 3: Only Node i-1 has a packet to transmit. The occurrence probability is (1-PAi+1). 

Due to the time correlation of the fading channel, the STP of current transmission is 

dependent on the transmission status held as history. Because Node i+1 doesn’t have a 

packet to transmit, one of the following 3 possible cases (Case 3.1 to 3.3) has occurred. 

The total occurrence probability of the three cases is (1-PAi+PBi). 

Case 3.1: The previous packet has arrived at Node i-1 but not Node i (i.e. the previous 

packet has been lost during transmission from Node i-1 to Node i thus the 

corresponding occurrence probability is PAi-1-PAi). It implies that the SIR at Node i has 

been unsatisfactory, thus the STP of hop i-1 for the current transmission under Case3.1 

can be expressed as: 

.~

1

1
1.3 nor

BiAi

AiAi
C q

PP

PP
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 (4-29) 

Case 3.2: The previous packet has arrived at Node i but not Node i+1. Node i has failed 

to transmit the previous packet to Node i+1 at the first time but will retransmit the 

packet in the next transmission time slot. The occurrence probability is PBi. Under such 

circumstance, it is reasonable to presume that the SIR at Node i has been satisfactory, 

thus the STP of hop i-1 for the current transmission can be expressed as: 

,~)1(2.3 norBiAiBiC pPPPp   (4-30) 
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Case 3.3: The previous packet has arrived at Node i-1, the STP of hop i-1 for the current 

transmission can be expressed as: 

.)1()1( 13.3 norBiAiAiC pPPPp    (4-31) 

For the Cases of 3.1 to 3.3, Node i-1 will retransmit if it fails to receive the ACK. Thus,  

 

TABLE 4-1  RADIO TRANSMISSION PARAMETERS 

Fading model / RF frequency Flat Rayleigh (Jakes) / 2.4GHz 

Maximum Doppler frequency 3 Hz 

Noise at receiver AWGN 

Path loss model ITU-R p.1411-6, LOS, lower bound [43] 

Node interval 100 m 

Transmitting power 15 dBm 

Antenna height 1.5 m 

Modulation BPSK (TS in  part), QPSK (other parts) 

Payload length 512 byte 

Training sequence length 144 bit 

Data rate 1 Mbps ( part), 2 Mbps( and parts) 

Normalized traffic load 1/2, 1/3,…, 1/8 

Communication period 3.082 ms 

Adaptive mechanism (IFIC) Normalized LMS (Filter length: 1) 

Step size (IFIC) 0.02 

Bias  in Eq.4-11 (IFIC) 0 

Carrier sense level (CSMA/CA) -81dBm 

 

the total retransmission probability for the three cases is: 

.)1()( 3.32.31.33.32.31.3 norCCCRRR ppppppp   (4-32) 

Case 3.4: Node i-1 has failed to transmit the packet the first time but will retransmit in 

the next transmission time slot. Thus, the retransmission probability can be written as 
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,)1( 3.32.31.34.3 CCCR pppp   (4-33) 

and the corresponding STP is 

norCCCC qpppp ~)1( 3.32.31.34.3  . (4-34) 

Finally, by solving Equations 4-13, 4-16, and 4-18, PDR of IFIC-MHT with 

time-correlated retransmission is obtained. 

 

4.5 Performance Evaluation Settings 

4.5.1 Simulation Conditions 

A simulation program suite by using MATLAB® and Simulink® is created. A 

Simulink model is created to simulate the propagation channel and the essential part of 

physical layer including LMS-IFIC. The MATLAB program acts as the upper-layer that 

controls all the actions needed to perform IFIC multi-hop transmission. MATLAB 

program and Simulink model work interactively every time slot. This cooperation 

enables the IFIC simulator to simulate the dynamic behavior among nodes, which 

depends on the fading and noise on each channel. For comparison, the performance of 

IEEE 802.11b CSMA/CA is also obtained by using the QualNet® network simulator. 

The common parameters for both simulations are listed in Table 4-1. The blank period 

(TB) is adjusted as 522 ms so that IFIC-MHT and CSMA/CA have the same Tcom. This 

setting makes the airtime for IFIC-MHT and CSMA/CA identical for the same G, so 

that their performance can be fairly compared. In order to find out the lower bound of 

IFIC-MHT’s performance, 1) delay t is fixed to 522 ms, so the  parts of two signals 

will completely overlap if IFI occurs; 2) channel coding is unused so that even one bit 

error will lead to the failure of packet reception. 

The propagation channel is a 2.4 GHz flat Rayleigh channel. In this thesis, a slow 

fading environment is assumed where the nodes have fixed position while other objects 

(e.g., human beings) in the environment are moving slowly. The walking speed of 
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human beings is about 1m/s, which causes maximum Doppler shift fD (maximum 

Doppler frequency) about 8 Hz. In this section, the maximum Doppler frequency of 3Hz 

is set at first to obtain the basic characteristic of IFIC and then verify the performance of 

IFIC with fD from 1Hz to 25Hz. Distance between two adjacent nodes (denoted as D) is 

set as 100 m so the link has high reliability for 2.4GHz signals if no interference exists. 

The link quality significantly decreases if the distance is longer. Thus the signal 

transmitted from the node 3D or farther away has little impact on reception. 

4.5.2 Optimizing the Step Size of Equalizer 

The bit error rate performance with different step sizes for optimization is obtained. 

The result, plotted in Fig. 4-11, shows that owing to the property of NLMS, IFIC 

performs well under a wide range of SNR conditions when the step size is around 0.02. 

Therefore, a step size of 0.02 is employed. If the IFIC is used in a faster fading 

environment, the step size should be increased. 

 

Fig. 4-11. BER performance of IFIC with different step sizes. (fD=3Hz) 
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4.6 Performance of IFIC Multi-Hop Transmission 

4.6.1 Basic Behavior of IFIC 

 

Fig. 4-12. Relationship between channel gain, LMS estimation error and packet 

reception error. 
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Fig. 4-12 shows examples of simulation results of normalized channel gains, estimation 

error, and packet reception error. Both average SNR and INR (interference to noise 
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figure shows that the estimation error is strongly correlated with the channel gain from 

sender to receiver but little correlation with the gain from interferer to receiver. Another 

0 0.5 1 1.5 2 2.5
0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2 2.5
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0 100 200 300 400 500 600 700 800

Reception 

Error

Reception 

Success

E
st

im
at

io
n
 E

rr
o

r
C

h
an

n
el

 G
ai

n

Packet ID

Time (s)

Channel gain from 

sender to receiver

Channel gain from

interferer to receiver



85 

 

phenomenon observed is that only large estimation error for desired signal due to deep 

fade causes packet reception failure. This impacts the error tolerance capability of the 

modulation scheme.  

4.6.2 Further Performance Improvement by Combining IFIC with 

MRC 

As described above, reception error takes place when the channel experiences deep 

fade. This problem can be offset by diversity techniques. In this chapter, 2-branch MRC 

is adopted. In Fig. 4-13, the antenna space can be set 0.2 times of wavelength or wider, 

so that the cross-correlation of two antenna outputs is less than 0.5 in scattered 

multi-path environment. It has been proved that this condition is enough for obtaining 

sufficient diversity gain [51]. Equalizers used for IC can provide the phase information 

for the MRC combiners to enable co-phasing. To make the discussion concise and 

focused, it is assumed that Nodes 1 and 2 use only 1 antenna during transmission. With 

the help of MRC diversity, the reception error only occurs when h12 and h
12

'  suffer 

deep fading at the same time. The weight assigned for each MRC branch is the square 

root of averaged signal power after IC at the corresponding branch. 

 

Fig. 4-13. Two-branch IFIC-MRC receiver. 
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MRC can also be carried out before performing IC as shown in Fig. 4-14. Since the 

TSs of signals are not interfered, MRC weights can be determined from independently 

measured desired and undesired signals. When MRC combiner co-phases the desired 

signals, the phases of interfering signals (i.e. U and U’) are also shifted accordingly. 

Therefore, it is necessary to consider the phase shift during IC. There are two methods 

to determine the weights for MRC braches. The first method (MRC-IFIC Method 1) is 

to measure the square root of averaged signal power for desired signal; another method 

(MRC-IFIC Method 2) is to measure the square root of averaged combined signal power 

at every input of MRC combiner. 

There have been many studies that use multiple antennas to remove interferences 

not by interference canceller but interference alignment [33][49]-[52]. In this thesis, 

multiple antennas are used only for suppressing the fading effect. Discussion on the 

method that uses multiple antennas for interference alignment is beyond the scope of 

this thesis. 

 

 

Fig. 4-14. Two-branch MRC-IFIC receiver. 
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always 23dB. And the desired signal power at receiver is changed to obtain different 

SNR conditions. The settings of SNR and INR are illustrated in Fig. 4-15. 

 

Fig. 4-15. Settings of SNR and INR. 

 

The performance with the single antenna arrangement is shown in Fig.4-16. In the 

figure, PER without IFIC is always higher than 35%, which is unacceptable if the target 
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Fig. 4-16. BER/PER performance of IFIC with single-antenna receivers for single-hop 

scenario. 

 

Figure 4-17 gives the comparison of BER/PER performance for different 

combinations of IFIC and MRC. All combinations of IFIC and MRC gain BER/PER 

improvement. When MRC is performed before IC (Fig. 4-14), MRC-IFIC Method-1 

provides the same BER/PER as that of IFIC-MRC. Meanwhile, for MRC-IFIC 

Method-2, the BER/PER performance will experience degradation around 1dB 

compared with IFIC-MRC. For MRC-IFIC Method-2, the branch with a higher (S+I)/N 

will be weighted more based on the MRC principle. If the average power of interference 

signal is comparable to that of the desired signal and has little correlation with it, the 

MRC cannot be optimal for the desired signal and the diversity gain decreases. 

Consequently, the IFIC-MRC structure is used in the following simulations. 

 

9 11 13 15 17 19 21 23 25 27
10

-4

10
-3

10
-2

10
-1

10
0

Average SNR (dB)

B
E
R

/P
E
R

BER

PER

: without interference

: without IFIC under interference

: with IFIC

pnor

pcan

pint



89 

 

 

Fig. 4-17. BER/PER performances of different combinations of IFIC and MRC with 

2-antenna receivers for single-hop scenario.. 
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Fig. 4-18. BER/PER performance of IFIC with single antenna for canceling multiple 

IFIs. 
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such as QAM and OFDM can also be used for  and  parts. Fig. 4-19 proves this 

predication by plotting the BER/PER performance of IFIC when 16QAM or 64QAM is 

employed. It also implies that higher order modulation requires extra SNR for 

performing IC.  

 

Fig. 4-19. BER/PER performance of IFIC for QAM signals. 
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shown in Fig. 4-20. As shown in this figure, IC is performed transparently to the OFDM 

modulation/demodulation. The propagation channel is set as 2-path Rayleigh fading 

channel so that the performance at frequency selective channel is verified. The 

constellation diagrams for a 16QAM signal at a subcarrier are shown in Fig.4-21. The 

results prove that IFIC is able to cancel interference in OFDM system and improve the 

reception performance. (The equalization performed at each subcarrier in frequency 

domain is not implemented.) 

 

 

Fig. 4-20. Block diagram of OFDM transmitters and receiver with IFIC. 
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Fig. 4-21. A group of snapshots that record the constellations of desired signal at 

receiver. (16QAM in OFDM subcarrier) 
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4.6.4 Performance of 5-Hop IFIC-MHT without Retransmission 

To evaluate the multi-hop transmission performance of IFIC-MHT, another 

scenario where packets are delivered via 5 hop links is assumed. The 6 nodes are 

one-dimensionally arranged with constant interval of 100 m, therefore average SNR and 

SIR for each link are 23 dB and 0 dB, respectively. The arrival probabilities and PDR  

 

Fig. 4-22. Arrival probabilities of IFIC-MHT and CSMA/CA for 5-hop network. 
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packets with IFIC-MRC than CSMA/CA. Fig. 4-23 gives the occurrence ratio of each 

demodulation mode (introduced in Section IV-C) to the arrival probability. It clearly 

proves that IFI cancellation greatly improves the arrival probabilities  

at Nodes 2, 3, and 4 which suffer most from IFI in a 5-hop network because 70% 

of the successfully arrived packets are received under Demodulation Mode 3 (i.e. by 

IFIC). 

In Fig.4-22, arrival probabilities and PDR for CSMA/CA increase when G is 

lowered to 1/3. This is because signal power of IFI becomes weaker due larger path loss 

(as shown in Fig. 4-1). Nevertheless, they are still much lower than that of the proposed 

scheme. Meanwhile, the results for IFIC-MHT indicate that IFIC-MHT has steady 

packet transmission performance for variable traffic loads.  

 

Fig. 4-23. Occurrence ratios of three demodulation modes to Arrival probabilities. 
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 The theoretically maximum throughout is obtained if all packets are delivered to the 

end node without retransmission. As shown in the figure, if the radio environment 

is fading-free (only thermal noise exists), IFIC achieves this upper bound. When 

fading is present, IFIC with MRC approaches this maximum. 

 IFIC-MHT and CSMA/CA have comparable performance when G is lower than 1/5 

regardless of the fading condition. As G increases, CSMA/CA suffers from IFI and 

throughput decreases. The highest throughput that CSMA/CA can achieve is around 

200 kbps at G=1/5. On the other hand, the throughput of IFIC-MHT increases 

linearly with G. When G is 1/2, IFIC-MHT provides throughput of 554 kbps 

without MRC and 665 kbps with MRC. They are 82% and 98% of the theoretical 

maximum, respectively, whereas CSMA/CA offers only 23%. 

 

Fig. 4-24. Throughput for 5-hop IFIC-MHT and CSMA /CA under different 

 traffic loads G. 
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4.6.5 Performance of 5-Hop IFIC-MHT with Retransmission 

4.6.5.1 Relationship between Arrival Probability and Retransmission 

The arrival probabilities calculated by using the analysis mode created in Section V 

are shown in Fig. 4-25. The basic interference cancellation performance of IFIC: pint , 

pnor and pcan presented in Section VII-C are referred for the calculation. For validation, 

the results obtained by Monte-Carlo simulations are also plotted. As shown by this 

figure, the analysis model can well describe the arrival probabilities. The probability of 

successful transmission in each hop, pH, is around 95% without retransmission while 

using single retransmission gains an additional 3%. This 3% gain accumulates hop by 

hop, so that PDR at the end node can be improved by 10%.  

By using the analysis model, The ideal single-retransmission performance can be 

estimated by simply letting norq~ as well as norp~  equal pnor , that is, the success/failure 

states of the receptions of successive packets are uncorrelated. The result is also plotted 

in this figure. 

 

Fig. 4-25. Arrival probabilities of 5-hop IFIC-MHT with or without retransmission 

(SNR=23 dB, SIR=0 dB, G=1/2). 
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4.6.5.2 Relationship between Throughput, Doppler Frequency and Number of 

Retransmissions 

The relationship between throughput, Doppler frequency fD and number of 

retransmissions is important but also complex. Fig. 4-26 shows the simulated 

throughputs for different combinations of Doppler frequency and maximum number of 

retransmissions. The normalized traffic load is 1/2 and the retransmission interval is 

6.164ms. When Doppler frequency increases, it becomes difficult for the equalizer to 

track the channel and large estimation errors will occur more frequently, resulting in 

packet transmission error and decrease of throughput. On the other hand, the 

retransmitted signals on the same channel become decorrelated with the initial 

transmission, yielding time diversity gain. Then packet error is recovered and the 

throughput can be improved by retransmission. In other words, retransmission is 

effective in improving the throughput of channels whose state varies faster. For instance, 

the throughput increases 40% with single retransmission when fD is 25Hz while the  

 

Fig. 4-26. Throughput of 5-hop IFIC-MHT with a variety of maximum Doppler 

frequencies and maximum number of retransmissions (SNR=23 dB, SIR=0 dB, G=1/2). 
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improvement is about 5% when fD is 1Hz. The performance can be further improved by 

adding MRC. For comparison, throughputs without IFIC are also shown in Fig. 4-26. 

The results prove that IFIC-MHT is always effective to improve the system 

performance in slow fading environment. 

 

4.7 Consideration for Multiple IFIs 

In many scenarios, there are multiple interferences that take place simultaneously. 

Therefore, a natural question comes: how does IFIC-MHT perform with multiple IFIs. 

Depending on node layout or node topology, IFIC-MHT uses different strategies. In 

Section 4.7.1, Zigzag Node layout is considered where IFIs have different signal power 

and only one of them is influential that should be cancelled. In section 4.7.1, branch 

topologies are assumed where the interferences have comparable signal power. 

4.7.1 Zigzag Node Layout 

Linear (one-dimensional) node layout in the previous sections has been the focus 

of discussion because it is a basic example in which IFI most seriously restricts the 

performance of multi-hop transmission. In addition, the IFIC-MHT scheme can adapt to 

other node layouts and topologies and effectively improve the performance.  

Figure 4-27 shows the zigzag multi-hop transmission scenario where G is equal to 

1/2. As shown in this figure, Node i-3, Node i-1 and Node i+1 are transmitting during 

the same time slot. Let Link i-3 from Node i-3 to Node i-2 be the concerned link. 

Different from the linear node layout, the signal from Node i+1 has considerable 

average power at the receiver, Node i-2, because the distance between Node i+1 and 

Node i-2 is shorter than that in the linear node layout. The backward interferences from 

Node i-1 and Node i+1 are known IFIs that can be cancelled by IFIC if the INR at the 

receiver is strong enough. In order to cancel the two backward interferences,  
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Fig. 4-27. Zigzag multi-hop transmission scenarios. 

 

blank period TB should be expanded to longer than 2 times (+) to avoid overlapping 

as illustrated in Fig. 4-18(a). On the other hand, for the case of Link i-1, the forward 

interference from Node i-3 is an unknown IFI that cannot be cancelled by IFIC. 
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Fig. 4-28. Arrival probabilities of 5-hop IFIC-MHT with zigzag node layout (single 

retransmission). 

1/2 and single retransmission is performed. Angle q of Fig. 4-28 is set to 90°. It can be 

found that the third and further hops degrade more rapidly than the first two hops for 

zigzag node layout. This is because that these hops may be simultaneously interfered 

not only by known IFI but also by unknown IFI generated by the upstream node. 

However, by combining IFIC with MRC, the hops still have more than 95% link STP 

even under this severe condition. Although the first hop may be affected by two known 

interference signals with high possibility, STP of this hop is still higher than 95% 

because IFIC is able to cancel multiple IFIs.  
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4-29(a), the data packet transmitted to Node i will be further forwarded to Node i+1 and 
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Therefore, cancelling multiple IFIs is necessary. Fig. 4-18 has proved that IFIC is 

capable of canceling multiple IFIs.  

 

Fig. 4-29. IFIs in Branch Topology 
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will be still an effective approach for such scenarios. To further alleviate the effect made 

by inter-flow interference, CSMA/CA is combined with IFIC in this section. 

 

4.8.1 Modeling for Large-Scale Ad Hoc Network 

4.8.1.1 Node Layout and Traffic Generation Model 

Consider a large-scale network where node distribution obeys Poisson Point 

Process (PPP) as illustrated in Fig. 4-30, if carrier sense media access control is used, as 

shown in this figure, the distribution of transmitting nodes can be described as Matérn 

hard-core process [54]. In this model, no other transmitter can exist within a range 

defined by carrier sense range. If network becomes dense, the layout of transmitters 

becomes a lattice due to the sphere packing and thus the distance between neighboring 

nodes approaches to the same. Therefore, it is possible to use the model in Fig. 4-31 to 

study on the large-scale ad hoc network. 

 

Fig. 4-30. Ad hoc network with nodes (grey and red dots) follow Poisson Point 

Process. The transmitting nodes (red dots) obey hard-core process. 
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As shown in Fig. 4-31 N nodes are uniformly distributed in an area where the 

distance between neighboring nodes is D m. All of the nodes can generate packets as 

source nodes, pass on packets as relay nodes and receive packets as end nodes. A node 

generates bit data with the generation interval tG satisfies exponential distribution with 

mean of TG (i.e. the number of generations satisfies Poisson Distribution.). The 

generated bit data needs to be packaged in M packets and the latter will be sent relayed 

over K hops with fixed transmission time interval Tint. The transmission time interval Tint 

is expressed as 

          (4-34) 

where TDP and TACK respectively represent the time for transmitting a data packet and an 

ACK packet. TBO is the average time for performing initial backoff. The multiplier 2 in 

this equation guarantees that nodes have enough time to receive and then forward one 

packet (in multi-hop transmission with nodes working at half-duplex mode). The 

relationship between tG, TG and Tint is illustrated in Fig.4-32. In order to quantify the 

overall density of generated traffic, traffic load H is defined by the following equation: 

G

int

T

TKMN
H               (4-35) 

 

 BOACKDPint TDIFSTSIFSTT  2
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Fig. 4-31. Node layout, routes and interferences at Node 2. 

 

Fig. 4-32. Data traffic model. (M=3)  
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4.8.1.2 Topology: Random Pair Model 

Random pair is a classical analysis model used for studying the behavior of ad hoc 

network. In this model, the pair of sources node and end node, as well as the 

corresponding route, is created temporarily and randomly. It can be used to describe the 

scenario where a source node has multiple possible destination nodes. In order to avoid 

introducing too many elements and to accurately measure the multi-hop packet delivery 

ratio, route tables are predefined in simulation (multiple candidates routes are available 

and one will be randomly chosen) and the destination node is always K hops away from 

the corresponding source node. The dashed lines (blue) shown in Fig. 4-31 illustrate the 

route that is chosen when new data is generated so that M packets will be continuously 

forwarded over this route. This figure also gives a snapshot that shows the 

communication between Node 1 and Node 2 is being interfered by intra-flow 

interference and inter-flow interferences. Node 3, 5 and 6 are transmitting 

simultaneously because they are mutually out of their carrier sense areas. Meanwhile, at 

Node2, the intra-flow interference from Node 3 is much stronger compared with the 

inter-flow interferences from Node 5 and 6. Furthermore, because multiple packets will 

be relayed over the same route, the reception at Node 2 will be continuously affected by 

the same intra-flow interference that contains the packet that Node 2 previously 

transmitted. In other words, intra-flow interference is influential, known and 

predictable. 

4.8.2 Implementation of IFIC-MHT for Large-Scale Ad-Hoc Network 

With small modification, the proposed IFIC-MHT scheme can be used in 

large-scale ad hoc network without the need of additional packet formats or global 

synchronization. Specifically, the modification is to let the transmitting node perform 

carrier sense (CS) to avoid collision with the inter-flow interferences that takes place 

near the receiver. If interference is detected, the transmission will be delayed to the next 

corresponding transmission time slot. The transmitting/receiving process and backoff 

process are respectively shown in Fig. 4-33 and Fig. 4-34. 
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Fig. 4-33. Transmitting and receiving process for implementing intra-flow IC in ad hoc 

network. 

 

 

Fig. 4-34. IFIC-MHT with CSMA/CA backoff mechanism. 
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4.8.3 Simulation and Discussion 

In this section, the global PDR that indicates the reliability of multi-hop 

transmission is obtained. It is defined as the proportion of received packets at end nodes 

to the total transmitted packets at source nodes. The PDRs corresponding to the 

simulations of CSMA/CA ad hoc network with and without intra-flow IC are compared 

for revealing the effect of intra-flow IC. In the simulation where intra-flow IC is 

implemented, when intra-flow interference occurs due to HT, the power of intra-flow 

interference will not be counted into the calculation of SINR. This approach avoids 

introducing influential factors that highly depend on the settings of interference 

canceller. The simulation parameters are shown in Table 4-2. 

 

TABLE 4-2 Simulation Parameters 

Number of Nodes in Ad hoc Network, N 100 

Node Interval, D 100 m 

Number of Hops, K 3 5 

Payload Size 1500 byte 

Data Rate 1M bps for header, 11M bps for payload 

Time for Transmitting Data Packet, TDP 1324 ms 

Time for Transmitting ACK Packet, TACK 202 ms 

SIFS ,DIFS 10 ms for SIFS, 50 ms for DIFS 

Average Time of Initial Backoff, TBO 310 ms 

Number of Data Packets for Each Data, M 10 

Traffic Load, H 0.25 1 4 16 64 128 256 

Carrier Sense Level, CSL -87dBM -77dBm -67dBm 

Transmission Power 15 dBm 

Path Loss Model  ITU-R p.1411-6, LOS, lower bound [5] 

Fading model Flat Rayleigh 

Maximum Doppler Frequency 3 Hz 

Receiving SINR Threshold 3 dB 

Thermal Noise Power -91 dBm 

 

The global PDRs for CSMA/CA and CSMA/CA-IC networks with a variety of 

carrier sense levels and numbers of hops are shown in Fig. 4-35. Since the performance  
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Fig. 4-35. PDRs vs. traffic load with different CSLs and numbers of hops. 

 

improvements made by introducing intra-flow IC represents the effect of intra-flow 

interference, the results can be concluded as: 
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different flows will be being transmitting at the same time, so that the power of 

inter-flow interferences becomes dominant at the receiver and hence yields the 

degradation of the effect of intra-flow IC. 

2. PDR decreases if carrier sensitivity is lowered because inter-flow interference 

and intra-flow interference are more likely to take place; 

3. PDR can be significantly improved by canceling intra-flow interference 

especially with lower CSL and H (from 0.25 to 16). For instance, when CSL is -67dBm, 

PDR of 3-hop ad hoc network is increased by 47% (23 percentage point) with intra-flow 

IC at traffic load of 0.25, which corresponds to 14% improvement of each hop. 

Intra-flow IC is still effective when the number of hops increases.  

In ad hoc sensor networks that require high reliability such as factory automation 

and process control, the average data generation interval TG is long (i.e. traffic load H is 

low) while the data is important that needs to be safely relayed to the end node in time. 

For this case, introducing intra-flow IC will be an effective approach to improve the link 

reliability and reduce the number of retransmissions. 

Inter-flow interference can be avoided by interference alignment with multiple 

input multiple output (MIMO) Recently, many studies focus on achieving high degree 

of freedom gain with space-time code [49][50]. Reference [50] proposed an inter-flow 

interference alignment technique with MIMO that enables two multi-hop flows work 

simultaneously. Combining intra-flow IC with inter-flow IC will further improve the 

performance of multi-hop ad hoc network in high traffic load scenario. 

4.9 Conclusion of Chapter 4 

In order to improve the multi-hop transmission performance, in this chapter, a new 

intra-flow interference canceling multi-hop transmission (IFIC-MHT) scheme is 

proposed for achieving more efficient multi-hop packet transmission. The interference 

cancellation is based on the NLMS algorithm and can cooperate with MRC reception to 

reduce the packet error rate and enhance throughput. The results show that the 

throughput of IFIC-MHT under fading increases linearly with traffic load up to its 

maximum, and it has significantly higher performance than CSMA/CA multi-hop 

transmission. An analysis model is also created that can accurately predict the multi-hop 

transmission performance of IFIC-MHT.  
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The effect of the proposed IC on large-scale multi-hop ad hoc network is also 

investigated through simulation by combining IFIC with conventional CSMA/CA to 

mitigate both intra- and inter-flow interferences. The results indicated that the 

improvement of packet delivery ratio achieved by IFIC in large-scale multi-hop ad hoc 

network is remarkable when the traffic density is low because intra-flow interference is 

dominant.  
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Chapter 5  

Conclusion 

The thesis has studied the performance improvement of wireless ad hoc networks 

suffering from hidden terminal (HT) problem. The effects of HT problem on single-hop 

and multi-hop network performance have been carefully studied. An interference 

canceling solution that removes HT-caused IFI has been proposed. It significantly 

improves the performance of multi-hop ad hoc networks. 

In Chapter 2, a new mathematical analysis is created considering fading and 

capture effect, which has more generality and reveals the mathematical relationship 

between the HT position and HT effect. It is found that CSMA/CA multi-hop is 

vulnerable to HT problem due to the mutual-position of transmitting nodes. Therefore, 

in Chapter 3, a case study method for analyzing IFI effect is proposed. This method can 

be used to precisely calculate the packet delivery ratio for CSMA/CA multi-hop 

network. With the method, it is proved that the capability of CSMA/CA multi-hop 

transmission is limited due to HT problem thus high traffic load cannot be supported. In 

order to improve the multi-hop transmission performance, in Chapter 4, a new IFI 

canceling multi-hop transmission (IFIC-MHT) scheme is proposed for achieving more 

efficient multi-hop packet transmission. It is shown that the scheme provides 

significantly higher performance than CSMA/CA multi-hop transmission. Then in the 

later part of Chapter 4, the effect of IFIC-MHT on large-scale multi-hop ad hoc 

networks is also investigated by simulation. Modification of IFIC-MHT is made to 

adapt itself to large-scale ad hoc networks. The results indicated that IFIC effectively 

improves the reliability of multi-hop transmission in the scenario where IFI dominates. 

The most important conclusions are listed below: 

 In fading environments, the effect of HT on uncast communication cannot be 

eliminated by optimizing carrier sense level or receiving threshold with the 

conventional CSMA/CA scheme; 

 In multi-hop communication, end-to-end performance of CSMA/CA is severely 

affected by IFI. Improving carrier sensitivity can suppress the occurrence of HT 
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but also increases the transmission latency. Therefore the end-to-end throughput 

decreases when the traffic load is high; 

 Canceling IFI allows neighboring nodes to use the same radio resources. 

Therefore, the proposed IFIC multi-hop transmission scheme is able to improve 

the end-to-end throughput even in high traffic load; 

 Improvement of packet delivery ratio achieved by IFIC in large-scale multi-hop 

ad hoc network is remarkable when the traffic density is low and IFI is dominant. 

The rapid development of M2M and IoT (Internet of Things) communications 

brings the stage for multi-hop ad hoc networks. Video streaming [55] and real-time 

monitoring/control [56] over multi-hop ad hoc networks attract considerable attention. 

For example, they are considered in vehicular ad hoc network (VANET) for safety and 

non-safety purposes [57]. Another example is in Access Point networks such as mobile 

network and WLAN. It is widely considered that the next-generation mobile network 

will support M2M/IoT communications. Assuming battery-driven devices far from base 

station, multi-hop transmission to base station will be much power efficient rather than 

single hop transmission. Instead, multi-hop transmission can be used to expand the 

coverage area for low power devices. Furthermore, multi-hop ad hoc networks (e.g., 

sensor networks) can also be used in factory for transmitting real-time command and 

data for factory automation and process control [58]. For all applications above, 

network suffers from IFIs. Therefore, the proposed IFIC is good solution for such kind 

of applications. 

Optimizing IC algorithm that considers multiple antennas is an important study 

item in the future. Since MIMO technologies have been widely used and many devices 

have multiple antennas, realizing intra-flow, inter-flow and self-interference 

cancellation by IC and MIMO is an important topic. 
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