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ABSTRACT

A knowledge graph represents millions of facts and reliable information about people,
places, and things. Several companies like Microsoft, Amazon, and Google have developed
knowledge graphs to better customer experience. These knowledge graphs have proven their
reliability and their usage for providing better search results; answering ambiguous questions
regarding entities; and training semantic parsers to enhance the semantic relationships over the
Semantic Web. Motivated by these reasons, in this thesis, we develop an approach to build a
knowledge graph for the Food, Energy, and Water (FEW) systems given the vast amount of
data that is available from federal agencies like the United States Department of Agriculture
(USDA), the National Oceanic and Atmospheric Administration (NOAA), the U.S. Geological
Survey (USGS), and the National Drought Mitigation Center (NDMC). Our goal is to facilitate
better analytics for FEW and enable domain experts to conduct data-driven research. To
construct the knowledge graph, we employ Semantic Web technologies, namely, the Resource
Description Framework (RDF), the Web Ontology Language (OWL), and SPARQL. Starting
with raw data (e.g., CSV files), we construct entities and relationships and extend them
semantically using a tool called Karma. We enhance this initial knowledge graph by adding
new relationships across entities by extracting information from ConceptNet via an efficient
similarity searching algorithm. We show initial performance results and discuss the quality of

the knowledge graph on several datasets from the USDA.



APPROVAL PAGE

The faculty listed below have examined a thesis titled “Building a Knowledge Graph
for Food, Energy, and Water Systems,” presented by Mohamed Gharibi. Student, candidate

for the Master of Science degree, and certify that in their opinion it is worthy of acceptance.

Supervisory Committee

Praveen R. Rao, Ph.D., Committee Chair
School of Computing and Engineering

Yugyung Lee, Ph.D., Committee Member
School of Computing and Engineering

Deep Medh, Ph.D., Committee Member
School of Computing and Engineering



TABLE OF CONTENTS

ABSTRACT et ettt e et r e e nne e iii
LIST OF ILLUSTRATIONS ..o vi
LISTOFR TABLES ...ttt vii
ACKNOWLEDGMENTS ... oottt viii
Chapter
1 INTRODUCGTION ... oottt e e eennes 1
IO @ L < oV 1 TP 1
2. CHALLENGES ...t 6
3. BACKGROUND AND RELATED WORK ... 7
3.1 Converting databases to0 RDF MOl .........ccccveveviiieieieseseeiee e 7
3.2 Enriching a dataset with extra triples based on the existing ones.................... 17
4. APPROAGCH.... .ottt e e e e e e n e e 27
4.1 OVEIVIEW ..ottt sttt sttt sttt st st e st et e e eseebeste st e s eneeneasenes 27
4.2 Converting a database table into RDF triples .......cccccveveviininenenccenee 28
4.3  Enriching RDF data triples .......cccevviieieieseeeeese ettt 29
O N (o1 11 (< ox (1 =SS 34
5. EVALUATION ..ottt e e e e s 35
4.5 IMPIEMENTALION ..eceveeeece e et 35
1Yo 4 [ (o7 o [T 36
A7 RESUIS .ttt ettt sttt sttt be e 36
6. CONCLUSION AND FUTURE WORK ........ooiiiiiiiieeee e 40
REFERENGCES ... oot 41
R L 1 PP 45



Figure

W 0 N O U B~ W N

N NN P R R R R R R R R R
N B O VW 00 N OO 1 D W N KL O

LIST OF ILLUSTRATIONS

Page

RDEF MOttt ettt bbbt 2
RDF model for the Second DOOK ..........coiiiiiiieiiee e s 4
D2RQ-IML SYNEAX 1eiittiiiiiie ittt sttt b et e st e e ante e e aneeas 9
Comparison between SML and RZRML .......ccooiiiiiiiiiieee e 9
ANY23, LISt OF EXIFACIOIS.....cvieieciccece e 10
BIODSL, MAPPING SYNTAX ....ueeueiieiiitiiiesiesiisie ettt 12
DBpedia SEMANTIC QUETY .....veieeiieciieie sttt ee e sra e sreesreeeesnaennes 18
DBpedia results for running "LemON™ ..o 19
Dandelion semantic results for comparing "Lemon™ and "Lime" ...........c.cccccevviennn. 20

. Dandelion results for comparing tWo Phrases..........ccocoveiireiieieienesese e 20
. Results of ParallelDots for comparing two phrases..........cccceevvevveveiieeseeresee e 21
. Results of ParallelDots when comparing tWo terms ...........cceveeienenenenesceeeeee, 21
. WordNet hierarchy for Nnouns and VErbS..........ccocviieieeieiiee i 22
. Results returned from WOIANEL...........ccooeiiiiiiee e e 23
. WordNet results when running a general term ..........ccccooveveiieie e 23
. WordNet result when running a phrase contains dictionary-based term..................... 23
. ConceptNet example for a relationship.........cccccveviiiiicic e 25
. FEW ontology While uSing Karma ..........ccoceieieiineninenieseeee e 28
. First level of the SEarching tre........cocvovvei i 31
. Third level of the SEArching tree ..o 32
. The searching tree for the term "FIOWer"............coi oo 33
. The searching tree for the term "Fire™ ..., 33

Vi



LIST OF TABLES

Table Page
1. Example of a DOOK database ..........c.coviieiiiiiiiecic e 3
2. Asingle row from employees database ...........ccceveieriiiniiiiieeeee e 7
3. Example of dealer database ...........cccceiveiiiiiiiccece s 11
4. The original input table for Open RefiNe ..., 13
5. The input table after SOrtiNG ........cccooviiiiiii e 14
6. The input table after deleting all blank cells ..., 14
7. Time needed for different RDF datasets.........ccccoveieriieniiienieieerie e 36
8. FEW Systems INPUL EXPEITMENTS .......oiviiiiiiiiiriieieieie ettt 37
9. An input example (INGredients) ........ccccceeiiiiiieiie e e 37

vii



ACKNOWLEDGMENTS

This work would have never seen the sunlight without the help and support of many
people. Thank you all!

I would like to express my gratitude to my father who supports me all the time and
who taught me to be who I am today. I’'m also grateful to my mother who motivates me and
wants me to be the best, and to my brother who taught me a lot and was always there for me.
| appreciate having you in my life! My sincere thanks go to my grandparents who believe in
me!

I would like to express my sincere gratitude to my advisor, Dr. Praveen Rao, for his
unlimited guidance, support, and motivation. Thank you for teaching me how to be a better
student and a better person. | appreciate all the time and the efforts you invested in me. It is
an honor to complete my studies under your supervision.

Prof. Ghulam Chaudhry, thank you for your great support and for all the opportunities
you offered me.

Dr. Lee, Dr. Deep, and Dr. Zheng, thank you for your continuous support and
guidance. | appreciate your time in teaching me.

Cuong Cu, thank you for your help and your time. | appreciate your continuous help.

My lab friends, thank you for your help and for all the nice times we spent together.

Finally, my sincere thanks go to the School of Computing and Engineering faculty,

staff, and friends. Thank you all.

viii



CHAPTER 1
INTRODUCTION

In this chapter, we briefly introduce the area of my research, the research problem
that we address in the area, the objectives of the work, the tools and the web services that
have been used, and my work contribution.
1.1 Overview

Winding back the clock to 10 years ago where anyone could hardly believe they would
own a mobile phone much less a laptop, where nowadays most cars have more powerful
computing microprocessors than the ones used in the space vehicles that were utilized as
transportation to send men to the moon [17]. The huge jump of technology innovates new
lifestyles and the way we communicate in many different aspects. It even modifies the priority
in our way of thinking, transforming the agricultural revolution to industrial revolution and
resulting in a huge information revolution. Nowadays, anything can be accomplished via
technology including online meetings, online degrees, online jobs, social communication, and
etc. Furthermore, entertainment and communicating with friends and family can be done online
through social networking websites. This significant information revolution generates a huge
amount of data every day, called Big Data (BD) [6]. The Big Data concept refers to a complex
and large volume for both structured and unstructured data where the traditional data
processing applications software are inadequate to deal with the huge amount of data that is
generated every day [4].

Big Data Science (BDS) is the science that studies managing, storing, analyzing, and
retrieving huge amount of data. One of the challenges for BDS is that data on the internet does

not follow a particular format. Different social media websites use different ways to store and



manipulate online data [29]. For instance, Youtube website stated that 400 hours worth of
videos are being uploaded per minute and one billion hours is the amount of content being
watched on Youtube daily [13]. Youtube stores these hours of videos in a structured format
whereas Facebook —which has more users than China’s population- stores its data in graphs
[14]. These different formats create new challenges for users who want to analyze and process
such data. The essential part of BDS is enabling users to analyze and process big data with
different formats. Structured data, also known as Relational Databases (RDB), includes tables,
spreadsheets, and databases that use Structured Query Language (SQL) for processing.
Although SQL is a common and powerful language, there are still many challenges for joining
structured and unstructured data such as texts, videos, images, emails, and audio files.

Fortunately, there is a universal data model that is considered a solution for all the
aforementioned challenges. Resource Description Framework (RDF) is a World Wide Web
Consortium (W3C) data model. RDF represents data in three parts: subject, predicate, and
object which are known as RDF triple, <subject> <predicate> “object”, figure(1).

A new value can be added to describe the context of the triple, which is called the

<context> and that becomes RDF quads instead of triples [1][2].

predicate -
object

Figure 1: RDF model

RDF triples represent semantic information and facts between entities and concepts for
both humans and computers [38]. Subjects within RDF data model provided with a Universal
Resource Identifier (URI) to present unique information and facts. This allows both humans
and computers to trace back the origin of a word, related terms, and in what context it was

mentioned [36]. The following line illustrates a quad model after engaging the URISs.



<htip://example.com/subject> <http://example.com/predicate> “object” <http.//example.com/quad_shape>
Furthermore, one of the most important uses of the RDF model is joining and merging
data from different formats. Without using RDF model, it can be complex to merge two
different databases. The level of complexity increases by increasing the number of databases.
When using RDF model, the process begins by converting tables to RDF model, then joining
these triples. The advantage of joining RDF data model is usable for different amounts of data
with various formats. Converting a database into RDF model is one of the challenges that many
users face since there is no specific tool that can be used automatically without a human
contribution. Converting a database into RDF model requires a special structure of mapping
the data from a database into RDF model. Different databases require different structures; these
structures are called ontologies. For each database, a user is required to provide an ontology.
Few ontologies exist on the internet, but they do not cover different users’ purposes.
Therefore, we developed a new ontology, based on DBpedia ontologies, that can be used to
serve users who are working with FEW knowledge base, called FEW ontology. FEW ontology
contains tens of the relationships that can be used to specify the relationship between two
entities while converting to RDF model. For instance, the following table contains books’

titles, authors, publishers, etc.

Table 1: Example of a book database

Isbn Title Author publishedID Pages
0596002637 | Partial RDF Shelley Powers 7642 350
0596000480 JavaScript David Flanagan 3556 936

The relationship that links the second book with “JavaScript” is “title.” There are few
ontologies that define such simple relationships, but for another column the relationship might

be “number of pages.” In this case, a user has to search for an ontology that defines the



relationship “number of pages” or creates his own. After converting the previous table to RDF

model, data will be presented as in figure (2).

/____r "Javascript”

title

/

book p—iSDN———. "0596000480"

T~

author,

T "David Flanagan"
Figure 2: RDF model for the second book [19]

Another advantage of RDF data model is that a user can simply understand all the
information presented using these RDF triples. A user may add extra information such as a
link to the author personal website, how many children he has, and what other books he had
written.

The second part of our thesis is enhancing the mapped RDF dataset by adding extra
information based on the semantic similarity between the entities in a given dataset. Our
program starts by comparing semantically two entities at a time. Based on the relationships
between these entities, extra triples will be added to the dataset containing the compared
entities with the semantic similarity score and the relationship between them. In a dataset,
multiple entities may have a relationship other than the mentioned ones. For instance, a dataset
may contain names such as “David Flanagan” and “Java in a Nutshell” which can be confusing
to users. In this case, adding extra information based on the semantic similarity between the
first and second name such as “author” or “owned_by” will enrich the dataset and provide
valuable information for users to understand the exact relationships between names and
entities. Moreover, enriching a dataset with extra information will minimize the searching time.
For example, adding the relationship “author” between “David Flanagan” and “Java in a

Nutshell” will save time and effort for users who want to search for the relationship between



these names. For this purpose, we utilize ConceptNet web service to provide us with all the

semantically related concepts for a given word in order to use them to conduct our calculations.



CHAPTER 2

CHALLENGES

1. Most of the technology nowadays is concerned with computer-related projects such as
the social media, banks, advertisements, education, and etc. Food, Water, and Energy
systems are not having the same technology interests as the other majors. Hence, our
project aims to build a knowledge base for FEW systems to shed light on these areas
in a way that enhances these systems and enables users to analyze databases in a better
way [26].

2. The lack of the existing ontologies while converting databases to RDF model, obligated
us to create a new ontology based on DBpedia ontologies to be used with FEW systems.

3. Analyzing data is not a new concept, but enriching a dataset by adding extra RDF quads
related to the existing ones based on the semantic similarity between these quads is a
real challenge, that will enrich a dataset and provide users with more helpful

information and facts about concepts exist in that particular dataset.



CHAPTER 3
BACKGROUND AND RELATED WORK

In the first part of this chapter, we present a brief introduction to several approaches
and tools that are used to convert various data formats to RDF data model and the reasons why
we chose Karma integration tool in our project.

In the second part of the chapter, we present the most reliable semantic networks and
the reasons behind choosing ConceptNet to work with in our project.
3.1 Converting databases to RDF model (Part I)
3.1.1 R2RML

R2RML stands for RDB 2 RDF Mapping Language. R2RML is a language that
provides Direct Mapping (DR) from relational databases to RDF model in a customized way
[22]. Direct mapping enables users to express vocabularies (relationships) and structures based
onusers’ choice. One of the best features that RZRML provides is to allow SPARQL Protocol
and RDF Query Language (SPARQL) end point queries over the mapped relational data. For

instance, given the following table that needs to be converted to RDF model:

Table 2: A single row from employees’ database

EMPNO ENAME JOB DEPTNO
Integer Primary Key Characters (100) Characters(20) Integer DEPT. NO. (DEPTNO)
7369 SMITH CLERK 10

Using R2RML, a user may write a query as the following:

@prefix rr: <http://www.w3.org/ns/r2rml#>.
@prefix ex: <http://example.com/ns#>.
<#TriplesMapl1>
rr:logicalTable [ rr:tableName "EMP" ].
rr:subjectMap [
rr:template "http://data.example.com/employee/{EMPNQO}";
rr:class ex:Employee;
I;
rr:predicateObjectMap [
rr:predicate ex:name;
rr:objectMap [ rr:column "ENAME" ]; ].



Using this snippet of code, R2ZRML will map the given table to RDF model to be in

this format after the mapping process:

<http://data.example.com/employee/7369> rdf:type ex:Employee .
<http://data.example.com/employee/7369> ex:name "SMITH" .
<http://data.example.com/employee/7369> ex:department <http://data.example.com/department/10> .

R2RML provides a mapping language where many other languages and platforms rely
on it while mapping. Users who want to use R2ZRML are required an advanced knowledge of
R2RML, and extra knowledge about RDF models in order to use RZRML. Moreover, it does
not provide a user interface, which makes it harder to read and understand.

3.1.2 D2RQ-ML

D2RQ-ML is a Declarative Mapping Language that maps Relational databases to RDF
model. It provides SPARQL access since D2RQ is written in RDF Turtle syntax. D2RQ
provides virtual access to graphs and databases, such as the views in SQL, to process users’
queries [24][37]. D2RQ requires users to write a template (which can be considered as the
mapping structure) in order to use D2RQ. Writing a template for a single database consumes
a lot of time and efforts. The complexity level of this procedure increases gradually with the
number of columns in a database and the number of databases. Furthermore, users are required
to have an advanced knowledge in writing templates and being familiar with D2RQ syntax
because it does not provide a Graphical User Interface (GUI). The following code snippet

shows the syntax of D2RQ-ML.



map:Databasel a d2rq:Database;

d2rq: jdbcDSN
d2rq: jdbcDriver
d2rq:username
d2rq:password

map

"jdbc:mysql://localhost/iswc";
"com.mysql. jdbc.Driver";

"user"
"password";

:Conference a d2rq:ClassMap;

d2rq:dataStorage map:Databasel.

d2rq:class

:Conference;

d2rq:uriPattern "http://conferences.org/comp/
confno@@Conferences.ConfIDQQ";

map

:eventTitle a d2rq:PropertyBridge;

d2rq:belongsToClassMap map:Conference;

d2rq:property
d2rq:column

:eventTitle;
"Conferences.Name";

d2rq:datatype xsd:string;

Figure 3: D2RQ-ML syntax [33]

3.1.3SML

Sparglification Mapping Language (SML) is a mapping language that maps RDB to

RDF model. SML offers a better syntax of mapping RDB to RDF than R2RML [15]. The

following snippet of code illustrates how SML syntax is easier and more understandable for

users.

SML

R2RML

Prefix rdfs: <http://www.w3.org/2000/01/rdf-schemaf#>
Prefix xsd: <http://www.w3.org/2001/XMLSchema#>
Prefix ex: <http://ex.org/>

Create View hotels As
Comstruct {
7s a ex:Hotel ;
rdfs:label 71 ;
ex:vacancy 7v
¥
With
?s = uri(?uebsite)
?1 = plainlLiteral(?name,’'en’)
?v = typedLiteral(?vacancy,
xsd:boolean)
Constrain
?s prefix "http://ex.org/"
From
"""SELECT website, name,
vacancy FROM hotels"""

Oprefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
@prefix ex: <http://ex.org/> .

<HotelTriplesMap>
rrilogicalTable [ rrisglQuery
"""SELECT website, name,
vacancy FROM hotels""" ];

rr:subjectMap [
rr:column "website";
rr:class ex:Hotel
5
rr:predicate0bjectMap [
rr:predicate rdfs:label;
rr:objectMap
[ rr:column "name";
rr:language "en"];
1
rr:predicate0bjectMap [
rr:predicate ex:vacancy;
rrichjectMap
[ rricolumn "vacancy";
rridatatype
xsd:boolean 1;

Figure 4: Comparison between SML and R2RML [33]

SML made the syntax easier for users but it still does not provide a GUI. Likewise, a

user is still required to have an advanced knowledge in SML syntax before using it which is

not an easy task for most of the users who just want to convert their data to RDF data model.

In addition, it is time consuming since a user has to map each column manually.



3.1.4 Apache Any23

Apache Any23 is a web service, library, and a command line that extracts and produces
RDF triples format from various web documents [25]. The name Any was derived from
Anything to triples. To be more specific the current supported formats are:
e RDF/XML, Turtle, Notation 3.
e RDFa with RDFal.1 prefix mechanism.
e Microsoft formats: Adr, Geo, hCalendar, hCard, hListing, hResume, XFN and Species.
e HTMLS5 microdata such as schema.org.
e JSON-LD: JSON for linked data.
e (CSV:Comma Separated Values with separator auto detection.

Apache Any23 is written in Java and it can be accessed using the command line. In this
case, a user is required to be familiar with all the commands that Any23 permits. It does not
provide any GUI as well. Consequently, a user cannot see the changes that have been made on

the database during the mapping process. The following figure illustrates the types that Any23

able to extract RDFs from:

cli$ any23 extractor --list
csv [org.apache.any23.extractor.csv.(SVExtractorfactory]
html -embedded-jsonld [org.apache.any23.extractor.html.Enbedded)SONLDExtractorFactory]
html-head-icbm [org.apache.any23.extractor.html.ICBMExtractorFactory]
html-head-links [org.apache.any23.extractor. html.HeadlinkExtractorfactory]
html-head-meta [org.apache.any23.extractor.html .HTMLMetaExtractorfactory]
html-head-title [org.apache.any23.extractor.html.TitleExtractorFactory]
html-mf-adr [org.apache.any23.extractor.html.AdrExtractorfactory]
html-mf-geo [org.apache.any23.extractor.html.GeoExtractorfactory]
html-mf-hcalendar [org.apache.any23.extractor.html.HCalendarExtractorfactory]
html-mf-hcard [org.apache.any23.extractor.html.HCardExtractorFactory]
html-mf-hlisting [org.apache.any23.extractor.html .HListingExtractorFactory]
html-mf-hrecipe [org.apache.any?3.extractor.html.HRecipeExtractorfactory]
html-mf-hresume [org.apache.any23.extractor.html.HResumeExtractorFactory]
html-mf-hreview [org.apache.any23.extractor.html.HRevienExtractorFactory]
html-mf-hreview-aggregate [org.apache.any23.extractor.html.HReviewAggregateExtractorFactory]
html-mf-license [org.apache.any23.extractor.html.LicenseExtractorFactory]
html-mf-species [org.apache.any23.extractor,html.SpeciesExtractorFactory]
html-mf-xfn [org.apache.any23.extractor. html .XFNExtractorFactory]
html-microdata [org.apache.any23.extractor.microdata.MicrodataExtractorFactory]
html-rdfall [org.apache.any23.extractor.rdfa.RDFal1ExtractorFactory]
html-xpath [org.apache.any23.extractor.xpath.XPathExtractorFactory]
rdf-jsonld [org.apache.any23.extractor.rdf.JSONLDExtractorFactory]
rdf-nq [org.apache.any23.extractor.rdf.NQuadsExtractorFactory]
rdf-nt [org.apache.any23.extractor.rdf.NTriplesExtractorFactory]
rdf-trix [org.apache.any23.extractor.rdf.TriXExtractorFactory]
rdf-turtle [org.apache.any23.extractor.rdf.TurtleExtractorFactory]
rdf-xml [org.apache.any23.extractor. rdf . ROFXMLExtractorFactory]
yaml [org.apache.any23.extractor.yaml . YAMLExtractorFactory]

Figure 5: Any23, list of extractors [9]
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3.1.5 CSV2RDF

CSV2RDF is a simple but powerful library that allows mapping from Comma separated
Values (CSV) to RDF. CSV2RDF is similar to D2RQ-ML, because both of them requires a
template written by users to provide the mapping structure. We present a simple table with the

required template to be mapped to RDF model [30].

Table 3: Example of dealer database

Year Make Model Description Price
1997 Ford E350 ac, abs, moon 3000
1997 Chevy Venture "Extended Edition" - 4900
1999 Chevy Venture "Extended Edition, - 5000
Very Large"
1996 Jeep Grand Cherokee MUST SELL! 4799
air, moon roof, loaded

The required template to convert table (3) to RDF model [30].

:Manufacturer-${Make} a gr:BusinessEntity ;
rdfs:label "${Make}" .

:Model-#{Model} a gr:ProductOrServiceModel ;
rdfs:label "${Make} ${Model}" ;
gr:hasManufacturer :Manufacturer-${Make} .

:Car-${_ROW_} a vso:Automobile, gr:ActualProductOrServiceInstance ;
rdfs:label "${Make} ${Model} (${Year})" ;
gr:hasManufacturer :Manufacturer-#{Make} ;
gr:hasMakeAndModel :Model-#{Model} ;
vso:modelDate "${Year}-01-01"~~xsd:date .

:0ffer-#{_UUID_} a gr:0ffering ;
rdfs:comment "${Description}" ;
gr:includes :Car-${_ROW_} ;
gr:hasBusinessFunction gr:Sell ;
gr:hasPriceSpecification _:price .

_tprice a gr:UnitPriceSpecification ;
gr:hasCurrency "USD"~*xsd:string ;
gr:hasCurrencyValue "${Price}"~"xsd:float .

A user has to write his own code to parse the data and then use this template within that
code. This may take a lot of time especially when a user is dealing with large databases that
contain many columns or dealing with many databases.

3.1.6 BioDSL

BioDSL is a new approach in mapping CSV files to RDF using a Domain Specific

Language(DSL) called BioDSL. BioDSL allows users to write different programs to map

biodiversity data to RDF format then link these RDFs to Linked Data. BioDSL uses Groovy

11



Programming Language where its syntax is based on the objects and functions [28]. A CSV
table represents its entities as columns, BioDSL has an object called “csv” to represent each
column name, for instance (csv.ename) indicates the csv object that represents the “ename”
columns in a table. BioDSL functions provide a function called “Map” that maps the repressed
column to RDF along with its relationship to other columns in that particular table. Other
functions define how the URIs will be generated for each RDF Triple based on the table
classes. BioDSL has two main parts, the first part is loading ontologies and the second part is

mapping data to RDF model. The below figure illustrates these two parts in a single example.

COVIle
. ” 1 I \
BioDSL Script . i
2 121 44561 Shrub, 2 m ta. Corolla 20583 Mike Hopkins
aCsv "7h TNPA - .
e S o LT 3 355 ! 211124 rbusto de 1,0 m de al 2341 Mike Hopkins
3 ignoreRow [1, 3, 5, 6] 4 herbarium:357 L 211131 Erva prostrada a decun 2350 Mike Hopkins
4[defineType csv.c Jomber, INTECER p——
S defineType Csv.m 7, CAUENDAR, NOTNULL, template YYYY-rm-dd”

Pa.gov. br/resource/
10.70.2.10¢ 80/sparql™, BLA
, " /home/1npa/ontobio.owl”

RDF output file
i <http://www.inpa.gov.br/resource/> .

:  <http://ontobio.inpa.gov.br/ontology/> .
: <http://rs.tdwg.org/dwc/terms/> .

1 <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#> .
fix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .

dbpedia: INPA
rdf :type bio:Institution ;

C.P:“ vdfs: (abel WA § v
<http://wwn.inpa.gov.br/resource/occurrence/! >
rdf :type dwc:0c
{M:occurrencew he 35
M pkins”™ .

dwc: cataloghumber

dwc:occurrenceRenarks
dwc: recordNumber
dwc: recordedBy

Figure 6: BioDSL, mapping syntax [33]

Similar to the previous approaches, BioDSL does not provide a GUI. Althogh BioDSL
provides better features than the previous approaches, but it still consumes both time and
efforts from users.

3.1.7 Open Refine

The formal name of Open Refine was Google Refine. Eventually, Google stopped
supporting this project since October 2012. Since that time, the name has changed from Google

Refine to Open Refine.

12



Open Refine is the name of the tool which contains many plugins that perform many

different tasks. RDF Refine is the name of the plugin that is used by Open Refine to map data

from a CSV database to RDF model. Open Refine is an effective tool for working with messy

data. It allows user to clean data, transfer it from one format to many different formats.

Furthermore, Open Refine offers a neat GUI for users. Open Refine has many contributions in

the world of semantic web [39]. A user may use Open Refine without having an advanced

knowledge in writing lines of code nor any experience with writing templates or providing

URIs for RDF graphs. On top of that Open Refine provides many other features such as:

1.

2.

10.

Importing data to Open Refine in various formats.

Explore the whole dataset within seconds.

Applying basic and advanced cell transformations.

Provide features to handle the cell which contains multiple values.
Create instantaneous links within the dataset.

Filtering and joining datasets with regular expressions.

Providing automatic identifying for the named-entity-extraction.
Performing advanced operation on datasets.

Changing values and links of the cells directly.

Displaying results to the user after each operation instantaneously.

Additionally, Open Refine delivers powerful features for minimizing and simplifying

databases. For instance, given the following table:

Table 4: The original input table for Open Refine

Speed Car payLoad Image Link
- Mercedes - Linkl
200 mph Mercedes 2200 pounds Link2
- Mercedes - Link3

13



160 mph Toyota 1620 pounds Linkl
- Toyota - Link2
- Toyota - Link3

Open Refine starts by exploring the given database then start sorting columns based on

the relationships. After sorting the given table, a new table will be generated that look like this:

Table 5:The input table after sorting

Car Speed payLoad Image Link
Mercedes - - Linkl
Mercedes 200 mph 2200 pounds Link2
Mercedes - - Link3

Toyota 160 mph 1620 pounds Linkl
Toyota - - Link2
Toyota - - Link3

The next step is deleting the empty cells and combining the values for each entity. The

generated table shown below:

Table 6: The input table after deleting all blank cells

Car Speed payLoad Image Link
Mercedes 200 mph 2200 pounds Link1, Link2, Link3
Toyota 160 mph 1620 pounds Link1, Link2, Link3

On top of that, it is easy to install on many different operating system. Open Refine is
compatible with Mac, Windows, and Linux.

Open Refine enables users to group together all the identical cells. Using the text facet,
a user may change one of these identical cells and the change will be applied to the other cells.
It provides a cluster to group the groups based on special characteristics. Using a cluster allows
users to further control the group of groups such as sorting, replacing, formatting, etc. At any
time, a user may undo any process and the changes will be displayed instantly. Using Open

Refine, a user may import any ontology to be used. Open Refine also allows SPARQL end
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point queries to be applied on the dataset and to choose what type of reconciliation to use. A
user is not required to write any code, in contrast, a user may choose the vocabularies from a
list to be applied to a table. Users provided with a graph to illustrate the structure model for a
table before start mapping.

In the latest version of Open Refine, while we were mapping a CSV file to RDF data
model, it was unable to finish the reconciliation part completely. Without finishing the
reconciliation part, no RDF triples will be generated. We tried many different datasets on
different machines and we repeatedly received the same outcomes. As a result, we did not use
Open Refine in our project.

3.1.8 Karma Integration Tool

Karma is an information integration tool that enables users to integrate data faster and
easier from different data sources such as databases, delimiters, spreadsheets, XML, KML,
JSON, and Application Programming Interface (API). Users integrate data based on their
choice of ontologies. One of the best features in Karma is learning the mapping process to
classes and proposing a model that ties together these classes. Karma generates models based
on what it learnt from users previous mapping [21]. A user may simply adjust and normalize
the suggested model. Once the model is complete, a user may publish the integrated data as
RDF or store it in a dataset. Karma provides many valuable features, we discuss these features
one by one:

1. Ease of use: Karma offers a very simple user interface, which allows users to easily perform
all the desired tasks. Karma uses programming-by-example to learn the mapping models
and algorithms optimization to automate the process as much as possible. This feature is

one of the best features for users, since all the tools requires users to go through the columns
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one by one to set the relationships between them. Using Karma, a user has to map the
columns for the first time only, then Karma will propose to users what it aquired. This
learning technique by Karma saves a lot of time, efforts, and prevents error that might occur
from a user side.

Hierarchal Sources: We have discussed many tools that map databases to RDF. Karma is
the first tool that supports hierarchal data sources such as XML, JSON, and KML. This
feature makes Karma a unique tool.

. Web APIs: Karma supports importing data from both the static sources such as databases
and file and from the APIs that contain thousands of data sources.

Semantic models: Karma provides few ontologies to use by default. In addition, Karma
allows a user to upload any ontology to use. Karma recognizes ontologies in different type
and different extensions.

Scalable processing: A user may work on a subset of a table to set the desired RDF model
to be used. During this process, Karma will learn the structure of the user’s model. After
importing a larger dataset, Karma will propose a modeling structure for the user.

Data transformation: Karma enables users to transform data expressed in various formats
into a common format. Karma is a capable tool when it comes to mapping CSV tables into
RDF triples.

Mapping visualization: This is another unique feature. Karma displays a simple
visualization graph for users which makes it easier to read the relationships between the
columns and their relationships.

Editing a dataset: After importing data to Karma, a user may easily delete, add, swap, move,

and change the values of columns and cells.
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Karma provides semantic labeling which is the process of mapping columns in a database
to the classes in an ontology [31]. Semantic labeling is a very challenging task when it
comes to homogeneous data types and variety of data formats. Other techniques use
machine learning to extract features that are related to the data from a domain, which means
the data has to be re-trained for each new domain. Whereas Karma uses machine learning
and it also uses similarity metrics to return correct semantic labels for data in a faster
technique. Karma assigns 2 gigabytes of space to users, a user may increase this space up
to 16 gigabytes. All these features can be applied using a simple and easy user interface.
Therefore, based on all the aforementioned features and powerful services, we decided to
use Karma in our project for mapping databases to RDF models.
3.2 Enriching a dataset with extra triples based on the existing ones (Part I1)

This is the heart of our project, considering that there are no tools or web services that
add extra triples to a dataset based on the semantic similarity between the exiting triples. For
this purpose, we utilize ConceptNet web service that provides us with related terms of a word
with the weight for each edge that we can use in our calculations. In this section, we briefly
introduce the most common and powerful semantic networks and the reasons why we chose
ConceptNet.

3.2.1 DBpedia

DBpedia is a project available on the World Wide Web (WWW) that extracts
knowledge and facts from Wikipedia. DBpedia is one of the largest stores for semantic
relationships on the web. It allows its users to semantically query the extracted information
from Wikipedia. DBpedia is known as one of the most famous linked data networks, as Tim

Berners-Lee described it. Its articles are based on the infobox, which is a structured box of
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information generated based on Wikipedia [32]. DBpedia contains almost 4.58 million entities.
Out of the total entities, 4.22 million entities were classified under consistent ontologies. These
entities include persons, places, games, films, albums, organizations, and many other aspects
in more than 125 different languages [11]. Moreover, DBpedia uses SPARQL to query
Wikipedia factual information. For instance, let us say a user was interested in the Shojo manga
Japanese series Tokyo Mew Mew, and wanted to get some information about it. With a simple

query, DBpedia allows a user to combine information about Tokyo Mew Mew from Wikipedia.

PREFIX dbprop:
PREFIX db: - I .or )
SELECT ?who, ?WORK, ?genre WHERE {
db:Tokyo Mew Mew dbprop:author ?who .
?WORK dbprop:author ?who .

OPTIONAL { ?WORK dbprop:genre ?genre } .
}

Figure 7: DBpedia semantic query [10]

This query lists the related genres of Tokyo Mew Mew from Wikipedia. In addition,
DBpedia dataset is interlinked with various open source datasets on the internet to enrich
Dbpedia knowledge. There are more than 45 interlinks between DBpedia and external datasets
including OpenCyc, Freebase, CIA Free Fact Book, GeoNames, Bio2RDF, and MusicBrainz.
These interlinks with DBpedia provide a substantial amount of information and facts. This
combination of substantial amount of data set make DBpedia a powerful semantic network
provides a huge amount of semantic relationships between different entities.

Despite all of the powerful features DBpedia provides, most of DBpedia information
is based on Wikipedia. Wikipedia was criticized for presenting truths, half-truths, and
falsehoods. On top of that, Wikipedia’s articles can be edited by any user who has an internet
connection which make many of Wikipedia topics controversial topics and subjects to spin and
manipulation [25]. Therefore, all the facts on DBpedia that were extracted from inaccurate

information are controversial facts. Furthermore, the results of DBpedia are messy as it returns
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all the pages where the word was mentioned in. The returned result could be a synonym, related
word, meaning in different languages or just a random article where the concept of the word
was mentioned. For instance, we ran the word “Lemon” on DBpedia and it returned the

following results.

Entity Title
wikidata:018166039 Lemon Tree Passage
dbr:You Are Forgiven You Are Forgiven
dbr:Lemon-throated white-eye Lemon-throated white-eye
dbri:Lemon squash Lemon squash
dbr:Lemon, Lime & Bitters Lemon, Lime & Bitters
dbr:Lemon butterfly Lemon butterfly
dbr:Lemon Migrant Lemon Migrant
wikidata:06521324 Lemon Love

Figure 8: DBpedia results for running "Lemon" [15]

These results are considered the most related terms and synonyms to the word “Lemon”
where a user could barely understand in what context these results were mentioned. Hence, for
the mentioned reasons we did not use DBpedia in our project for comparing the semantic
similarity between concepts.

3.2.2 Dandelion

Dandelion is a web service that provides text processing to performs different
operations on texts. These operations include text extraction, text similarity, text classification,
and sentiment analysis. All these operations on text are helpful for users to analyze texts [5].
In our project, we are interested in text similarity and the related terms. Hence, we ran a few
of different test cases to test how Dandelion behaves. The first test case was running two related
terms of “Lemon” and “lime” to check the similarity between these terms. Dandelion returned
a result of 0 which means that there is no semantic similarity at all between these terms.
Similarly, we ran many other similar terms such as “Flower” and “Rose,” in all the

experiments, Dandelion return 0 as the result. Figure (9) illustrates the first test case.
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Enter two short sentences to compute their similarity.

Inserta Tes ora ure of a newspaper/blog to analyze with Dandelion API:

lemon limel

Language:  autodetected

Semantic similarity: 0% Syntactic similarity: O%
Figure 9: Dandelion semantic results for comparing "Lemon" and "Lime" [5]
Dandelion cannot be used to compare single terms, instead it is used to compare
phrases. Consequently, we ran two related phrases “Lemon is healthy” and “I do not like lime”.
The returned result was 0. We ran many other semantically related sentences and we got the

same result each time.

Enter two short sentences to compute their similarity,

Inserta Te« oOra UR ofanewspaper/blog to analyze with Dandelion API

lemon is healthy 1 do not like lime

Language:  aytodetected

Semantic similarity: 0% Syntactic similarity: 0%

Figure 10: Dandelion results for comparing two phrases [5]

As illustrated, Dandelion does not provide accurate results, unless the exact term was
repeated in both texts. Therefore, we did not use Dandelion services in our project.
3.3.3 ParallelDots
ParallelDots is another web service that uses Artificial Intelligence (Al) to analyze texts
and detect the semantic similarity between two given texts. ParallelDots is very similar to
Dandelion based on the functionality and the relatedness to our project. ParallelDots analyzes

the relatedness between texts by eliminating the redundancy. ParallelDots can be helpful for
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publisher, bloggers, researchers, and engineers who want to check the relatedness between two
texts. Analyzing text using ParallelDots compares the structure and the meaning between these
texts [23]. It also extracts the similar sentences and similar ideas from the corpus. ParallelDots
provides a number starts from 0 to 5 where 0 has no similarity at all and 5 is almost the same.

ParallelDots is an effictive tool when running entire texts as shown in the figure (11).

TRY OUR SEMANTIC ANALYSIS DEMO

E -9
I like lemon Relatedness

lime is sour 4 . 93

( compare )
. A

Figure 11: Results of ParallelDots for comparing two phrases [23]

ParallelDots does not support comparing two words. Figure (12) illustrates how it

returns O as a result when comparing two terms.

TRY OUR SEMANTIC ANALYSIS DEMO

Relatedness @

me

Ve ~
| COMPARE |
\ Y,

Figure 12: Results of ParallelDots when comparing two terms [23]

3.3.4 WordNet

WordNet is a lexical database in English language that present short definitions,
examples on how to use these terms and the relations among synsets. Synsets is a group of all
the synonyms that WordNet describes for each term. WordNet can be considered as a
dictionary that provides extra features for users. WordNet includes a lexical dictionary that

contains nouns, verbs, adverbs, and adjectives but ignores the rest of function words including
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propositions [12]. The knowledge structure of WordNet organizes both nouns and verbs into
hierarchies defines by relationships such as “Is_ A”. For instance, the word “dog” is represented
by the following hierarchy. Each level of the hierarchy represents a different synsets and each

synset has a unique index as shown in the following figure.

dog, domestic dog, Canis familiaris
canine, canid
carnivore
placental, placental mammal, eutherian, eutherian mammal
mammal
vertebrate, craniate
chordate
animal, animate being, beast, brute, creature, fauna

Figure 13: WordNet hierarchy for nouns and verbs [16]

Each hierarchy contains 25 levels for nouns and 15 levels for verbs. Adjectives and
adverbs ordered in the next levels. The main goal of WordNet is to build a lexical database that
IS consistent with semantic human theories. WordNet is known for its relationships between
concepts. Therefore, it is known as an ontology that used as a lexical ontology in Computer
Science field. WordNet as an ontology is helpful for users to provide them with nouns, verbs
and the relationship between them. This feature saves a significant amount of time and efforts
for users when building new ontologies.

Despite all of the powerful features that WordNet provides, but there are still some
limitations. For instance, WordNet does not include etymology within its data and it does not
provide much information on usage. Moreover, the goal of WordNet is to include everyday
English concepts without including much about domain specific terminology. WordNet is used
to provide lexical comparison of English words limited by dictionary words. Hence, it does

not provide brand names, organizations, food, places and other concepts. The purpose of our

22



project is to enhance FEW databases that might contains information on organization names,
countries, food ingredients, and etc. In this case, WordNet will not be efficient in our project
to enrich such databases. The following test cases show how WordNet is effective when using

dictionary words and its poor performance when using other general terms.

Word to search for: deg Search WordNet

Display Opnons

(Select option to change) [ Change

Noun

+ (42){02086723} <noun.animal>[05] S: (n) dog#1 (d0g%1:05:00:), domestic
dog#| estic_dog#1:05:00::), Canis familiaris#1
(canis_familiaris%1:05:00::) (@ member of the genus Canis (probably
descended from the common wolf) that has been domesticated by man since
prehistoric times; occurs in many breeds) “the dog barked all night”

+ {10133978} <noun.person>[18] S: (n) frump#1 (frump%1:18:00::), dog#2
(dog%1:18:01:) (a dull unattractive unpleasant girl or woman) “she got a
reputation as a frump®; "she’s a real dog"

* {10042764} <noun.; persnn)[lS] S: (n) dog#3 (dog%1:18:00:) (informal term
for a man) ‘you lucky dog”

. {09905672) <ncun pzrson>[18] S:(n) (gdnlicagﬁ :18:00:), pranr#)

(dog%1: 18 02 ), hound*Z (hound%1:18: 00 ), heel#3 (heel%l 18 00:)
(someone who is morally reprehensible) "you dirty dog”

* {07692347} <noun.food>[13] S: (n) frank#2 (frank¥%1: 13 00:)), frankfurter#1
(frankfurter%1:13:00:.), hotdog#3 (hotdog#¥1:13:01..), hot dog#3
(hot_dog%1:13:01:.), dog#5 (dog%1:13:01:), wiener#2 (wiener¥1:13:00:.),
wienerwurst#1 (wienerwurst%1:13:00:.), weenie#1 (weenie¥1:13:00:) (a
smooth-textured sausage of minced beef or pork usually smoked; often
served on a bread roll)

Figure 14: Results returned from WordNet [35]

Based on the above figure, we can see that WordNet provides reliable information
when running a dictionary term like “dog”. But when a user runs a general name of a car; for

example, “Ferrari” WordNet does not provide any information.

Word to search for: ferari Search WordNet

Display Options: (Select option to change) &) Change

Your search did not return any results.

Figure 15: WordNet results when running a general term [35]

Even when the user adds another dictionary term, “car,” to the name “Ferrari” WordNet

will still does not provide any information.

Word to search for: ferrari car Search WordNet
Display OptiDHSZ (Select option to change) | <] Change

Your search did not return any results.

Figure 16: WordNet result when running a phrase contains dictionary-based term [35[]
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Therefore, based on the previous examples, we did not use WordNet to compare the
semantic relationships between concepts in our datasets.
3.3.5 Document Similarity
Document Similarity (DS) is another web service that provides the semantic similarity
between two concepts or two texts. DS is powerful when running related concepts since its
calculations are based on advanced Natural Programming Language (NLP) [18]. NLP is a field
of Computer Science (CS) where it provides artificial intelligence and computational
linguistics to improve the interaction between humans and computers [3]. NLP provides
powerful approach to extract concepts from a text and to compare two different texts. One of
the best features provided by NLP is natural understanding of texts for computers side, based
on semantic analyzing of texts. This feature allows NLP to demonstrate powerful semantic
relationships between concepts. On top of that, NLP provides many other features in the world
of semantics such as machine translation, Named Entity Recognition (NER), natural language
generation, textual entailment recognition, relationship extraction, and semantic analysis.
Based on these features, NLP is known as one of the best resources for semantic operations[7].
DS is one of the services provided by NLP. The results of DS are accurate and reliable.
The only reason why we did not use DS in our project is because it does not provide users with
similar concepts. NLP provides this service as a separate feature. Therefore, to be able to check
the similarity between two concepts and the related concepts we have to merge these services
of NLP. Instead, we chose to utilize ConceptNet that provides all of the mentioned services

combined.
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3.3.6 ConceptNet

ConceptNet is a semantic network that provides reliable information and facts about
entities and concepts for users [8][20]. ConceptNet uses transitive interference between ideas
and concepts to enable even the dissimilar entities to share indirect and similar relationship
[21]. For instance, when running an entity like “Lemon” on ConceptNet, it provides the weight
of the entity and hundreds of synonyms, related entities, similar words in different languages,
types of the entity, prosperities of the entity, and many other information and facts. ConceptNet
also displays the origin of the entity and where it was derived from. This feature interlinks
ConceptNet with many other semantic networks to enhance and enrich ConceptNet
knowledge. The weight being used on ConceptNet is based on Markov model. Hence, it is
accurate and reliable weight that can be used in our calculations. Another important feature is
that ConceptNet provides the conditional probabilities for changing an edge type. For instance,
the relationship “is a” is an edge for a concept X and the probability for this edge is 0.13. In
contrast, reversing this relationship to “has a” the probability drops to 0.5 which means

reversing relationships affects the weight of a particular entity [27][34].

Figure 17: ConceptNet example for a relationship [27]

ConceptNet latest version contains data from different resources to improve the state
of knowledge and humans’ knowledge. ConceptNet resources:
1. ConceptNet 5

2. Trusted information and facts from DBpedia.
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3. Much of ConceptNet knowledge comes from Dictionary that provides synonyms,
antonyms, translations of terms to hundreds of languages, and multiples labeled words.

4. Open Multilingual WordNet that provides dictionary style knowledge.

5. UMBEL that connects ConceptNet to OpenCyc ontology.

6. knowledge on people's intuitive word associations.

As we can see, that ConceptNet delivers trusted knowledge based on the most common

networks such as Dictionary, DBpedia, and WordNet. Therefore, ConceptNet is the best

service to be used in our project due to its trustworthy information. Furthermore, ConceptNet

provides information on dictionary-based terms and other concepts including names,

organizations, persons, etc. On top of that, ConceptNet also accepts single terms and phrases

to analyze.
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CHAPTER 4

APPROACH
In this chapter, we present the method of enriching an RDF triples dataset with new
triples related to the existing ones based on the relationships of the existing triples. Our project
is separated into two parts: converting databases like CSV format to RDF triples. The second
part, which is the main part, is enhancing the converted RDF triples by adding extra triples to

enrich the original contents in order to provide stronger and more reliable features.

4.1 Overview

We have developed a powerful program and a new approach to enhance the contents
of a database based on its contents. Our approach can be separated into two parts. The first part
is converting a database table (CSV format) into RDF triples. For this step, we had to use
Karma tool since it is a capable tool that delivers helpful services for users to integrate and
convert data from various formats such as SML, JSON, and KML to RDF model. One of
Karma’s best features is that it allows various operations for users such as converting databases
into RDF triples in fast and easy way using a simple interface. We used Karma tool for the
converting purpose, but due to the lack of the existing ontologies, we developed a new ontology
called FEW ontology. FEW ontology provides the most common terms used in FEW databases
based on our observations.

The second part of the project is to enrich the outcome RDF dataset with new and
related triples. The outcome RDF triples contain the exact same data of the original database
but in different format. Entity extraction has to be done first. Then based on the semantic
comparison between these entities, new triples will be added containing the most related

entities to the existing entities.
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4.2 Converting a database table into RDF triples

In order to be able to enrich a database table with new information and facts, the
database should be converted to RDF model. Converting a database to RDF model is not a
trivial task. After many experiments, we found that Karma integration tool is the most efficient
tool to be used in this project because of its reliable and accurate results. Mapping a database
to RDF model requires a structure and an ontology so that the contents of the database will be
mapped to RDF model based on the given ontology. In this project, we focus on food, water,
and energy data. For the mentioned systems, there are no enough ontologies to be used. As a
consequence, we developed a new ontology that contains the most common terms and concepts
used in FEW data. After that, when mapping FEW databases to RDF model, FEW ontology
was used to specify the desirable relationships to be used in the generated RDF triples. The
following figure shows few “Production” relationships were generated based on FEW ontology

which have the URI of “http://umkc.edu/ontology/FEW/”

Semantic Types: Add Row
Property of Class

Property

productior

none

production end date hitp://umkc.edulontology/FEW/commercialProduction

production start date http://umki

active years end date manager hitp:/ c.edu . nFarmProd:

Literal Type: Language:

Advanced Options

Cancel m

Figure 18: FEW ontology while using Karma tool

There was no need to create new classes in our FEW ontology since we can import
other ontologies to use such as DBpedia to reuse the pre-existing classes and other

relationships. Using Karma, a user needs to provide the general URI that will be used as the
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common URI for all the subjects in that particular RDF model. The provided URI describes
the location and the primary key of a table. For instance, based on the following URI, we can
understand that this URI describes the “bread” row in the “example” database that exist in
“http://catalog.data.gov/restaurant”.

“<http://catalog.data.gov/restaurant/example/bread>"
4.3 Enriching RDF data triples

Adding extra triples to a dataset based on the existing triples is a complex task
especially when using the sematic similarity between the concepts to validate the related
information and facts. This phase of the project contains many levels. In this section, we
discuss these levels one by one to make it easier and more understandable.

4.3.1 Choosing the target triples

Adding extra information and triples to a dataset cannot be unorganized. Therefore, in
the first step a number of triples should be taken as target triples in order to make a comparison
between these target triples. Then, based on the comparison between the target triples, extra
information will be added and the target triples with the new triples will be stored in a file. To
achieve the most accurate results from comparing triples semantically, two triples will be
compared at a time. Particularly, not the whole target triples will be compared to each other,
but only the extracted subjects.

We have developed a code to extract the concepts from each triple by eliminating the
similar part between the rest of the subject. The following figure shows how the data will be
after extracting the concepts.

<bread> <Expiration> “20/8/2017” .

<bread> <Quantity> “100” .

<bread> <Price> “250” .
<bread> <Best By> “13/8/2017” .
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<roll> <Expiration> “20/8/2017” .

<roll> <Quantity> “100” .

<roll> <Price> “302” .

<roll> <Best By> “13/8/2017” .

At this point, the data is ready for the next step of processing.
4.3.2 Running entities on ConceptNet

In this part of the paper, we discuss our approach and how to calculate an accurate
semantic similarity score between any two given concepts. As mentioned before, the target
triples represent the first two triples in a dataset and two entities were extracted from these
triples. Even though both of the extracted entities are subjects, but we will call the first entity
a subject and the second entity an object in order to distinguish between them.

First, our program starts by running the subject (the first entity) on ConceptNet.
Running the subject on ConceptNet will return hundreds of related concepts, synonyms, and
their relationships weights. The essential part of our program is that it starts analyzing the
returned concepts by searching for the object. Once the object occurs in the returned entities,
the program stops searching and starts calculating the semantic similarity between the subject
and the object based on the average of the searching tree. The level of searching tree is
determined by the user. In case the searching tree reached the maximum level without finding
the object, the searching operation will stop and the average semantic similarity starting from
the subject and ending with the object is 0.

The next step in our algorithm is running the object on ConceptNet and searching for
the subject within the return entities. If the subject was found before reaching the maximum

level of the searching tree, then the program will stop searching and starts calculating the

semantic similarity score based on the number of levels in the searching tree. In contrast, if the
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searching tree reached the maximum number of levels without finding the subject, then no
relationship was determined between the object and the subject. Hence, there is no relationship
at all between the subject and the object. Our algorithm:

sub <—subject1
obj «— subject2
subResult «— ConceptNet(sub)
objResult «—ConceptNet(obj)
for each entity in SubResult tree do:
if obi equals entity:
get (weight, relationship)
calculateObjSimilarity(weight)
return(sub, rel, obj, similarity)
for each entity in objResult tree:
if sub equals entity:
get (weight, relationship)
calculateSubSimilarity(weight)
return(obj, rel, sub, similarity)

else
return "No relationship"

4.3.3 Levels of searching tree

Whenever running an entity on ConceptNet, it returns many related concepts. These
related concepts are considered to be in the first level of the searching tree. For instance,
running “Corn” returns many concepts such as (maize, crop, food, etc.) and their weight. If
one of these related terms is the object, then the similarity will be taken directly based on the
edge weight between these two concepts. The following figure shows the first five related
terms to “Corn”. If the object we are looking for is “maize,” then the searching part stops and

returns 4.95 as the semantic relationship between “corn” and “maize”.

[ I I I ]
ol o W W oo W velon,
4.95 5.50 5.96 4.88 9.07

Figure 19: First level of the searching tree
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Otherwise, if the program did not find any similar concept to the object, it starts running
each of the related words as a new subject since there might be a relationship but not a direct
relationship. For example, if the subject is “Flower” and the object is “Green” then we can see
that “Green” was not found in the first level. The program will run each related term as the
subject again starting from “Rose”. This technique builds a huge tree to search all the related
concepts that might be related to the object. In our example, we see that “Green” was found in
the third level of the tree. Therefore, the semantic similarity is calculated based on adding all

the weight and divide the total by the number of levels. The semantic similarity for this

|
B3 = 3 e
3.46 | 2.00 3.46 4.47
|

coor
7.13 [ ] 931
6.93 [ e ]

Figure 20: Third level of the searching tree

example is 5.17.

Lastly, if there is no relation at all between the subject and the object, then the similarity
will be 0 and no extra triples will be added. The following example illustrates two entities
“Flower” and “fire” having no relationship between them no matter how many levels the tree

is.
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Figure 21: The searching tree for the term "Flower"

decorate
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Figure 22: The searching tree for the term "Fire"

4.3.4 Adding the extra triples

In case there is a semantic similarity between these entities after running them on
ConceptNet, we add a new triple after the target triples containing the similarity between the
subject and the object with the relationship between them. For example, if we have the

following triples:

<corn> <type_of> “crop”
<maize> <type_of> “plant”
<flower> <exsit_in> “park”
<green> <color_of> “tree”
<flower> <exist_in> “park”
<fire> <related_to> “smoke”

After our program run, it output the following triples:

<corn> <type_of> “crop”

<maize> <type_of> “plant”
<corn> <is_a> “maize” 4.95
<flower> <exsit_in> “park”
<green> <color_of> “tree”

33



<green> <color_of> “flower” 5.38
<flower> <exist_in> “park”
<fire> <related_to> “smoke”

Two triples were added to this dataset based on the relationship between “corn” and
“maize,” “flower” and “green” with the semantic similarity between these new relationships.
Since each quad contains only four parts, we had to add blank nodes to store the new generated
triple with adding the URI of ConceptNet. For example, the triple <corn> <isA> “maize” will
be converted using a hash function into eight-digit number, i.e. 12345678, followed by extra
information to form the final quads.

112345678 <similarityScore> “4.95” <Food>.
_:12345678 <sourceURL> “http://conceptnet.io/c/en/corn” <Food>.
4.4 Architecture

In this section, we provide our system architecture that illustrates the path of the data
starting from the raw data on USDA then to Karma that converts these databases into RDF
model, ConceptNet that provides related entities, passing through our relationship generator,

and finally using the hash function and adding quads for the final output.

| Output
Control
Original quads and the

U S D A + generated quads

—_— csv T

"—_/ KARMA Hash function
4

Extraction

ROF triples

Original quads

Relationship

lated concepts
Quad Generator [

Generator
- Subjecy

Figure 23: System Architecture

RDF quads
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CHAPTER 5
EVALUATION

4.5 Implementation

We implement our program using Python programming language with the help of some
libraries such as Requests and hashlib. Requsts library was used to send requests to ConceptNet
to run the processing terms. Whereas hashlib package was used to create a hash value from the
extra triple since each quad contains only 4 parts including the context. The new generated
quad contains subject, predicate, object, as a hash value, then the relationship
<semanticSimilarity> followed by the score, and the context. Using the hash values, we
convert the first three parts to a hash number generate based on a formula in hashlib and we
create a blank node. The hash value is now the first part of a triple, a relationship is the second
value, the similarity score is third value, and the context is the last value. To add the page link
of the node with the highest similarity, we added another quad that contains the same hash
value as the first part, the relationship <sourceURL>, then the URL link, and the context. The
following triples illustrate the hash value implementations.

<http.//umkc.edu/example 1> <http.//umkc.edu/predicate 1> “object]” <http.//umkc.edu/context>
<http://umkc.edu/example2><http://umkc.edu/predicate2> “object2” <http://umkc.edu/context>
<http://umkc.edu/examplel><http://umkc.edu/relationship> “example2” < http://umkc.edu/context>
112345678 <semantic_similarity> “4.93450204” <http.//Jumkc.edu/context>

112345678 <source_URL> “http://conceptnet.io/c/enfa_Term” <http.//umkc.edu/context>
_:12345678 this is the hash value that contains the following triple:

<http://umkc.edu/example1><http.://umkc.edu/relationship> “example2”
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4.6 Work load

Our program has been tested by running thousands of lines of RDF triples from
different datasets. We provided it with a strong and reliable approach to be used in real life
applications. When running a dataset containing 5 lines of RDF triples or 500 triples, the
program performance remains the same. The only obvious difference is the running time. The

following table shows the average of required time to run different datasets with different sizes.

Table 7: Time needed for different RDF datasets

Experiment number Number of RDF triples Required time
Experiment 1 120 151737523
Experiment 2 1200 8.73779988
Experiment 3 3000 17.00693297

As we can see that our program accepts any number of RDF triples despite of how big
or small the dataset is. The major difference is that the amount of time required which is
increasing gradually with the size of a dataset.

4.7 Results

We have developed a new approach to enrich a database table with extra information
and facts related to the contents after converting it to an RDF model. This approach helps
scientists and users interested in the web of semantics to enhance existing data on the internet
in way that makes the searching process faster and provides users with more reliable
information about entities.

Our project aims to build a robust and reliable knowledge graph that shed light on FEW
systems. We conclude these results with three different examples to illustrate how the actual

input and output will be. Given the following table of different datasets:
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Table 8: FEW syste

ms input experiments

Experiment number

Dataset type

Triples number

Time required

Experiment 1

Food

185

1.59 sec

Experiment 2

Water

23400

3.23 min

Experiment 3

Energy

900

5.13 sec

The following three tables shows the results for the aforementioned datasets, table 9 shows

the Ingredients which is under the Food category.

Table 9: An input example (Ingredients)

Ingredients Quantity Price Starting Date Ending Date

Bread 100 loaves $33 13/8/2017 20/8/2017

roll 30 packs $150 13/8/2017 20/8/2017

sugar 20 1b $40 13/8/2017 2018

salt 51b $10 13/8/2017 2018

cake 10 cakes $200 13/8/2017 20/8/2017

cupcake 150 cupcakes $300 13/8/2017 20/8/2017

cookie 200 cookies $100 13/8/2017 20/8/2017

almond 10 Ib #300 13/8/2017 20/8/2017

As we mentioned before, our project contains two main parts. The first part

converting the previous table to RDF model as shown below:

<http://catalog.data
<http://catalog.data

u/Cheese(ake restaurant/bread> <http://umkc.edu/ontology/FEW/price> "$33" <http://data.gov/FEW_systems/Food>
eeseCake_restaurant/bread> <http://umkc.edu/ontology/FEW/Expiration> "20/8/2017" <http://data.gov/FEW_systems/Food:
<http://catalog.data dataset= food/(neese(ake restaurant/bread> <http://www.w3.0rg/1999/82/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/Food> <hl(p //data.gov/FEW_systess/Food>
<http://catalog.dat d/CheeseCake_restaurant/bread> <http://umkc.edu/ontology/FEW/Best_By> 8/2017" <http://data.gov/FEW_systems/Food>
<http://catalog.data.gov/dataset=food/CheeseCake_restaurant/bread> <http://umkc.edu/ontology/FEW/Quantity> "100 loaves" <http://data.gov/FEW_systems/Food>
<http://catalog.data.gov/dataset=food/CheeseCake_restaurant/roll> <http://umkc.edu/ontology/FEW/Expiration> “20/8/2817" <http://data.gov/FEW_systems/Food>
<http://catalog.data.gov/dataset=food/CheeseCake_restaurant/roll> <http://umkc.edu/ontology/FEW/Quantity> “30 packs" <http://data.gov/FEW_systems/Food>
<http://catalog.data.gov/dataset=food/CheeseCake_restaurant/roll> <http://umkc.edu/ontology/FEW/price> "$150" <http://data.gov/FEW_systems/Food>
<http://catalog.data.gov/dataset=food/CheeseCake_restaurant/roll> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/Food> <http://data.gov/FEW_systems/Food>
<http://catalog.data.gov/dataset=food/CheeseCake_restaurant/roll> <http://umkc.edu/ontology/FEW/Best_By> "13/8/2017" <http://data.gov/FEW_systems/Food>
<http://catalog.data.gov/dataset=food/CheeseCake_restaurant/sugar> <http://umkc.edu/ontology/FEW/Expiration> "2818" <http://data.gov/FEW_systems/Food>
<http://catalog. daxa.,ov/aataset:food/cneeseCake_restauran(/sugar> <http: //umkc. edu/ontology/FEW/Quantity> "2@ 1b" <http://data.gov/FEW_systems/Food>
<http://catalog.da ‘00d/CheeseCake_restaurant/sugar> <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/Food> <http://data.gov/FEW_systess/Food>
<http://catalo e estaurant/sugar> <http://umkc.edu/ontology/FEW/Best_By> "13/8/2017" <http://data.gov/FEW_systems/Food>
<http://catalog. dat estaurant/su jar> <http://umkc.edu/ontology/FEW/price> "$48" <http://data.gov/FEW_systems/Food>
<http://catalog.data estaurant/salt> <http://umkc.edu/ontology/FEW/price> "$1@" <http://data.gov/FEW_systems/Food>
<http://catalog.dat 'dat heeseCake_restaurant/salt> <http://wew.w3. or911999l02/ 2-rdf-syntax-ns#type> <http Ildhoedxa nrq/uniologylFood> <http://data.gov/FEW_systems/Food>
<http://catalog.data d/CheeseCake_restaurant/salt> <http://umkc. piration> “2018" <http ata.gov/FEW_systems/Fo
<http://catalog.data dataset= food/CheeseCake restaurant/salt> <http: //umkc. du/ontology/FEW/Best_By> “13/8/2017" <http: //daxa gov/FEW_: systems/Foud>
<http://catalog.data d/CheeseCake_restaurant/salt> <http://i y/FEW/Quantity> "5 1b" <http://data.gov/FEW_systens/Fo
<http://catalog.data datase( food/CheeseCake_restanrant/take> <http: //umkc edu/ontology/F V/ xp;ra(:on> "20/8/2017" <http://data.gov/FEW_t systems/Food>
heeseCake_restaurant/cake> <http://um y _By> "13/8/2017" <http://data.qgov/FEW_systens/Food>
<http://catalog.data.gov/dataset= food/(heesecake restaurant/cake> <http: //umkc eau/onlo\o-y/F N/prl:e> "szoa“ <http://data.gov/FEW_systems/Food>
a d/CheeseCake_restaurant/cake> <http://umkc.edu/onto W/Quantity> “10 cakes" <ht(n<//da(a gov/FEW_systems/Food:

dataset= food/(neese(ake restaurant/cake> <http://www.w3.0rg/1999/82/22-rdf-syntax—1 ns!lype> <htt, bpedia. nrg/nnlology/Fooﬂ> <http://data.gov/FEW_systems/Food>
od/CheeseCake_restaurant/cupcake> <http://uskc.edu/ontology/FEW/Quantity> “150 cupcakes” <hltp //data. gov/FEW_ systems/Fno
dataset=food/CheeseCake_restaurant/cupcakes <http://uskc. edu/ontology/FEW/price> *308" <http://data. gov/FEW_systems/For
00d/CheeseCake_restaurant/cupcake> <http://www.w3,org/1999/02/22-rdf-syntax-ns#type> <http://dbpedia. org/ontolnqy/Fnad> <http://data.gov/FEW_systems/Food>

ra http://umke. FEW/Best_By> "13/8/2017" (hllp //dala gov/FEW_systems/For
://data.gov/FEW_ sysx:-szrnaa>
/unkc. edu/ontology/FEW/Quantity> "208 cookies" <n:tp //data.gov/FEW_systenms/Food>
/unkc. edu/ontology/FEW/Expiration> “20/8/2017" <http://data.gov/FEW_systems/Food>
/unkc. edu/ontology/FEW/Best_By> "13/8/2017" <http://data.gov/FEW_systems/Food>
/umkc. edu/ontology/FEW/price> "$100" <http://data.gov/FEW_systems/Food>
/e w3,0rg/1999/02/22-rdf-syntax-ns#type> <l t .//dbpedxa org/ontology/Food> <http://data.gov/FEW_systems/Food>
/vl W3.0rg/1999/02/22-rdf-syntax-ns#type> < pedia.org/ontology/Food> <http://data.gov/FEW_systems/Food>
/umkc. edu/ontology/FEW/Expiration> "20/9/2017" <httn //data.gov/FEW_systems/Food>
Jumkc. edu/ontology/FEW/price> "$300" <http://data.gov/FEW_systems/Food>
/umkc. edu/ontology/FEW/Best_By> "13/8/2017" <http://data.gov/FEW_systems/Food>
=food/CheeseCake_restaurant/alnond> <http://umkc.edu/ontology/FEW/Quantity> “10 b <http://data,gov/FEW_systens/Food>

<http://catalog.data
<http://catalog.data.

<http://catalog.data
<http://catalog.data.
<http://catalog.data
<http://catalog.data.g
<http://catalog.data.
dat

<http://catalog.data
<http://catalog.data
<http://catalog.data

After converting a database to RDF model, the second part of our project starts by

processing these triples to generate new triples that enrich the dataset based on the semantic
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relationship between the existing triples. After running the second part, the final output is

given below:

<http://catalog.data /CheeseCake_restaurant/bread> <http://umki gy/FEW/price> "$33" <http://data.gov/FEW_systems/Food:
/catalog.data. =food/CheeseCake_restaurant/bread> <http://umkc.edu/ontology/FEW/Expiration> "20/5/2017' <http://data. gov/FEW. systms/Food>
'/catalog. dat: =foor /Cbeese(ake restaurant/bread> <http://m.u3.or9119‘ 9/02/22-1 rdi—syntax—nsnype> <http://d <http://dat; FEW_systems/Food>
log.data /CheeseCake_ restaurunt/oread-v <ht(n // qy/FEW/Bes _B 3/ a ze 7" <ht( /oata gov/;E\d sys(els/Food>
talog. dat: /CheeseCake_restaurant/bread> <http: " i p://data.gov/FEW_systems/Food>
dat: heeseCake_ Yeslaurunt/mll) <Mtp //UDKC edu/ontology/FEHlExplra(iam - I/!/Z.l7" <7\(!n //data. gov/FEW s{stemlewb
n-l data. /CheeseCake_ resnuranunrnup <AtLocation> <mp //ca heeseCake, 1> <http://data.gov/FEW_systems/Food>

52666475 <SimilarityScore> “7,745966692414834" <http://data.gov/FEW_systems/Food
52666475 <SourceURL> “http://conceptnet. 10/:/en/ro\\" <http://data.gov/FEW_ sys(ems/Foodr

data /CheeseCake_restaurant/roll> <http://umkc. edulontoloqy/FEﬂ/Duantup > packs <http://data.gov/FEW_: systems/FW:b

dat heeseCake_restaurant/roll> <mp /Imk:.edn/nntology/FE\ﬂl e> "$15 ttp://data.gov/FEW_systems/Food:

dat heeseCake_restaurant/roll> <n 3.0 q/l999/02/22—r¢f—symax—nmype> <http://dbpedia. org/o»to\wy/Food> <http://data.gov/FEW_systens/Food>

data. heeseCake_restaurant/roll> <nnp~ /ulk< eau/onm\nqy/rzwsesz By> "13/8/2017" <http://data.gov/FEW_systems/Food>

dat: /CheeseCake_restaurant/sugar> <l Expiration: "2018" <http://data.gov/FEW_systems/Food>

dat. heeseCake_restaurant/sugar> <hup //umkc edu/ontology/FEW/Quant ity> nnp //dan nov/FEu systeas/Food>

dat. heeseCake_restaurant/sugar> <http://www.u3.org/1999/02/. z-rﬂt—syntax-nsnyp ttp://dbpedia <http://dat; FEW_sy /F

data heeseCake_restaurant/sugar> <ht(n // qy/FEW/Bes _By> 13/8/2017" <hup l/datn qov/FBl systems/Food>

data food/CheeseCake_restaurant/sugar> <http:/, "$40" <http://data.gov/FEW_systems/F ood

dat: Meseca ke_restaurant/salt> <http: //u-kc‘edu/ontology/Fﬁlpru» “$18" <http://data.gov/FEW_systems/Food:

data /CheeseCake_| restaurnnt/sugao <RelatedTo> <http://catalog.data.gov/dataset=food/CheeseCake._| restauran!/salb <http://data.gov/FEW_systems/Food>
imilarityScore> “8.171903083125741" <http://data.gov/FEW_systems/Fo

: 0d>

88764440 <SourceURL> “http://conceptnet.io/c/en/salt" <http://data.gov/FEW_systems/Food>

ata. heeseCake_restaurant/salt> <http: //w«k.v} +0rg/1999/02/22-rdf- <http://dbpedia. org/ontology/Fo:d> <http://data.gov/FEW_systems/Food>
umke

ta, food/CheeseCake_restaurant/salt> <http://i /exp ration> "2018" <http://data.gov/FEW_systems/Foo
't heeseCake_restaurant/salt> <htt By> "13/8/2017“ <http: //data govIFEH {_systems/Food>
/cata ta, heeseCake_restaurant/salt> <http y/ FEW/Quat /da EW_systems/Food>
t /CheeseCake_restaurant/cake> <http: y/FEW/ b t/s/zur' <nup I/ﬂata gov/FEW_systems/Food>
/catal 't beeseca ke_restaurant/cake> <http://umkc, W/ t_By> "13/8/2017" <http://data.. quv/fﬂl Sys(ems/F 000>
/catalog.data. heeseCake_restaurant/cakes <http: //unkc. edu/ontoLogy/FEW/price> "szu" <http://data.gov/FEW_syst
data /CheeseCake_restaurant/cake> <http://umkc.edu/ontology/FEW/Quantity> "10 cakes" <http://data. gov/FEH systems/ 000>
/cata’ data =food/CheeseCake_restaurant/cake> <http://www.w3.0rg/1999/82/22-rdf-syntax-ns#type> <http://dbpedia. org/ontology/?omh <mtp //ﬂam gov/FEW_systems/Food>
dat: =food/CheeseCake_restaurant/cupcake> <http://umkc. edulontoloqy/FE\t/Quantup 158 cupcakes" <http://data.gov/FEW_systems/Fo

<http://cata data /CheeseCake_restaurant/cake> T <n(t / catalog. dat: heeseCake, resuuram/cupcake> <http: //data gov/FEW_systems/Food>
51129157 <SimilarityScore> "15.236809976368486% <http://data.gov/FEW_system:
181129157 <SourceURL> “http://conceptnet.io/c/en/cupcake” <http://data. qovlfw sys!ems/Food>

dat; heeseCake_restaurant/cupcake> /umkc . edu/ontology/FEW/price> “$300" <htt Idi!i qov/FE\' systems/Food>
data. heeseCake_restaurant/cupcake> hnu w3. org/mwlBZ/zz—ml-synn ns#! ttp://dbpedia. org/cnmlogy/Fooﬂ» <Mtp //data.gov/FEW_systems/Food>
dat; heeseCake_restaurant/cupc _By> " 3/8/2.17“ <Mtp //data.gov/FEW_systems/F
data heeseCake_restaurant/cupcake> /u-kc edu/onto\oqy/FE\'/Expira(xon> "20/8/20 ( //di ata.gov/FEH sys(ems/Food>
data heeseCake_restaurant/cook /umkc. edu/ontology/FEW/Quantity> "200 ct /data.gov/FEW_systems/Food>
t seCake_restaurant/cook: <http://umkc.edu/ontology/FEW/Expiration> "20/8/2517" d\ltn //data.gov/Fi ystems/Food>

heeseCake_restaurant/cookie> <http://unkc.edu/ontology/FEW/price> "$180" <http: //ana gov/FEW_systes:

e>
hee: e>
:":‘ /CheeseCake_restaurant/cookie> <http://umkc.edu/ontology/FEW/Best_By> "13/8/2017" <http://data.gov/FEW_: s;s;ﬂems/?oo»
e> >
e>

dat heeseCake_restaurant/cookie> <http: //www.w3.0rg/1999/02/22-rd-syntax-ns#type> <http://dbpedia.org/ontology/Food> <http://data.gov/FEW systeas/Food>
dat heeseCake_restaur d> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <hnp //dn dia.org/ontology/Food> <http://data.gov/FEW_systess/Food>
'"*- /CheeseCake_restaurant/cookie> <AtLocation> <http://catalog.data.gov/dataset=food/CheeseCake_; restaurint/nlmomb <http://data.gov/FEW_systems/Food>
9311255 <SimilarityScore> "4.898979485566356" <http: //dnta gnv/FEW systems/Fua
9341258 <Snurceu\L> “http:/, «io/c 1 <http://d /FEW_systems,

Our final output meets all the universal requirements for RDF dataset that can be run
with SPARQL to semantically query the data. The following quads were generated from a

water dataset.

gov/FEW_systens/Wate

ttp:/catalog.data. govidatasetwater/vater. colection.for.local.Law/Manhattan> <htp://uske. edu/ontology/FEW/ recordbumber> 12086 ity //da
: or_loc

catalog. data.gov/dataset=water/water_colection_f Manhat tan> <http://umkc.edu/ontology/FEW/ reportedFloorArea> “918919" m toi/fduta gov/FEW_sys Stems ate

1 //catalog. data.gov/dataset=water/water_colection_for_loca! lA-/Nanmuam DD/ /3. arv/ms/syzz»mv-sxmu-nmpe) > hetpiss g/ anlo\wymwmuw\ny> <http://data.gov/FEN_systems/Mater>
/catalog. data.gov/dataset=water/water_colection_for_local_ N/ 2 <nnp //data.gov/FEN_systems /Mate:
/c 1 w/posn\toﬂv "nz)s" S //eata Gov/ FEN_ systasmate»

data. gov/PE systens Mmter
a- gov/ FBM. systems Mate

9y xviblu 'm <htt

l\ug. /an-uta.-ur/uur_mlznmn_l hvedu‘urg/oﬂ!n og/s«ﬂ\ml(mlnp <http://data.gov/FEW_systeas/water>
/catalog. data.gov/dataset=water/water_colection_for_local portedf loorArea> "nzm“ <http://data.gov/F sysxsns/\men
r_colection_for_local " <http://d

/catalog. data.gov/dataset=water/wate
/catalog. data.gov/dataset=water/water_colection_for_local_L
/catalog. data.gov/dataset swater/water_colection_for_local
/catalog. data.gov/dataset=water/water_colection_for_local
/catalog. data.gov/dataset=water/water_colection_for_local \u/-m«m mun //mwdu uryanmloqy/mu\(oaa 'm7s" " ahttp: //d.n gov/FE\l systens/Water>

r_colection_for_local ttp:/, "12150" <http://data.gov/FEW_systems/Water>

igible> "Yes'

Y epor

logy "msa" " <http: //m. gov,/FEW._ sysu-s/\mm

ity> <http://data.gov/FEW_systens Mater>

r_colection_for_loca dﬂlv:// = portedF loorArea> "64200" <http://data.gov/FEN_systems Mater>
r_colection_for_loca <http:/, 3.0r9/ y! uly) <http://data.gov/FEW_systems/wWater>
‘dataset=water/water_colection_for_local_law/Bromc <http: //umk Y, Yiaibtes DA cmu //data.gov/FEW_systens /ate:
r_colection_for_loca <http:, 3

199  Shetp//dpedia ipatity> < d FEW_
/catalog. data. gov/dataset=water/water_colect ion_for_local_ Law/Manhat tan> <http: //dbpedia. org/ontology/pos talCode> *:mx" shitp://data. 0/ FEW_systems,/ v
fcatalog. data.Qov/datasetmuater/vater_colection.for_local_L " <http://data.gov/FEW_ sym-s/men
/catalog v/dataset=water/water_colect ion_for_ local_Low/Minhat tan> <http://uskc. edu/ontology/ FEW/ recordunber> "usw “nttp: //data. Gov/FEM systens/uaters
tog. ot 4 /A" <http://data.gov/FEW_systems/Water>

i
3
1
2
3
g
g

aset=water/water_colection_for_loc Brono <http:// urk Ponber> TISB1C it/ dath. qou/ PO systemsaters
aset=ater/water_colection_for_loc p: tedF Loor) ttp://dat: En_systems /Water>
-data.gov/datasetwater/water_colection_for_local_LawBromo- Q'(lp //wu w3.0rg/1999/02/. Z—rd'-s!nux-ﬂm'po http://dbpedia. nm/wlo\w;/wi(lm\llp <http://data.gov/FEN_systems/Water>
Jcatalog.data. gov/datasetater water colect ion-for™local ttp://data.gov/FEW_systens/Wal
/catalog. data.gov/dataset=water/water_colection_for_local_ law/ cmp //u-*c "lzus" <aup //ﬂata.qwlfﬁl systems/Mater>
\og data.gov/dataset=water/vater_colection_for_local_Law/B: <http:/, 3.0r9/ dbpedia ity> <http://data.gov/FEW_systems/Water>
0g. data.gov/dataset=water/water_colect ion_for_ L B 1/ umk 90 lwrlooﬂr!D a0 <http://d v/FE_systems Mater>
/c-u\ug data.gov/dataset=water/water_colection_for_loca 8 <http: //umk gible> "N/A" <htt gov/FEW_systens Mater>

After processing these quads, the final output shown below:
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<http://catalog. dat. ~_colection_for_ txa\_‘ tan> <http://umk “12086" <http://data.gov/FEW_systems/Water>
prd

<http://catalog. data. colection_for_| ttp: o9y /FEW/repor tedF loorArea> "918919" <http://data. gov/ FEW_systems/wat

<http://catalog. dat /water_colection_for_ ua./vanmu» <http: /M 3. orvl\ﬁQllZlZ)-rd'-symu-nsﬂva ://dopedia.org/ont elnqy/summxmmp <http://data.gov/FEW_systems/vater>
<http: //catalog. dat. colection_for_ L og Le> “N/A" <http://data.gov/FEW_systems/wai

<http://catalog. data, _colaction for toea e odes "11226" <http://data.gov) FEH_ systems/Wate

<http://catalog. dat ection 'ov uxal \uﬂmmu» Qmol\yeﬂ Bridge> <http://catalog. dat (olecuun for_ Tocat. | Law/Brooklyn> <http://data.gov/FEW_systems/Water>
9483000 <SimilarityScore> “S. 74533905“7!558' <http: ystems/w.
799483000 <sourceURL> “http://conceptnet. lo/c/en/bronklyn #mp //uau wv/r(n systans/bmen

dlnp //catalog. data.gov/dataset=vater/water_colection_for_local L ¥ 8523" <http://data.gov/FEW_systems /Wate
<ht “colection_for_local_L y igible> "No" <http://data. gov/ FEW Systeas Mater>
Shttp//cat Log: ot colection_for_local_| Svoro/ 1000,b/23 v pe> <http: logy/ lity> <http://data.gov/FEW_systess/Water>
<http://catalog. dat “colection_for_local_L <http: g/ FEW// reponeurloorm» "mm“ <hnp‘l/diu.qw/fbl systens/Water:
<http://catalog. dat. “colection_for_loc. <nttp: e ligible» ™ qov,
<http://catalog. dat. —colection_for_loc <http://umkc /A" ¢np //data. oowrav sysmsmate«»
<http://catalog. dat /water_colection_for_local_law/Queens> doup. /um:.eau/o«m\nqy/rzwr«oraumo "14354" <http://data.qov/FEN systens/Water>
talog. dat: /water_colection_for_ local_L dbped: ipality> <http://dat /FE_ po.
<http://catalog. .ﬂata.oov/oausel:ualer/nler_colenwn_'ot_l«a\ \aw/ Qusens> < <mr //Mta orwonlo\m/wsul(ma “I1375" <http: data. gov/FEW.systems,/Mater>
e on_for_ L "12150" <htt, a. gov/FEW_systens/Water>
<http://cat: Log:dot _<aleman for_ local lu/m.m awmwu <http://catalog.data. gov/dataset=water Adter_( sty _for_local_ <http://dat FEW_systens /Wat

77830492 <StnilarivyScore “4.04857226400503° 2ta. gov/FEW_systens/Water>
S0urceURL> “Nttp: nttp://dat =

ttp: //catalog. dat, r_colection_for_local_law/Bronx> <http:
<mm //un\og.mu.oov/dnasel:.mer/-(er colection_f Law/Brome <htty
tp: //cat,

//umke. edu/ontology/ FEW/ reportedF LoorArea> 'um' <http: //dau.gnv/rar systens /Wates
ot w3019/ 1999/02 /22— ml—synux-osnypo <http://dbpedia.org/on! /s‘u\mum\up <http://data.gov/FEW_systens/Water>

:// aw/Bronc d-zm://m.m/mmlugy/rzwnummuzuqmln TA/A" nttps ) datan gnv/mv systems /at
<http://cat Log: data. Lan/Manhat tan> <http://wate. w3, ow y #type> <http://dbpedia Ality> <http://data. gov/FEW_systens Mater>
<http://catalog. data, tan> <http://dbped "mu“ http://data. gov/FEW_systens/Water>
<http://catal dat. tan> “‘" 2/ / umks “No" <http://data.gov/FEW_: ysleu/hler’
<http: //catalog. dat. ocal_ tp://umkc “isdon “nttp: //ata. gov/FEW_systens/vate
<http://catalog. dat; ocal Law/Manhat tan> d-tw //umkc .edu/ontology/FEW/ repor tedFloorArea» “#N/A" <http:, //aau.gnVIFE\v S)'sten/\'aleﬁ

ttp: //catalog. data. ocal_l <htt #15591" <http: //mn.w/m systems/Wate
<http: //catalog. dat <http://catalog.dat olection foF1ocal. Law/Bronc <http://data.gov/FEN_systens/Water>

2 it oc.
56839902 <SimilarityScore> “2.553049502880491" <http://data.gov/FEW_systems/Water>
56839902 <sourceURL> “http: //conceptnet. io/c/en/bronx” <http://data.qov/FEN_systens/Water>

<http://catalog. dat colection_for_local_| \u/aron» htto://uskc. edu/ontoLoay/ PN/ reportedFLoorArea> "S0060" <hitp://data.gov/FEN_systems ate

<http://catalog. dat woter-colectionforloc Bromc. <http://Meat. 3.1/ 1999/82/22- rdf-syntax-nsetypes <http://dbpedia.ory/entology, /s«mmmpamp <http://data.gov/FEW_systems/Water>

<http: //catalog. dat. ~colection_for_local_ o o/ /umkic 9) fole> kY ﬂi!(p //data.gov/FEW_systems /Mater

<http://catalog. dat ater—colection-for-localL umke 12135" < 3. gov/ FEW_systens/Water>

dﬂlp: /catalog. dat. water_colection_for_local_law/B ot w3-019/ 1999/82 /22-rdf-symtax-nshtype < ﬂh.cng/mxo\uv, ity> <http://dat FEW_systens/water>
talog, dat. colection_for_local porscdF LoorArees o150 p://data.gov/FEN_systens /Mater>

d-ltp.//utlloo‘clln.oovlda(ue(aler/uler colection_for_local_L <t-up P endper o9) KEUigible> "N/A" <http://data.gov/FEW_systems/Mater>

Finally, the following quads were generated from an energy dataset:

<http://catalog.data, onsnptinnlaermudh <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear> "9.01018" <httn //data.gov/FEW_systems/Energy>
onsmption/Bermuda> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear> ".01017' ttp://data.gov/FEW_systems/Energy>
onsmption/Bermuda> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear> "9.00922" <http //data.gov/FEW_systems/Energy>

onsmption/Bermuda> <http://www.w3. orxa/1999/ll2/22~rcﬁK syntax—nsnwa <http: //dbpedia.org/ontelngy/gountrp <http://data.gov/FEW_systems/Energy>

<http://catal ata onsmption/Bermuda> <http://umkc Energ: erYea» '9.00927" <http://data.gov/FEW_systems/Energy>

<http://catal 't /Canada> <http://umkc. euu/ontology/FEWEne Consupt onPerYear> “13.81736" <http://data.gov/FEW_systems/Energy>
<http://catalog.data, on/Canada> <http: I/mkc.edu/untologylFEWEne erYear> "14,16374" <http://data.gov/FEW_systems/Energy>
<http://catalog.data.gov/dat on/Canada> <http://umi gy/FEW/En onPerYea 4.02923" <http://data.gov/FEW_systems/Energy>
<http://catalog.data. y/EnergyConsmption/Canada> <http: //\lnk:. dl 0gy/FEW/Ene onsumptionPerYear> "14.87179" <http: /Idnta. ov/FEW_systems/Energy>
<http://catalog.data, y/EnergyConsmpt. nnlCanada> <http://www. v!.org/l%‘)/oz/zz rdf- yntnx—nsk(ype> <http: //dbpedia.orglo tology/Country> <http://data. gov/FEvi syste-s/Energy>
<http://catalog.data Y. gyConsmption, <http://umkc. umptionPerYear> "101.67563" <http //data.gov/FEW_systems/Energ;
<http://catalog.data y/EnergyConsmpt nnIIIM <http://umkc. :du/nntology/FEH/Energy(onsumptinn?eﬂelr> "99 53011" <http://data.gov/FEW_: systems/Energp

<http://catal ata y/EnergyConsmpt ion, <http://umkc.edu/ontology/! gyConsumptionPerYear> "100.60722" <http://data.gov/FEW_systems/Energy>

<http://catal ata, onsmpt <http /v w3 nrq/1999/02/22 ~rdf-syntax-ns#type> <httv //dbpedia.org/ontology/Country> <http://data. gov/FE\i systems/Energy>
<http://catal t onsmpt i <http: //umkc. ont gy erYear> "99,90566" <http://data.gov/FEW_ systelns/Ena

<http://catal ata onsmpt /Mexi <http://umkc. edy, V Ene ear> "7, 30398" <http://data.gov/FEW_systems/Ens

<http://catal ta. /Mexico> <http://www.w3. nrg/l%low 12~ rdf—syntax-ns#typp <http /Idbpedia org/onto\oqy/t:ountrp <http: //data gnv/FEH systems/Energy>

<http://catalog.dat

on:

tion/Mexico> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear>
yCon! on/Mexico> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear> .BMBB" <http //data.gov/FEW_systems/Energy>
onsmption/Mexico> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYeal <http://data.gov/FEW_systems/Energy>
onsmption/Cuba> <http: /Iullk: edu/antology/FEWEnergyConsulpt1onPerVear> 9. M362" <nttp //data.gov/FEW_systems/Energy>
onsmption/Cuba> <http://umi gy/FEW/Ener erYear> "0.00335" <http://data.gov/FEW_systems/Energy>
onsmption/Cuba> <http: //m u; org/1999/02/22 rdf-syntax-ns#type> <http://dbpedia.org/ontology/Country> <http: //datn gov/FEW_systems/Energy>
onsmpt ion/Cuba> <http //unl FEW/E erYear> "9.00348" <http://data.gov/FEW_systems/Energy>
onsmption/Haiti> <http://unml gy /FEW/En r, ionPerYear> "8.00927" <http://data.gov/FEW_: syste-le»erqp
/Haiti> <http /Imkc. ionPerYear> "0.08931" <http://data.gov/FEW_systems/Energ:
onsmption/Haiti> <h /W w3.nrg/1999/02/12—rdf-syntax-ﬂsa‘type> <http: //dbvedxa.org/ontulogy/tountry> <mtp //data.gnv/FEW systems/Energy>
on: on/Haiti> /umkc. edu/ontology/FEW/EnergyConsumptionPerYear> “@. <http://data.gov/FEW_systems/Energy>
onsmption/Haiti> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear> "0.00891" <http://data.gov/FEW_systems/Energy>

42765’ http://data.gov/FEW_systems/Energy>

<http://catalog.dat
<http://catalog.data
<http://catalog.data

The following quads are the final output.

<http://catalog.data, =energy/EnergyConsmption/Bermuda> <htt,
<http://catalog.data. dataset=energy/EnergyConsmption/Bermuda> <htt;

/umkc. edu/ontnlngylFEH/Energy(nnsunotionPervear> L .omu" <htt

/data gnv/FEH systems/Energy>
'/umkc. edu/untulugyng/Ene rgyConsumpt. 1onPe r‘V

[_systems/Energy>

<http://catalog.data. y/EnergyConsmption/Bermuda> <http://uml gy/Fl ergyCe "0. 0922" <http: Idat . Qf ov/FEH (_systems/Energy>

<http://catalog.data. =energy/EnergyConsmption/Bermuda> <htt, /m w3, org/1999/02/22 rdf-syntax—nsnypeo <nttp-//dbpedn org/nnlnlogyl(nuntrp <http://data. gov/FEw systems/Energy>

<http://catalog.data. v/ onsmpt ion/Bermuda> <htt, / 9y/FEW/Ene. ar> "0.00927" <htt; ov/FEW_systems/Energy:

<http://catalog.data. y/ rgyConsmption/Canada> <http: -‘ "13, 81735" <hlt uvlFE\l syste-s/Energp

<http://catalog.data, y/Energ y:onsmpuonlcanad» <http: /Iulk: edu/ontolo;y/FEWEner ytonsumunnnrveap 14,1637« '/data.gov/FEW_systems/Energy>

<http://catalog. data. y/Ener /Canada> <http://umkc. gy /FEW/E! ionPerYear> "“14,0292: <nup://data. jov/FEW_systems/Energy>

<http://catalog. data. y/Ene ion/Canada> <http://umk "14,07179" <http://data.gov/FEW_systems/Energy>

<Mtp //:ata‘ data y/EnergyConsmption/Canada> <http: //M vS org/lmnllzz-rdf-- yntan-ﬂsﬁyw <http //dbpzdxa org/on!olagy/c untry> <http://data. gov/FEH sys(ems/Enerqp
tp://ci data. y/EnergyConsmpt i /umke, gy/F ) PerYear 1.67563" <http://data.gov/FEW_systems/Ene

<http //cala‘ dat: y/Ener i <l|tt /ukc. I/ gy ionPerYear> "99. 53011" <http://data.gov/FEW_: systens/Ener;p

<http://catalog.data. =energy/Ener /Uni <http://umi lonPerYear> “100.60722" <http://data.gov/FEW_systems/Energy>

<http://catalog.data, y/EnergyC i <htt /m u3 org/1999/02/22 rdf-syntax-nsnyp» <Mtp //dbpema arg/outoluoy/(auntrp <http://data.gov/FEW_systems/Energy>

<http://catalog.data.g y/EnergyConsmption/ <http://umkc. /F PerYear> "99.90566" <http://data.gov/FEW_: systeas/E rgy>

<http://catalog.data.g =energy/EnergyConsmption/Mexico> <http://uml c.edu/ontology/FEﬂ/EnergyConsumotionPerVeaD 7. 30898" <http: //data.gov/FE\t systems/Ene

<http://catalo .data.gov/dataset:energy/Ener yConsmptmnMencm <south_to_united_: sta(es> <http://catalog.data.gov/dataset=energy/EnergyConsmption/UnitedStates> <http //data.gov/FEW_systems/Energy>
127384490 <SimilaritySco "6.0394555019034928" <l ‘data.gov/FEW_systems/Ene
27384490 <SourceURL> "http //conceptnet.io/c/en/mexico" <http://data.gov/FEW_: systens/Energy>

g

<http://catalog.data. y/EnergyC <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/Country> <http: //dnta gov/FEH systems/Energy>
<http://catalog.data. =energy/EnergyConsmption/Mexico> <http //ulkc edu/on!ology/?EH/EnergyConsumptionPerVeah '7.27651" <http://data.gov/FEW_systems/Ene
<http://catalog.data. =energy/EnergyConsmption/Mexico> <http://umk Year> "6.80188" <mtp //data.gov/FEW_ syste-s/Energp
<http://catalog.data. y/EnergyConsmpt <http: //u-kc edu/nntoloqy/FEWEnergyConsuwtsonPerYeaD "7.36271" <http://data.gov/FEW_systems/Energy>
<http://catalog.data. y/EnergyConsmption/Cuba> <http://uml FEW/En Pervear» "0.00362" <http://data.gov/FEW_: systens/Energp
<http://catalog.data. y/Ener ytonsmpuon/(uba> <http: //u-kc edu/on(uloqy/FEH/EnergyConsumpttnnPe ,00335" <http://data.gov/FEW_systems/Ene!
<http://catalog.data. y/Ener /Cuba> <http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type> <http //dbpedh.org/ontelogylcountrp <http: //data.qov/FE\rl systems/Energy>
<http://catalog. data. y/EnergyConsmption/Cuba> <Mtp //umkc. edu/ontology/FEW/EnergyConsumptionPerYear> ttp: //data.gov/FEW_systems/Enel
<http://catalog.dat: y/EnergyCe Haiti> <http://umkc. edu/ontoloqy/FEWEnervyconsumptmn?eﬂea» .0”27" (Mtv //data.gov/FEW_: syste-s/Ene 97>
<http://catalog.dat: gy/Energy! ion/Cuba> <not_in_North Auer::a> <http://c gy/Ener /Haiti> <http://data.gov/FEW_systems/Energy>
177490392 <SimilarityScore> "3, m!QZOlWQ"ZT' ttp: //data. gov/FEW_systems/Enel
77490392 <SourceuRL> “http://conceptnet.io/c/en/cuba" <http://data.gov/FEW_: systens/Energp

.00931" <http://data.gov/FEW_systems/Energ:

/dbpedxa orglontolagy/cauntrp <http: //uata gnv/Fal systems/Energy>
0909" tp://data.gov/FEW_systems/Energ:

.omr' <nttp //data.gov/FEW_: systms/Energp

<http://catalog.data.gov/dataset=energy/EnergyConsmption/Haiti> <http://umkc. PerYear
<http://catalog.data.gov/dataset=energy/EnergyConsmption/Haiti> <http://www.w3.0 rg/1999/l2/22 mf-syntax—ﬂsﬁyw <http:
<http://catalog.data.gov/dataset=energy/EnergyConsmption/Haiti> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear>
<http://catalog.data.gov/dataset=energy/EnergyConsmption/Haiti> <http://umkc.edu/ontology/FEW/EnergyConsumptionPerYear> "
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CHAPTER 6
CONCLUSION AND FUTURE WORK
In our project, we developed a new approach to enrich a dataset of RDF triples by
adding extra triples containing similar information and facts based on the existing knowledge.
Our project aims to build a reliable knowledge graph that serves FEW systems by using a raw
database from the USDA, then converting it to RDF model, and finally enhancing these triples
by adding semantic knowledge. In addition, we developed a FEW ontology that can be used
while mapping FEW databases to RDF model. FEW ontology contains many vocabularies that

can be used to specify the relationships between columns when converting FEW databases.

In the future, we plan to automate the process of converting a database to RDF model.
A single table can be mapped to RDF model using Karma, but still there is a lot of work
required by a user. Hence, we are planning to work on enhancing the conversion process in a
way that multiple databases can be mapped to RDF model at the same time in order to reduce

the manual work required by users.
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