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Abstract

In the presented work two approaches to increase
the energy production of wind turbines are studied
assuming the usage of a wind speed measurement
provided by a nacelle based LIDAR system: The
first approach uses the knowledge of the incoming
wind speed to assist variable speed control. The
second approach uses the wind direction informa-
tion measured by a LIDAR system for yaw control.
From this first analysis only marginal benefit can be
gained by the LIDAR assisted speed control, but an
increase of energy production by a couple of per-
cent can be expected by LIDAR assisted yaw con-
trol.
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1 Introduction

In recent years LIDAR (Light detection and ranging)
technology found its way into wind energy. The pos-
sibility to optimize the energy production by nacelle
or spinner based LIDAR systems is an important is-
sue. The presented work describes how wind char-
acteristics, such as wind speed and direction, can
be reconstructed from the limited provided informa-
tion and how this information can be used in two
applications:
Firstly, the theoretical potential to increase the en-
ergy production in the partial load region by tracking
optimal inflow conditions is presented. Traditionally,
the rotor speed is adjusted by changing the electri-
cal torque depending on the rotor speed itself. Due
to the inertia of the rotor, the speed adaptation to
the changing inflow conditions is delayed. A pre-
dictive feed forward control strategy is proposed to
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exploit the benefit of the knowledge of the incom-
ing wind. The strategy is tested using full turbulent
wind fields and an aeroelastic simulation model of
a 5 MW wind turbine. The wind information is ob-
tained by simulating a LIDAR system with the LI-
DAR simulator presented in [1]. Former studies [2]
presented benefits of up to 10%, using estimated
wind speed from turbine signals, which motivated
this work. Here the comparison to existing indirect
speed control strategies only shows a marginal in-
crease in energy output at the expense of signifi-
cantly raised fluctuations of the generator torque.
Secondly, the benefit of LIDAR assisted yaw con-
trol is explored. Traditionally, the wind direction sig-
nal is measured at one single point by a nacelle
mounted wind vane behind the blades. This sig-
nal is disturbed by interference effects of the rotor.
A promising way to obtain a more accurate mea-
surement of the incoming wind direction is to mea-
sure it over the full rotor plane ahead of the turbine
by LIDAR. This work was motivated by [3], where a
benefit of 10% has been achieved using estimated
wind speed. To evaluate the benefit in energy out-
put, measurements from a nacelle sonic anemome-
ter are compared to a scanning LIDAR system in-
stalled on a 5 MW turbine [4]. The expected in-
crease of the energy output is about one percent
of the annual energy production of the wind turbine,
when using the wind direction signal from the LI-
DAR system instead of the sonic anemometer.
Both analyses are based on the wind reconstruction
method presented in the following section. Here LI-
DAR measurements and the wind field are modeled
and then identified similar to the observer design
method used in control theory.
This paper is organized as follows: Section 2 deals
with the wind field reconstruction based on line-of-
sight wind speeds. Section 3 describes how a LI-
DAR system can be used to assist the speed con-
trol. In Section 4 results for LIDAR assisted yaw are
demonstrated and Section 5 concludes the paper.
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2 Wind Reconstruction

To be able to use LIDAR measurements in turbine
control they first have to be analyzed. In this section
a method is proposed to retrieve the necessary in-
formation for LIDAR assisted speed and yaw control
from nacelle based LIDAR measurements.

2.1 The Cyclops Dilemma

LIDAR systems are able to measure the speed of
aerosols by the Doppler shift in the frequency of
backscattered light. The limitation to the line-of-
sight direction causes a problem using a single na-
celle or spinner based LIDAR system for wind tur-
bine control. This is called the ”Cyclops dilemma”:
As a Cyclops cannot see three-dimensionally with
only one eye, it is not possible to measure a three-
dimensional wind vector by only one LIDAR sys-
tem. For reconstruction of the three dimensional
wind vector, three LIDAR systems focusing on the
same point with linearly independent laser beams
are needed, as used in the Musketeer experiment
[5]. Using one nacelle mounted LIDAR system, the
two missing systems can be omitted by using either
one of the following two assumptions:

1. no vertical and no horizontal wind component

2. no vertical component and homogeneous flow

In Figure 1 the effect of both assumptions is shown.
In this case the 3D vectors in the location p1 and
p2 (measured at the same height) should be re-
constructed from the line-of-sight wind speeds vlos,1
and vlos,2. The first assumption yields a11 and a21
representing a horizontal shear. By the second as-
sumption the resulting vectors a12 and a22 are equal
representing a cross-flow, as homogeneous flow on
each height was assumed.
The dilemma exists, as long as the LIDAR mea-
surement is used for yaw and pitch control at the
same time: If the first assumption is used to cal-
culate the inhomogeneous inflow, perfect alignment
is assumed. If the second assumption is used to
obtain the misalignment, homogeneous flow is as-
sumed.
Nevertheless, nacelle based LIDAR systems can
provide a good estimate of wind characteristics
such as wind speed, shear and wind direction, de-
pending on the used assumptions. Those assump-
tions will be used to derive internal reduced wind
and LIDAR models. These models can be used in
an estimator and have to be designed depending on
the application. The estimator will give a perfect es-
timation of the wind characteristics, if the simulation
model coincide with the internal model. Depending
on the robustness, the estimated values will differ
from the real ones using real data or more complex
simulations. This method will be explained in the
remainder of this section.

vlos1
vlos2

a11
a12

a21 a22

p1 p2

Figure 1: Ambiguity in wind reconstruction.

2.2 Models of the LIDAR
Measurements

In a first step it is important to understand the prob-
lem introduced by the measurement technique. The
LIDAR measurement of line-of-sight wind speed
vlos,i of each focus point

[
xi yi zi

]T
can be mod-

eled by
vlos,i = lxiui + lyivi + lziwi, (1)

which is the projection of the wind vector[
ui vi wi

]T
in the ith focus point on the normal-

ized laser beam vector with focus length fi:⎡
⎣lxilyi
lzi

⎤
⎦ =

1

fi

⎡
⎣xi

yi
zi

⎤
⎦ . (2)

This equation shows how information is lost: For
each measurement this model gives one equation
with 3 unknowns (ui, vi, wi) and therefore cannot
be solved. By using three LIDAR systems focus-
ing from linearly independent directions at the same
focus point two equations can be added without
new unknowns and the wind vector can be recon-
structed with a unique solution.
It should be mentioned that (1) is very simplified due
to the volume measurement of real LIDAR systems.
The line-of-sight wind speed can be modeled more
realistically by the following equation:

vlos,i =

∫ ∞

−∞
(lxiu(a) + lyiv(a) + lziw(a))fL(a)da.

(3)
The weighting function fL(a) at the distance a to
the focus point depends on the used LIDAR tech-
nology (pulsed or continuous wave). For the simula-
tion in Section 3 and 4 a Gaussian shape weighting
function with full width at half maximum (FWHM) of
W = 30 m is used, see Figure 2, following the con-
siderations of [6] and [7]:

fL(a) =
e−4 ln 2(a/W )2∫∞

−∞ e−4 ln 2(a/W )2da
=

2 ln 2e−4 ln 2(a/W )2

W
√
ln 2π

.

(4)

LIDAR systems also provide further information
such as turbulence broadening [8], which can be
modeled and used to estimate the wind inflow. The
method presented in this section is limited to the
model (1).
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Figure 2: Normalized range weighing function fL(a)
for the pulsed LIDAR system used in Sec-
tion 3 and 4.

2.3 Wind Model v0-δH-δV

In the first model, the wind direction is known and
it is assumed that the wind is homogeneous in a
vertical measurement plane in front of the turbine
(xi = x∀i). For any known tilted inflow αV or mis-
alignment αH the turbulent wind vector field is re-
duced to⎡
⎣ui

vi
wi

⎤
⎦ =

⎡
⎣cosαH cosαV (v0 + δHyi + δV zi)

sinαH(v0 + δHyi + δV zi)
− sinαV (v0 + δHyi + δV zi)

⎤
⎦ . (5)

Following unknown wind characteristics are used:
v0 is the effective wind speed and δH and δV are
the horizontal and vertical shear, respectively.
The advantage of this reduction is that various
(n) measurements gathered simultaneously in the
same measurement plane can be combined to get
an estimation for the rotor effective wind charac-
teristics. For non simultaneous measurements of
scanning LIDAR systems, the last n focus points of
a scan can be used. In both cases the focus points
should be well distributed.
If, for example, it is assumed, that there is no tilted
inflow and no misalignment (αV = αH = 0), follow-
ing equations are obtained using (5), (1) and (2):⎡

⎣f1vlos,1
:

fnvlos,n

⎤
⎦

︸ ︷︷ ︸
m

=

⎡
⎣x xy1 xz1
: : :
x xyn xzn

⎤
⎦

︸ ︷︷ ︸
A

⎡
⎣v0
δH
δV

⎤
⎦

︸ ︷︷ ︸
s

. (6)

A solution for all three wind characteristics can only
be found, if rank(A) = 3. If all measurements are
obtained in one straight line, this condition is not
fulfilled. For n = 3 there is one unique solution

s = A−1m. (7)

For n > 3 a solution can be selected by the method
of least squares. If for example δH or δV is set to
zero, because is assumed that there is no horizontal
shear, there is no impact to the estimation of the
other two unknowns. In a similar way a model v0-
αH -αV can be derived.

2.4 Wind Model v0-αH -δV

The second model also takes the unknown mis-
alignment αH of the turbine in consideration and
assumes that there is no horizontal shear and no
tilted inflow:⎡

⎣ui

vi
wi

⎤
⎦ =

⎡
⎣cosαH(v0 + δV zi)
sinαH(v0 + δV zi)

0

⎤
⎦ . (8)

Using (8), (1) and (2) a nonlinear equation system
in v0, αH and δV is obtained, but similar to (6) a
linear system in s can be formulated:⎡
⎢⎢⎣
f1vlos,1

:
:

fnvlos,n

⎤
⎥⎥⎦

︸ ︷︷ ︸
m

=

⎡
⎢⎢⎣
x xz1 y1 y1z1
: : : :
: : : :
x xzn yn ynzn

⎤
⎥⎥⎦

︸ ︷︷ ︸
A

⎡
⎢⎢⎣
v0 cosαH

δV cosαH

v0 sinαH

δV sinαH

⎤
⎥⎥⎦

︸ ︷︷ ︸
s

.

(9)

This system can be solved using the estimator (7),
if rank(A) = 4. The wind characteristics can easily
be calculated:

v0 =
√
s21 + s23 (10)

αH =arctan
s1
s3

δV =
√
s22 + s24,

with si the ith component of s. Again the solution
for v0 or αH is not influenced, if δV is set to zero. In
the same way a model v0-αV -δH can be defined.

2.5 Problems of Wind Model v0-αH-δH

Instead of, or in addition to δV , the horizontal shear
can be included in the wind model (8 ):⎡

⎣ui

vi
wi

⎤
⎦ =

⎡
⎣cosαH(v0 + δHyi)
sinαH(v0 + δHyi)

0

⎤
⎦ . (11)

But when combining (11), (1) and (2) one obtains:⎡
⎢⎢⎣
f1vlos,1

:
:

fnvlos,n

⎤
⎥⎥⎦

︸ ︷︷ ︸
m

=

⎡
⎢⎢⎣
x xy1 y1 y1y1
: : : :
: : : :
x xyn yn ynyn

⎤
⎥⎥⎦

︸ ︷︷ ︸
A

⎡
⎢⎢⎣
v0 cosαH

δV cosαH

v0 sinαH

δV sinαH

⎤
⎥⎥⎦

︸ ︷︷ ︸
s

.

(12)

Due to the same x component, the second and
third column are linear dependent (rank(A) ≤ 3)
and therefore αH and δH cannot be estimated with
the estimator (7). With a pulsed LIDAR system, it
is possible to avoid this problem by measuring in
different planes in front of the turbine and by com-
bining those measurements, but this is beyond the
scope of this work. The presented problem also
holds for a model v0-αV -δV .

3



3 LIDAR Assisted Speed Control

The main goal of generator torque based speed
control for variable speed wind turbines is to max-
imize the electrical power extraction below rated
wind speed [9]. Therefore the turbine has to op-
erate in the optimal aerodynamic range, hence at
the optimal angle of attack at the rotor blades. This
angle is represented by the ratio λ of the blade tip
speed and the undisturbed rotor effective wind v0:

λ =
ΩR

v0
, (13)

where R is the rotor radius and Ω the rotor speed.
The electrical power Pel below rated wind speed
than can be modeled as

Pel =
1

2
ρπR2v30︸ ︷︷ ︸

P0

cP (λ)η, (14)

where ρ is the air density, P0 the power of the
undisturbed wind, η the efficiency of the electro-
mechanical energy conversion and cP (λ) the
power coefficient, representing the aerodynamic-
mechanical energy conversion depending below
rated wind speed only on λ. The relation of the
power coefficient and λ depends on the rotor de-
sign and is shown for the used 5 MW turbine model
in Figure 3. The control goal to operate at the aero-
dynamic optimum can be refined to track the opti-
mal tip speed λopt by adjusting the generator torque
Mg. This section shows how tracking λopt can be
improved by using the knowledge of the incoming
wind and why, nonetheless, it cannot be recom-
mended.

λ [-]

c p
[-
]

λopt

cp,max

0 2 4 6 8 10 12 14 16 18
0

0.1

0.2

0.3

0.4

0.5

Figure 3: Power coefficient cP over tip speed ratio λ
of the used turbine.

3.1 Indirect Speed Control

The particularity of controlling λ is the high non-
linearity of the control task and that λ is not avail-
able under normal circumstances. Therefore a
common output feedback controller such as PI-
controller cannot be applied. Normally nonlinear

state feedback controllers are used, measuring the
generator or rotor speed.
For derivations of state feedback control laws, the
following nonlinear reduced model of a turbine is
chosen according to [10]:

JΩ̇ = Ma(Ω, v0)−Mg/i

Ma(Ω, v0) =
1

2
ρπR3 cP (λ)

λ
v20 , (15)

where Ma is the aerodynamic torque, i the gear box
ratio and J is the sum of the moments of inertia
about the rotation axis.
In steady state, the generator torque maintaining
λopt can be determined by using (15) and (13):

Mg,ISC(Ω) =
1

2
ρπR5 cp,max

λ3
opt

iΩ2, (16)

where all parameters are fixed, apart from the rotor
speed. This equation is known as indirect speed
control (ISC) and is normally applied for variable
speed turbines.
Figure 4 shows the ISC [11], modified for transition
from startup and to full load. The intersection of the
state feedback law (solid) and the optimal, squared
relation (dashed) is called ”Region 2”.

Ω [rpm]

M
g

[N
m

]

0 2 4 6 8 10 12 14
0

1

2

3

4

5 ×104

Figure 4: Optimal relation of rotor speed and gener-
ator torque (dashed), used state feedback
(solid). Intersection: Region 2.

3.2 Direct Speed Control

By the LIDAR technology λ becomes measurable
and therefore the proposed controller is considered
as direct speed control (DSC).
A standard linear output feedback controller will not
improve the performance due to the high nonlinear-
ity. This becomes clearer, considering (15): The
strategy,to reset λ as fast as possible after a positive
wind step to its optimal value would be to lower Mg

first to accelerate the rotor. If then λopt is reached,
Mg has to be set to the value that stabilizes the op-
timal rotor speed and is above the value before the
wind step. This behavior cannot be archived by a
linear controller.
The basic idea of the proposed DSC is to keep the
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ISC and to find a feed forward update to compen-
sate changes in the wind speed similar to the one
used for collective pitch control [12]. Therefore the
error ε is introduced

ε = Ω− Ωopt, (17)

where the optimal rotor speed Ωopt is defined as

Ωopt =
λoptv0
R

. (18)

Using (15) and (18), the dynamic of the error ε can
be described by:

ε̇ = Ω̇− Ω̇opt =
1

J
(Ma(Ω, v0)−Mg/i)− λopt

R
v̇0.

(19)

With the proposed DSC

Mg,DSC(Ω) = Mg,ISC − iJ
λopt

R
v̇0(Ω)︸ ︷︷ ︸

Mg,FF

(20)

the error dynamic is

ε̇DSC =
1

J
(Ma(Ω, v0)−Mg,ISC/i)

=
1

2
ρπR5(

cp(λ)

λ3
− cp,max

λ3
opt

)Ω2. (21)

Similar to [13] it can be shown that ε̇DSC < 0 and
ε = 0 as long as the tip speed ratio resides above
a calculable lower limit. Therefore, in the nominal
case, changes in the wind will be perfectly compen-
sated by the feedforward part Mg,FF . For the non-
nominal case, caused by inaccurate measurements
or model uncertainties, the feedback part Mg,ISC

compensates deviations from optimal operation.

3.3 Simulation Results

To demonstrate the effect of wind gust tracking by
the use of wind speed signals, a coherent gust (sim-
ilar to [14], but with only 1 m/s amplitude) is applied
to the reduced nonlinear system (15) of a 5 MW
wind turbine and ISC and DSC are compared. As
seen in Figure 5, ISC reacts to wind speed changes
slowly as the rotor speed varies slowly. During the
transition of the gust, the tip speed ratio departs
from the optimum λopt, resulting in a suboptimal an-
gle of attack at the rotor blades and thereby reduc-
ing power extraction from the wind. As opposed to
this, feedforward based control, using a perfect wind
speed signal, can indeed maintain the optimal oper-
ation of the turbine. However the generator torque
Mg has to vary substantially to achieve the optimal
lambda tracking and even is reaching negative val-
ues.
In a second step, a turbulent wind field with mean
wind speed ū = 9 m/s and a turbulence intensity of

wind speed

v 0
[m

/s
]

tip speed ratio

time [s]

λ
[-
]

electrical generator torque

M
g

[N
m

]

45 50 55 60 65 70

0

2

4

6 ×104

7

7.5

8

8

9

10

Figure 5: Reaction of the reduced model to a gust
controlled by ISC (black) and DSC (gray).

Figure 6: Circle trajectory used for speed control.

10% is created by TurbSim [15]. The low turbulence
level is chosen to remain in Region 2 during the
10 min simulation. As simulation environment the
FAST code [16] using a variable speed 5 MW wind
turbine model [11] is coupled to the LIDAR simu-
lator presented in [1], using a circle trajectory, see
Figure 6. A rotor effective wind speed covering the
rotor plane is calculated, using the model v0-α-δV
(5) and filtered (see Figure 7 top), applying a low-
pass filter depending on the mean wind speed ū of
each wind field with cutoff frequency of

fcutoff =
k̂ū

2π
, (22)

according to coherent turbulence structures up to
k̂ = 0.06 rad/m determined by a LIDAR mounted
on a 5 MW wind turbine. In Figure 7 the improved
tracking of λopt can be confirmed, as seen before in
the gust simulation with the reduced turbine model.
In Figure 8 the lower power spectral density (PSD)
of the tip speed ratio applying direct speed control
can be observed most notably for frequencies be-
low fcutoff. Therefore the standard deviation σ(λ) is
significantly reduced (see Table 1). However there
is only a marginal increase in the energy produc-
tion Eel. For this estimation the differences in rota-
tional energy stored in the rotor are taken into ac-
count. Damage equivalent loads (DEL) for the low-
speed shaft torque MLSS are calculated based on
a rainflow counting (Wöhler exponent of 4, lifetime
20 years, reference number of cycles 2 ∗ 106) and
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show an increase of 34.7%.
In a third step, 33 simulations are performed by us-
ing turbulent wind fields (Weibull distribution with
C = 10 m/s, k = 2 and wind turbulence class A
according to [14]). Bins of 2 m/s from 4 to 24 m/s
are chosen, each simulated with 3 different seeds.
The feedforward control algorithm is only applied
if a wind within Region 2 is detected by the simu-
lated LIDAR. Also for this extended evaluation the
lifetime weighted standard deviation for Region 2
σR2(λ) can be reduced. But the marginal increase
in energy extraction of 0.09% is bought dearly by in-
creasing loads affecting the whole drive train includ-
ing rotor shaft, gear box, generator and bearings,
represented by the low-speed shaft torque MLSS,
where the DEL rise up to 8.9% (see Table 2).

v 0
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wind speed

M
g

[N
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electrical generator torque
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λ
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]
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3.5 ×104
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9.5

Figure 7: Top: Rotor effective wind speed (filtered:
black). Rest: Reaction of the aeroelastic
model: ISC (gray), DSC (black).
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Figure 8: Power spectral density of the tip speed ra-
tio: ISC (gray), DSC (black). Dashed: cut-
off frequency of the wind speed filter.

σ(λ) Eel DEL(MLSS)
[-] [kWh] [MNm]

ISC 0.137 422.14 1.14
DSC 0.033 422.17 1.53
DSC/ISC [%] 24.1 100.01 134.7

Table 1: Comparison ISC and DSC for a 10 min
simulation.

σR2(λ) Eel DEL(MLSS)
[-] [GWh] [MNm]

ISC 0.271 458.69 2.65
DSC 0.069 459.08 2.88
DSC/ISC [%] 25.6 100.09 108.9

Table 2: Life time comparison ISC and DSC.

3.4 Discussion

The fluctuation of the tip speed ratio can be used
as a measure for the potential of energy optimiza-
tion. Assuming the distribution of the tip speed ratio
ϕλopt;σ to be Gaussian with mean λopt and a stan-
dard deviation σ(λ), then the generated power can
be estimated by

Pel(σ(λ)) = Pel,max

∫ ∞

−∞
ϕλopt;σ(λ)cP (λ)dλ. (23)

In Figure 9 this potential is quantified for the simu-
lated wind turbine.

P
e
l/
P
e
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a
x
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σ(λ) [-]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.9

0.92

0.94

0.96

0.98

1

Figure 9: Relative power extraction by variation in
tip speed ratio for the simulated turbine.

With (23) and the detected reduction of the tip
speed ratio in Table 2 only an improvement in the
energy production of 0.15% can be expected. Tak-
ing into account that by the given Weibull distribu-
tion, the turbine is only operating 19.0% of its life-
time in Region 2, this value is further reduced to
0.03%. The improvement of 0.09% in the energy
production detected in the simulation is close to the
expected value, considering the difficulty to detect
such a small value.
Whereas the benefit of DSC should be irrelevant for
all turbine sizes, the negative effect on loads should
even increase for larger turbines due to the effect
that the inertia J increases disproportionately.
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4 LIDAR Assisted Yaw Control

Yaw control is usually done by active yaw control.
Due to the large moment of inertia of the rotor about
the yaw axis, the nacelle is aligned with the wind
with slow rates and only, if the misalignment ex-
ceeds a certain value [17]. The demand signal is
normally calculated from a nacelle mounted wind
vane or sonic anemometer. There are mainly two
disadvantages for these sensors: Firstly the sig-
nal is heavily disturbed for a operating turbine, e.g.
by passing blades and therefore must be averaged
over a certain time [9]. Secondly these sensors are
measuring at one single point therefore are unable
to detect changes over the rotor disc.
A nacelle mounted LIDAR system avoids these dis-
advantages, being able to measure the undisturbed
inflow over the entire rotor area. Therefore using
LIDAR technology has been proposed in literature
for yaw control and the presented improvement in
energy yield are promising and far exceed the esti-
mated looses of 1 to 2% due to standard yaw control
[17]. The first part of this section shows the capabil-
ity and the problems of a simulated LIDAR system
to capture the wind direction. In the second part
data is analysed and finally in the third part the con-
ditions for improvements in energy yield by LIDAR
assisted yaw control are discussed theoretically.

4.1 Simulation Using Generic Wind

The scope of the presented simulation study is to
test if the methods presented in Section 2 are robust
and can be applied to turbulent wind fields. This is
not obvious, because the simulation model of the
wind (here IEC Kaimal [14]) and of the LIDAR ((3)
and (4)) are more complex than the used design
wind (8) and LIDAR model (1). Similar work has
been presented [18], using an empiric reconstruc-
tion method and Mann turbulence.
The 33 Class A wind fields from section 3 are gen-
erated with a horizontal mean flow angle of αH =
10 deg. The 10 min-wind fields are scanned again
with the mentioned LIDAR simulator, imitating the
SWE-LIDAR system [4] using a Lissajous-like tra-
jectory, see Figure 10. Only the third measurement
plane in 116 m is used, scanning a regular 87 m by
87 m grid with n = 49 focus points. The misalign-
ment detected by the LIDAR α̂HL is estimated with
the model (8) using those focus points from the last
n points, where no impact with the turbine blades is
simulated. Due to the positioning on top of the na-
celle, similar to the one used in the experiment, this
usually results in a loss of ≈ 30%.
The resulting α̂HL signal is very oscillating and for
better illustration a 1 min running average is used in
Figure 11. For comparison, the misalignment signal
of a point measurement is plotted, which could be
obtained from a sonic anemometer on hub height

Figure 10: Optimized Lissajous-like trajectory used
for yaw control.
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Figure 11: Misalignment and horizontal shear.
From a wind field (light gray), LIDAR es-
timation (black) and sonic anemometer
simulation (dark gray).

neglecting the disturbance of an operating turbine.
Initially it seems that no advantage is gathered by
the averaging over the rotor disc. But the reason for
this effect can be observed in the running average
of the effective horizontal shear from the wind field:
The misalignment signal estimated with the LIDAR
is disturbed by the horizontal shear, due to the ef-
fects described in Section 2.
However, Figure 12 shows that for all 33 simula-
tions the error of the misalignment estimation in the
10 min mean is below 1 deg due to the fact that the
mean of the effective horizontal shear for the wind
field is close to zero. In the mean absolute error
over the used 3 seeds a better estimation can be
observed for higher wind speeds where the turbu-
lence intensity of the wind fields is lower.
The results of this simulation study show that with
the proposed method of wind reconstruction it is
possible for a simulated LIDAR to estimate the mis-
alignment of a turbine in the scale of 10 min similar
to the simulated undisturbed sonic anemometer. An
important requirement is that there is no constant
horizontal shear, which is difficult to guarantee in
complex terrain.
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Figure 12: Evaluation of the simulation study for all
33 simulations.

Figure 13: SWE nacelle-based pulsed LIDAR sys-
tem installed on a 5 MW turbine [4].

4.2 Simulation Using Real Data

From the simulation study above it is hard to esti-
mate the improvement of LIDAR assisted yaw con-
trol compared to the standard yaw control: On one
hand it is hard to model the disturbance which a na-
celle mounted anemometer will experience in real
conditions. On the other hand it is difficult to esti-
mate the real wind direction in real experiments to
evaluate the improvements.
Therefore, a simulation study is presented here us-
ing data from a real experiment: A scanning LIDAR
system was developed and installed on a 5 MW
wind turbine (see Figure 13) measuring the wind in-
flow. In the following investigation it is assumed that
the LIDAR system is able to estimate the 10 min
misalignment. This assumption is reasonable, con-
sidering the simulation study above and the location
(flat terrain) where no constant horizontal shear is
expected.
Data sets of at least 4 h are selected from almost 5
months of measurement using following criteria:

• Lissajous-like trajectory (see Figure 10)

• turbine in normal operation

• 50% of data availibility

By this procedure a total of 223 h is analyzed and
the misalignment detected by the LIDAR α̂HL is
again estimated using model (8).
In a first step the overall average is calculated: in
the period of the 223 h an average misalignment of
only 0.7 deg is detected. This shows, that no signif-
icant static misalignment can be detected. But this
number is no indication, whether LIDAR assisted
yaw control can reduce the fluctuation of the mis-
alignment.
Therefore the basic idea of the second step is
to analyze, how the wind direction tracking can
be improved by the LIDAR compared to the sonic
anemometer if the same yaw control strategy is ap-
plied, and if the LIDAR is able to perfectly estimate
the misalignment. Therefore the absolute yaw di-
rection signal γT is superposed with the relative,
10 min averaged misalignment signals from the na-
celle mounted LIDAR and sonic anemometer to the
absolute wind direction signals γL and γS from LI-
DAR and sonic anemometer, respectively. The as-
sumed real wind direction γ is equal to γL, but
5 min shifted back in time, due to the assumption
of the perfect LIDAR measurement and the delay of
a 10 min average. Then following yaw control [17] is
applied to γL and γS : The turbine yaws, if the abso-
lute 10 min averaged misalignment is above 10 deg.
Starting for both instruments with no misalignment,
the simulated turbine directions γTL and γTS are
obtained. Figure 14 shows an extreme example of
this method for better illustration.
With this method it can be simulated, how the tur-
bine would have been yawed for both instruments.
Finally, the resulting yaw misalignment for both in-
struments can be calculated by comparing the sim-
ulated turbine positions with the wind direction:

αHL = γ − γTL

αHS = γ − γTS . (24)

Due to the average time and the threshold in the
control strategy, the difference in the fluctuation of
both signals over the 223 h of data is relatively low:
In this case the sonic anemometer assisted yaw
control would have been achieved a standard de-
viation of σ(αHS) = 6.4 deg and the LIDAR assisted
yaw control despite of the perfect measurement a
standard deviation of σ(αHS) = 4.1 deg.

4.3 Discussion

Both studies above show, the yaw misalignment can
be divided in a static and a dynamic subproblem. In
reality there will be a mixture of both, but this per-
ception is helpful to rate the benefits which can be
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Figure 14: Measured wind directions and simulated
yaw positions.

achieved by using a LIDAR system for yaw control.
If there is a static misalignment ᾱH , the loss in
power can be modeled as [9]:

Pel(ᾱH) = Pel,max cos
3(ᾱH). (25)

Figure 15, shows e.g. that ≈ 10% of power is lost, if
the turbine is misaligned by ≈ 15 deg to one side.
This value can be considered as a lower bound,
because a misalignment in full load operation will
not have an effect on the power. Such a static
misalignment could be caused by a miscalibrated
anemometer or if the hub height wind direction has
an offset compared to the rotor effective wind direc-
tion due to a very inhomogenious inflow e.g. in com-
plex terrain. A static misalignment can be solved by
better calibration of the standard nacelle anemome-
ter and does not need a constant use of a LI-
DAR system. In the case of investigated data the
detected static misalignment of 0.7 deg only would
cause a power loss of 0.02%. This low value can be
due to the fact that the considered turbine is a well
calibrated prototype in flat terrain.
A constant use of a nacelle mounted LIDAR sys-
tem is justified, if the fluctuation of yaw misalign-
ment can be reduced. Similar to the discussion in
Section 3.4 the misalignment can be assumed to
be Gaussian distributed with zero mean and a stan-
dard deviation σ(αH). Then the loss in power can
be modeled by:

Pel(σ(αH )) = Pel,max

∫ ∞

−∞
ϕ0;σ(αH ) cos

3(αH)dαH .

(26)

The loss in power due to the dynamic misalignment
is plotted in Figure 16 and again is only applicable
to partial load operation. The reduction of σ(αH)
and therefore an improvement of the power out-
put is limited to the control strategy: a reduction to
0 deg would require immediate yawing of the rotor
which is neither feasible nor reasonable due to the
induced loads. In the presented investigation a re-
duction from 6.4 deg to 4.1 deg yield to an improve-
ment from 99.3% − 98.2% = 1.1% using (26). This
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ᾱ [deg]
-15 -10 -5 0 5 10 15

0.9

0.92

0.94

0.96

0.98

1

Figure 15: Power loss due to static misalignment.
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Figure 16: Power loss due to dynamic misalign-
ment.

low value despite of assumed perfect reconstruc-
tion of the alignment by the LIDAR system can be
due to the location but still gives an estimation of
improvement which can be expected.
A validation of the LIDAR reconstructed rotor effec-
tive wind characteristics can be achieved by com-
paring to those estimated from turbine data. Fig-
ure 17 compares the shears obtained from model
(5) with shears obtained by a zero-order estimation
from blade root bending moment, showing as ex-
pected a better correlation for δV than for δH .
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Figure 17: Estimated shears using LIDAR (black)
and turbine data (gray).
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5 Conclusion and Outlook

In this work a method is presented to reconstruct
wind characteristics based on LIDAR measure-
ments and shortcomings are shown. This method
is used in two approaches to increase the energy
production of wind turbines: The first approach
uses the knowledge of the incoming wind speed to
assisted variable speed control, but only marginal
benefit can be gained. This is due to the fact
that the standard variable speed control is already
close to the aerodynamic optimum. The second
approach uses the wind direction estimation by a
LIDAR system for yaw control. Here an increase of
energy production by a couple of percent can be
expected, depending on the control strategy and
the inhomogeneity of the wind.
To improve the wind reconstruction other spectral
information of LIDAR measurements or a combina-
tion with blade root bending moment data should
be considered and validated with turbine structural
data.
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