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ABSTRACT

This work investigates longitudinal spacing policies and vehicular communication

strategies that can reduce inter-vehicular spacing between the vehicles of automated high-

way platoons, in the presence of parasitic actuation lags. Currently employed platooning

technologies rely on the vehicle’s onboard sensors for information of the neighboring ve-

hicles, due to this they may require large spacing between the vehicles to ensure string

stability in the presence of uncertainties, such as parasitic actuation lags. More precisely,

they require that the minimum employable time headway (hmin) must be lower bounded

by 2τ0 for string stability, where τ0 is the maximum parasitic actuation lag. Recent studies

have demonstrated that using vehicular communication one may be able to employ smaller

spacing between vehicles while ensuring robustness to parasitic lags. However, precise re-

sults on the extent of such reduction are sparse in the literature . In this work, platoon string

stability is used as a metric to study controllers that require vehicular communication, and

find the amount of reduction in spacing such controllers can offer.

First, the effects of multiple vehicle look ahead in vehicle platoons that employ a Con-

stant Spacing Policy (CSP) based controller without lead vehicle information in the pres-

ence of parasitic lags is studied and string instability of such platoons is demonstrated. A

robustly string stable CSP controller that employs information from the leader and the im-

mediate predecessor is considered to determine an upper bound on the allowable parasitic

lag; for this CSP controller, a design procedure for the selection of controller gains for

a given parasitic lag is also provided. For a string of vehicles adopting a Constant Time

Headway Policy (CTHP), it is demonstrated that the minimum employable time headway

can be further decreased via vehicular communication in the following manner: (1) if the

position, velocity and acceleration of the immediate predecessor vehicle is used, then the
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minimum employable time headway hmin can be reduced to τ0; (2) if the position and ve-

locity information of r immediately preceding vehicles is used, then hmin can be reduced

to 4τ0/(1 + r); (3) furthermore, if the acceleration of ‘r’ immediately preceding vehicles

is used, then hmin can be reduced to 2τ0/(1 + r); and (4) if the position, velocity and ac-

celeration of the immediate and the r-th predecessors are used, then hmin = 2τ0/(1 + r).

Note that cases (3) and (4) provide the same lower bound on the minimum employable

time headway; however, case (4) requires much less communicated information. Rep-

resentative numerical simulations that are conducted to corroborate the above results are

discussed.

Vehicle formations employing ring structured communication strategies are also stud-

ied in this work and a combinatorial approach for developing ring graphs for vehicle for-

mations is proposed. Stability properties of the platoons with ring graphs, limitations of

using ring graphs in platoons, and methods to overcome such limitations are explored. In

addition, with ring communication structure, it is possible to devise simple ways to recon-

figure the graph when vehicles are added to or removed from the platoon or formation,

which is also discussed in this work. Further, experimental results using mobile robots for

platooning and two-dimensional formations using ring graphs are discussed.
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1. INTRODUCTION

Vehicular platoons have been studied extensively in the literature for the past several

decades, as they are expected to decrease travel times, increase fuel efficiency and highway

capacity, and decrease accidents caused by human errors. Information flow between the

vehicles and spacing policies employed to maintain the inter-vehicular spacing play a vital

role in maintaining the platoon, and as a result there has been significant ongoing research

in these areas. In particular, one is interested in finding suitable communication strategies

and developing controllers that are scalable to increases in the platoon size. Ideally, re-

ducing the spacing between the vehicles in the platoon would increase highway capacity

and fuel efficiency. However, if the vehicles are very close to each other, the reaction time

to account for any transient disturbances is reduced, and this can lead to collisions [1].

The selection of the desired spacing distance and maintaining stability of the platoon for

that spacing is further complicated when one also has to ensure robustness to system un-

certainties, such as parasitic lags and time delays. Current technologies where vehicles

use only their onboard sensors for information tend to employ larger inter-vehicular spac-

ing to account for system uncertainties; this may not provide adequate improvement in

highway capacity or fuel efficiency [2]. The focus of this work is on the investigation of

spacing policies, communication strategies, and controller designs that can aid in reducing

inter-vehicular spacing while ensuring robustness to parasitic lags.

1.1 Autonomous Transportation

Autonomous Vehicles (AVs) are poised to become the next major advancement in the

evolution of vehicular transportation, thanks to the heavy investment from industries in

passenger and cargo sectors. Traditionally, autonomous transportation systems have been

frequently employed in mass transportation with a limited area of operation, such as air-
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ports and public transport systems. Examples include terminal transit systems in airports,

such as Dallas, Dubai, Newark, London Heathrow, etc. [3], and metro transit systems in

cities, such as Milan, Copenhagen, London, Turi, etc [4]. There are also examples of per-

sonal autonomous vehicles around the world, some of them are Personal Rapid Transit

(PRT) system at the Heathrow Airport [5], the LUTZ project at Milton Keyes in UK [6],

the Uber autonomous taxis in Pittsburgh, USA, the Google autonomous car, etc. Although

such projects are successful their operational scope and region is limited. For instance the

PRT system at Heathrow Airport, uses personal autonomous pods that travel in fixed paths

similar to airport trains. There have been some efforts to bring fully autonomous or semi

autonomous vehicles onto roadways and highways, examples of such efforts are the PATH

program in California (USA) [7] and SARTRE in Europe [8]. At the core of these efforts

is a vehicle capable of autonomous motion.

Many commercially available cars have at least some level of autonomy or autonomous

features, such as cruise control systems, blind spot and rear monitoring systems, etc. Some

models offer more semi-autonomous functions, such as parking assistance, obstacle de-

tection and haptic feedback, autonomous braking, automated lane keeping, etc. There are

some latest vehicles in the market that offer very advanced autonomous driving features,

such as the Tesla’s Autopilot system, Audi and Volvo autonomous driving systems [9].

With improvements in processor size and processing capabilities, sensor and communi-

cation systems, autonomous transportation is closer than ever for the reach of common

people. The time horizons set by government regulators and industry experts indicate that

commercial sales of level 4 autonomous (highly autonomous) vehicles are expected to be-

gin around 2020 and level 5 (fully autonomous) vehicles are expected to be commercially

available between 2023-2025 [10]. This in-turn has increased the interest from indus-

try and academia towards solving the problems involved in commercializing autonomous

transport systems.
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A bulk of the research and implementation efforts in automated transportation has fo-

cused on commercial trucking or freight transport [11, 12]. There are several reasons for

this: possibility of increase in the highway capacity, operational safety, and the improve-

ments in fuel efficiency of the freight transport. Furthermore, in many countries, trucks

and freight transport vehicles are more regulated than passenger vehicles, and commercial

trucks are used more frequently than regular passenger cars. The Environmental Protection

Agency (EPA) estimates that the freight transport accounts for a sizable share of carbon

emissions and fuel consumption compared to other types of road vehicles [13]. Any small

reduction in fuel consumption of individual trucks will decrease the overall fuel consump-

tion of the industry. With this in mind several countries and labs around the world have

focused on studying Autonomous Highway Systems (AHS) [2, 7, 8, 11]. There are efforts

from the automobile industry to develop fully autonomous trucks, such as the Volvo and

Daimler self driving truck tested in Europe and Otto’s self driving truck in USA. There are

also efforts in setting up the infrastructure for autonomous highway travel [2, 11].

Research on AHS covers a wide variety of theoretical and practical problems, such as

road infrastructure, vehicle localization, environment sensing, vehicle control, autonomous

cruise control (ACC), cooperation between individual vehicles, vehicle to vehicle commu-

nication, vehicle longitudinal and lateral control, etc [1, 11, 14, 15]. Substantial progress

has been made in these areas over the past few decades, evidence of which can be seen

from the road tests conducted in [7, 8, 16].

1.2 Vehicle Platoons

One of the key areas of research is the autonomous highway platoons, where multiple

autonomous vehicles are bound together in the form of platoons. Traditionally, the term

‘platoon’ was used to refer vehicles traveling in a single lane with a fixed distance between

them. However, many recent studies use the term platoon to refer to any string of auto-

3



mated vehicles on the highway. Vehicles in the platoon are expected to travel together at

the same speed and with a fixed or varying spacing between each other. A typical setup

Leader

communication
radar

relay tower

spacing

Figure 1.1: A typical setup of vehicles in platoon

of autonomous vehicles traveling in a platoon is shown in Figure 1.1. The vehicles are

equipped with an array of onboard sensors, such as GPS, radar, sonar, etc. In more recent

setups the vehicles are also equipped with short range V2V communication equipment.

The highway may also be setup with special infrastructure, such as the information relay

towers, traffic cameras, etc. Some of the challenges of vehicle platoons include: group-

ing vehicles into a platoon, specifying the spacing between individual vehicles and their

speed, dealing with vehicle entry and exit in and out of the platoon, etc [2, 17]. As men-

tioned earlier, the key goals of platooning vehicles are that each vehicle maintains a speed

consistent with rest of the platoon and a safe distance from its neighboring vehicle, which

in general is the vehicle that is immediately ahead of it, called the preceding or predeces-

sor vehicle. A spacing policy and an associated controller are used by every vehicle for

this purpose. The spacing policy dictates the desired inter-vehicular spacing between the

vehicles and the associated controller uses information about the vehicle’s own state and

that of the preceding vehicle to generate the control input. Control input is usually applied

as a desired acceleration to the vehicle.

Depending on how the spacing between the vehicles is determined, the spacing policies

fall into two broad categories a Constant Spacing Policy (CSP) and a Variable Spacing
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Policy (VSP). In a CSP, each vehicle is controlled to maintain a desired constant following

distance irrespective of the velocity of the vehicles in the platoon. Several types of CSP

based controllers are discussed in [18], such as a basic CSP controller, CSP controller with

acceleration feedback, CSP controller with multiple vehicle feedback, etc. Some other

works from the literature that also discuss CSP controllers are [15, 19–21]. It is known

that some CSP based controllers may lead to string instability especially in the absence of

the lead vehicle information [22]. A VSP based controller has the potential to circumvent

string instability with onboard information only. In a VSP, the desired following distance

of a controlled vehicle changes with its speed. Chief among the VSPs is the Constant

Time Headway Policy (CTHP) [23], where the desired following distance of a controlled

vehicle varies linearly with its speed and the constant of proportionality is referred to as

the time headway (hw). At zero speed the spacing between the vehicles is minimum and

it increases with the speed of the vehicles. Smaller time headway is desirable as this

translates to higher capacity and efficiency [2, 12]. Therefore, selecting a time headway

that is as small as possible while ensuring safe and comfortable operation of the vehicles

is essential for platoons using CTHP controllers.

Many other types of variable spacing policies have been explored throughout the liter-

ature. A constant safety factor based policy was adopted in [24]. An exponential nonlinear

spacing law was used in [25] and its performance was compared to the CSP and CTHP

controllers. A delay based spacing policy was discussed in [14]. A nonlinear variable

spacing policy was used in [26]. In this dissertation only the CSP and CTHP are employed

as these are the most commonly used in the literature.

Controllers utilize the desired spacing obtained from the spacing policy and the actual

spacing obtained from sensors or communication or a combination of both, to compute

the control input. They are designed to satisfy two important requirements: the individual

vehicle stability and the platoon string stability. Vehicle stability ensures that each vehicle
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follows the preceding vehicle at a desired distance in the absence of any external distur-

bances. String stability is the ability of the controller to attenuate disturbances in spacing

errors as they propagate upstream in the vehicle string. If the platoon is not string sta-

ble, then a disturbance on a vehicle (e.g: change in velocity) is amplified as it propagates

upstream to the following vehicles (especially at the tail of the platoon); this may in-turn

lead to collisions, jerky vehicle response, uncomfortable and unsafe driving experience

for passengers. String stability is a commonly used performance metric for studying the

transient behavior of the platoon while designing longitudinal spacing controllers for AVs.

String stability was studied extensively in the literature starting from the 1970s [18,23,

27–30]. Several authors in the past have presented formal and mathematical definitions

of string stability in vehicle platoons [19, 23, 27, 31]. Some of the initial definitions for

string stability in the context of vehicle platoons are provided in [27, 28]. A more formal

definition of string stability is given in [32]. It is known from prior research at California

PATH that string stability and high throughput can be guaranteed with CSP based con-

trollers if the velocity of a reference vehicle is broadcast to all vehicles in a platoon and

employed as feedback in all following vehicles. This would require that every vehicle

needs to communicate with the lead vehicle of the platoon, which may not be efficient

over long distances. Instead of the reference vehicle information, vehicles in the platoon

may utilize information of multiple immediate predecessors within their communication

range. However, it was also shown primarily using numerical simulations that if the con-

trollers were to use information from multiple immediate predecessors, then the platoon

may only be weakly string stable [22]. It is known that controllers employing CTHP are

in general string stable [19].

Traditional vehicle control systems, such as the Adaptive Cruise Control (ACC) sys-

tem rely only on onboard sensors [2, 33], and employ CTHP controllers owing to their

string stability. In [34], it was shown that employing a small headway may result in string
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instability in the presence of parasitic actuation/sensing lags; in particular, it was shown

that if τ0 is the maximum parasitic lag and hw is the time headway, then string stability

can be maintained only if hw ≥ 2τ0. Typical values of time headway considered in truck

platooning are in the range of 0.5− 1 s, which at a speed of 65 mph (≈ 30 m/s) equate to

a physical spacing of 15− 30 m. Therefore, the additional constraints due to parasitic lags

cause the vehicles to be too far apart. Further, it was shown that even if most of the vehicles

on the highway are equipped with ACC systems this would not improve the efficiency of

traffic movement and in some scenarios ACC may also cause instabilities [35, 36]. Thus,

the main drawback of ACC systems is that the desired spacing between vehicles must

be large to maintain string stability. For this reason researchers have started looking for

methods to improve ACC systems in an effort to reduce time headway.

Intuitively, if the vehicle’s controller has knowledge of what the predecessor vehicle is

about to do then it may be possible to react more quickly to the changes. For example, if

the vehicle knows that the predecessor vehicle is about to reduce speed, then it can also

start reducing the speed or take other necessary actions. This is the idea behind cooper-

ation between the vehicles in the platoon that are equipped with ACC systems, and this

strategy is referred to as the Cooperative Adaptive Cruise Control (CACC). In the CACC

system controllers use information obtained from the sensors as well as from the Vehicle

to Vehicle (V2V) and/or Infrastructure to Vehicle (I2V) communication. CACC is a fairly

new idea which is extensively studied in the recent literature partly due to the advance-

ments in the communication technologies at the disposal of the automotive industry. A

detailed and formal definition of the concepts involved in CACC of vehicle platoons is

presented in [2] and a review of the existing literature is presented in [1]. A platoon of

cars using CACC was the focus of study in [37] where the authors have found that using

CACC with a CTHP controller produces string stable platoons when using homogeneous

vehicles in the platoon. The authors acknowledged that string stability of the platoons with
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CACC needs further investigation, especially in regard to the comparison of performance

of various spacing controllers.

While CTHP was initially proposed for AVs to circumvent the need for vehicular com-

munication, the use of V2V and I2V communications when employing CTHP may seem

paradoxical and this point was not clearly articulated in the literature [38]. Recently, the

necessity for using communication when employing CTHP in trucks was recently high-

lighted by Ploeg [16], who noticed string instability without V2V or I2V communication

in a platoon of three trucks when employing a time headway of about 0.35 seconds. The

authors in [33] used string stability as a metric to show that using predecessor vehicle’s

acceleration can reduce the employable time headway from 2τ0 while ensuring string sta-

bility. Other platoon experiments and numerical simulations also seem to suggest that em-

ploying the acceleration information of immediately preceding vehicles can help reduce

the employable time headway in CTHP [2, 19, 33, 37, 39].

With the recent advances in V2V and I2V communications, and consequently the in-

vestigations into CACC systems, a natural question arises in the context of autonomous

vehicles (AVs): what traffic safety and throughput benefits can be guaranteed through the

use of V2V and I2V communications? Several other works have demonstrated the ad-

vantages of using V2V communication in other areas of vehicle platooning. The benefits

of using V2V communication among AVs for collision avoidance via an emergency lane

change maneuver are discussed in [40]. In an emergency braking scenario, inter-vehicular

communication aids coordination amongst vehicles in a platoon leading to a reduction in

the probability of a collision, expected number and severity of collisions [41]. In [42, 43],

the authors reported that information from upstream vehicles results in a reduction of col-

lisions and pileups. A safety factor called Deceleration based Surrogate Safety Measure

(DSSM) was computed and transferred to downstream vehicles in [44]. Some studies

have investigated the effect of the limitation of communication on platoon string stability.
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For example, in [45], some design guidelines on selection of controllers and operational

parameters were presented by considering the effect of delays and sampling in communi-

cation channels.

However, most of the literature on longitudinal spacing controllers have only demon-

strated the benefits of communication using numerical simulations or experiments with a

few exceptions, such as [33]. In this context some of the problems include: can a CACC

system utilizing CSP controllers guarantee string stability, what kind of spacing policy

will provide most benefits, how does uncertainty in the communication affect the perfor-

mance, etc. Although some forms of CSP controllers were already shown to benefit from

using communication (i.e., the leader or reference vehicle information), prior research and

numerical results also suggest that V2V communication does not help many other forms

of CSP based controllers in guaranteeing string stability [18]. It is of importance to inves-

tigate how robust the string stability of CTHP controllers is when communication is used

to gain additional information; that is, how does one characterize the improvements on se-

lection of time headway for CTHP controller when communication is available. Selection

of the smallest time headway for a CTHP controller in CACC systems with string stability

guarantee is still an open problem.

It is also of interest to study if any unconventional information flow between vehicles

can provide additional benefits. Conventional information flow in the platoons has always

been from the front of the platoon to the back, i.e., the leader to the upstream. The only

common exception is the bidirectional communication where the vehicles use informa-

tion from their predecessor and follower vehicles. Vehicular communication can be useful

in creating other types of information exchange which may be more beneficial. A ring

type communication is like a predecessor follower type communication with an additional

communication link between the lead vehicle and the tail vehicle of the platoon. Ring

graphs have been considered in the literature mainly for cyclic pursuits around an equilib-
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rium point [46, 47]. Each vehicle is modeled as a kinematic unicycle to study equilibrium

formations and global behavior. The use of ring communication graphs to maintain ve-

hicle platoons was investigated in [48], and a platoon solution to guarantee stability is

derived using a simple coordination control law based on the ring interconnection. Ring

graphs with vehicle platoons were also studied in [49] where the scalability of the con-

troller is discussed along with some experimental validation. Some more recent studies

that use ring graphs in vehicle formations can be found in [25] and [26]. Unlike predeces-

sor follower type graphs, ring graphs may also be useful in 2D and 3D formations where

maintaining the formation shape is of utmost importance. Traditionally vehicles in the for-

mation rely on information from all the vehicles within their neighborhood, however this

will require exchange of substantial amount of information. In such scenarios ring graphs

may be useful to maintain tight formations. Clearly, the advantages, limitations and design

considerations when using ring graphs for communication should be further explored.

The results from recent literature motivate the prospective users to employ additional

information that can only be obtained using V2V or I2V communication to improve the

highway capacity, passenger safety, comfort and efficiency of the autonomous vehicle pla-

toons. However, there are several questions that need to be addressed before full scale

implementation of such systems, such as what kind of information is beneficial, is infor-

mation from communication beneficial for all the controllers utilizing CSP or CTHP, and

can the improvements in performance be quantified, etc. In the context of CTHP, the fol-

lowing are addressed in this work: is it possible to reduce the minimum time headway if

V2V communication is used? If yes, then by what factor?

1.3 Contributions

A key contribution of this research is to outline and quantify the advantages of using

vehicular communication in the longitudinal spacing control of the vehicles in a platoon.
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Multiple information exchange methods that require V2V communication are studied to

determine how and what information will impact the time headway. For CSP controllers

the effect of using information from multiple predecessors on string stability is investi-

gated. A majority of this work is geared towards investigating CTHP controllers. String

stability in the presence of parasitic lags for platoons using CTHP controllers, that employ

immediate predecessor acceleration information, multiple predecessors information and

immediate predecessor/follower information, is studied to find the effect of this additional

information on minimizing the time headway. Ring type information flow and its effect

on the control of a platoon or formation is also studied. The individual contributions are

listed below.

• When the platoon uses a CSP controller with information from ‘r’ immediate pre-

decessor vehicles, then the platoon is not robustly string stable.

• If the CSP controller uses information from the immediate predecessor and the

leader of the platoon, then the platoon is robustly string stable. A bound on the

maximum parasitic lag, which is as a function of controller gains, under which ro-

bust string stability can be maintained is determined [50].

• When the platoon uses a CTHP controller with the position, velocity and accelera-

tion information of the immediately preceding vehicle, then the lower bound on the

minimum employable time headway is equal to the parasitic lag value τ [51].

• If the CTHP controller employs the position, velocity and acceleration informa-

tion of ‘r’ immediate predecessors, then the minimum employable time headway is

2τ/(1 + r).

• If the CTHP controllers employs information from only the immediate and the ‘rth’

predecessors, then the minimum employable time headway is 2τ/(1 + r) [51].
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• In the absence of vehicular communication, predecessor vehicle brake light status

may be used to improve time headway.

• If ring communication is used with the CTHP controller, then the platoon is stable

irrespective of the size of the platoon. Furthermore, vehicles can be added to or

removed from the platoon without affecting the platoon string stability. For large

platoons and formations in two- and three-dimensions, ring communication graphs

may be obtained by modeling the problem as a special case of the Traveling Sales-

man Problem (TSP) [52, 53].

The rest of this document is organized as follows. A detailed background of the prob-

lem, including a brief overview of the vehicle dynamics, definition of string stability and

methods used to analyze it, is presented in Chapter 2. Prior analysis of string stability when

using CSP and CTHP controllers is also discussed in this chapter. Results pertaining to

the CSP controller with multiple predecessor vehicle information, and CSP controller with

leader information, along with a controller design procedure are presented in Chapter 3.

Chapter 4 involves the analysis of CTHP controllers and their respective improvements

in the minimum employable time headway. Numerical studies that involve use of prede-

cessor brake light information in ACC systems and information quantization in vehicular

communication are presented in Chapter 5. Ring graphs for communication, stability of

platoons, reconfiguration, and experimental validation using mobile robots are discussed

in Chapter 6. A summary of the dissertation along with conclusions drawn and future

research directions are presented in Chapter 7.
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2. VEHICLE PLATOONS AND SPACING POLICIES

In this chapter, a brief review of a commonly employed vehicle model, spacing policies

and string stability analysis methods from the literature is presented. First, the dynamic

model for individual vehicles that is used for the analysis of the control laws is discussed

in the Section 2.1, followed by a discussion on the information flow models and the spac-

ing policies employed in the vehicle platoons. In Section 2.2 the string stability and robust

string stability of a platoon are defined and two common methods employed in the lit-

erature for the analysis of string stability are discussed. Some prior results pertaining

to the string stability of platoons with CSP and CTHP controllers are discussed later in

Section 2.2.1.

2.1 Vehicle Dynamics

Consider a platoon of N homogeneous vehicles moving in a single lane on a highway.

Let i (i = 1, 2, 3, · · · , N) represent the index of vehicle in the platoon. Let x represent

the longitudinal position of the vehicle, and let each vehicle be a body of mass m with tire

friction p and aerodynamic drag coefficient of c. A commonly used vehicle model for the

longitudinal position control of the vehicle is [18],

mai(t) + cv2i (t) = ûi(t)− pi (2.1)

where a, v and û are the acceleration, velocity and the control input of the vehicle, and the

subscript i denotes that the variable corresponds to the ith vehicle of the platoon. Other

models that also account for the length of the vehicle, location of its center of gravity, etc.,

were considered in the literature; for example see [15, 16, 54]. The above dynamic model
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can be simplified by using the following control input,

ûi(t) = cv2i (t) +mui(t) + pi.

Then the simplified dynamic model of the ith vehicle is,

ai(t) = ui(t), (2.2)

where ui is the augmented or the synthetic input of the ith vehicle. A typical longitudinal

position control architecture for AVs is shown in Figure 2.1 [15, 55]. The upper controller

uses information from the predecessor(s) feedback and the desired spacing to compute the

control input ui (usually in the form of a desired acceleration or a velocity set point). The

lower level controller adjusts the engine throttle or wheel brakes to track the set point. Due

to the limitations on the bandwidth, there is a parasitic actuation lag associated with the

acceleration or deceleration tracking. Failure to account for such parasitic lags may result

in the saturation of control input which can cause undesired behavior. Hence, the upper

level controller is designed such that the desired response is guaranteed robustly in the

presence of these bandwidth limitations.

For simplicity, one can approximate the behavior of the engine and the brake dynamics

as a first order perturbation to the simple vehicle model in equation (2.2). The perturbed

model of the vehicle is as follows,

τ ȧi(t) + ai(t) = ui(t), (2.3)

where τ is the parasitic actuation lag. It is assumed that τ is uncertain and that τ ∈

(0, τ0]. Longitudinal spacing controllers are used in the upper level and they require two

components, (1) information of neighboring vehicles, and (2) spacing policy, as shown in
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Upper Controller

Lower Controller

Vehicle

Throttle/ Brake

Figure 2.1: Longitudinal control structure of the vehicle in AVs.

Figure 2.2.

2.1.1 Information Flow Graphs

Information used by the longitudinal spacing controller may include the position, ve-

locity and sometimes the acceleration of the neighboring vehicles, and it may be obtained

using onboard sensors or vehicular communication. Graph theory is frequently employed

to represent and analyse the information exchange among the vehicles in the platoon. The

graphs that are used to represent the information exchange are called the information flow

graphs. One of the most commonly used information flow graph in vehicle platoons is the

predecessor follower (PF) graph or the path graph shown in Figure 2.3. Another common

information flow graph consists of every vehicle exchanging information from both the

predecessor and the follower vehicle; it is called the bidirectional information flow graph,

shown in Figure 2.4.

In large platoons a controller may obtain information from vehicles that are further

downstream using vehicular communication. An example of such an information flow

graph is the Leader Predecessor Follower (LPF) graph shown in Figure 2.5, where each
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-Preceding vehicle(s)

-Position, velocity, etc.

-Onboard sensors

Eg: Adaptive Cruise

Control (ACC)

-Onboard sensors +

communication

Eg: Cooperative

Adaptive Cruise

Control (CACC)

Information

-Spacing error or

generalized spacing

error.

-Control input

-Linear and 

Nonlinear

Controller

-Desired spacing

-Fixed spacing

Eg: Constant Spacing

Policy (CSP)

-Variable spacing

Eg: Constant Time

Headway Policy

(CTHP)

Spacing Policy

Figure 2.2: Components of longitudinal spacing controllers.

1 2 N-1 N. . .

Figure 2.3: Vehicle platoon with predecessor follower type information flow, solid arrows

indicate the direction of information flow

. . . . . .ii�� i��

Figure 2.4: Vehicle platoon with bi-directional information flow

vehicle obtaines information from its own predecessor as well as the leader of platoon.

Another example of such an information flow graph is shown in Figure 2.6, where every

vehicle obtains information from three predecessor vehicles. It was demonstrated in mul-

tiple studies that information exchange plays an important role in the stability and string

stability of the platoon [56–58].
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1 . . .ii-1. . .

Figure 2.5: Platoon of vehicles with information flow from the platoon leader and prede-

cessor (LPF)

i-r . . .. . . ii-1i-2. . .

Figure 2.6: Vehicle platoon with predecessor follower type information flow from ‘r’

predecessor vehicles.

2.1.2 Spacing Policies and Controllers

In this section some controllers that employ the CSP and CTHP are discussed. Con-

sider the string of vehicles shown in Figure 2.7, where d is the minimum spacing or the

standstill spacing between the vehicles. For CSP controllers, d is the desired spacing and

for the CTHP controllers it is the desired standstill spacing.

d

radar

ii-1 i+1

d

Figure 2.7: String of vehicles using controller with CSP.

The spacing error (ei) of the ith vehicle is the difference between the actual and desired

17



longitudinal spacing between the ith vehicle and its predecessor.

ei = xi − xi−1 + d. (2.4)

The generalized or velocity dependent spacing error is defined as,

δi = ei + hwvi = xi − xi−1 + d+ hwvi, (2.5)

The objective of the CSP controllers is to regulate the spacing error to zero, where as, the

objective of CTHP controllers is to regulate the generalized spacing error to zero.

Consider a CSP controller that employs the position and the velocity information of

the predecessor vehicle [18],

ui = −kv(vi − vi−1)− kp(xi − xi−1 + d), (2.6)

where kv and kp are the positive controller gains associated with velocity and position

feedback, respectively. In the absence of parasitic lags, the governing equation for the

spacing error of the ith vehicle is obtained by substituting the control law from (2.6) in the

vehicle dynamics (2.2) and simplifying.

ëi + kvėi + kpei = kvėi−1 + kpei−1. (2.7)

Taking the Laplace transform of the above governing equation, results in the transfer func-

tion describing the propagation of the spacing error from (i−1)th vehicle to that of ith ve-

hicle.

Ei(s)

Ei−1(s)
= H(s) =

kvs+ kp
s2 + kvs+ kp

, ∀ i ≥ 2. (2.8)

Notice that the above transfer function is valid only for vehicles with index 2 through N ,
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because the first vehicle of the platoon is the leader and is independent. The CSP controller

that also employs the acceleration of the predecessor is,

ui = kaai−1 − kv(vi − vi−1)− kp(xi − xi−1 + d). (2.9)

More generalized forms of the above control law can be formulated that utilize multiple

vehicles in the feedback.

A simple CTHP controller is [18, 23]

ui = −kv(vi − vi−1)− kpδi, (2.10)

where kv, kp are the positive gains. The above controller results in the following error

propagation equation,

δi(s) =
kvs+ kp

s2 + (kv + kphw)s+ kp
δi−1(s) := H(s)δi−1(s). (2.11)

Notice that the above transfer function is reduced to the CSP transfer function in equation

(2.8), if the time headway is zero. One can also design CTHP controllers that employ

the acceleration information of the predecessor or the information from ‘r’ immediate

predecessor vehicles. The gains in the above CSP and CTHP controllers are selected

to ensure vehicle stability and platoon string stability. The string stability of a platoon

and some known results of string stability of the above CSP and CTHP controllers are

discussed next.

2.2 String Stability

String stability is the ability of the vehicles to attenuate the spacing errors caused by

external disturbances as they propagate upstream (increasing vehicle index) in the vehicle
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string. The following definition of string stability is from [18].

Definition 1. A string of vehicles is string stable if, given γ > 0, there exists δ > 0 such

that whenever

max

[

‖ei(0)‖∞, ‖ėi(0)‖∞, ‖
i∑

j=1

ej(0)‖∞, ‖
i∑

j=1

ėj(0)‖∞
]

< δ =⇒ sup
i

‖ei‖∞ < γ,

and weakly string stable if,

max [‖ei(0)‖1, ‖ėi(0)‖1] < δ =⇒ sup
i

‖ei‖∞ < γ

The definition implies that for a string of vehicles if the maximum error of all the initial

errors of the vehicles in the string is bounded, then the maximum error in time as well as

in vehicle index should also be bounded. It is customary in the study of string stability to

assume that the string is of infinite length. This is because a finite length string, the errors

may always be bounded by a finite value. An extension of string stability is the robust

string stability which is defined as follows,

Definition 2. A string of vehicles is robustly string stable in presence of parasitic lag τ0,

if the vehicles are string stable according to Definition 1 for all τ ∈ [0, τ0].

Analytical methods to investigate the string stability of a vehicle string vary in litera-

ture [15, 18, 58]. Two methods of analysis are discussed next.

(1) Frequency Domain Method [18]: This method involves the study of the peak mag-

nitude of the error propagation transfer function. The method is briefly discussed in the

following. A detailed discussion of this method can be found in [15, 18]. The following

definitions of norms are used in the analysis,

‖f‖1 :=
∫ ∞

0

|f(t)|dt, ‖f‖∞ := sup
t≥0

|f(t)|.
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where f(t) is a linear piecewise continuous function.

Consider the spacing error propagation equation from the (i−1)th vehicle to the ith ve-

hicle

Ei(s) = H(s)Ei−1(s). (2.12)

Using the inverse Laplace transform, the error propagation in time domain will be,

ei(t) = h(t) ∗ ei−1(t)

where ∗ is the convolution operator and h(t) is the impulse response of transfer function

H(s). From linear control theory it is known that,

‖ei‖∞ = ‖h ∗ ei−1‖∞ ≤ ‖h‖1‖ei−1‖∞.

Thus, for string stability a necessary and sufficient condition is,

‖h(t)‖1 < 1. (2.13)

Computing the above norm is a tedious task. Also from linear systems theory [59], it is

known that,

|H(0)| ≤ ‖H‖∞ ≤ ‖h‖1,

where,

H(0) =

∣
∣
∣
∣

∫ ∞

0

h(t)dt

∣
∣
∣
∣
.

If the impulse response h(t) does not change sign (i.e., non-negative) then,

|H(0)| =
∣
∣
∣
∣

∫ ∞

0

h(t)dt

∣
∣
∣
∣
=

∫ ∞

0

|h(t)|dt = ‖h(t)‖1.

21



Therefore, when h(t) ≥ 0,

|H(0)| = ‖H‖∞ = ‖h‖1,

and the string stability of the vehicles can be investigated in the frequency domain by

studying the magnitude of H(s), if its impulse response h(t) is non-negative.

‖H(jω)‖∞ ≤ 1, h(t) ≥ 0 (2.14)

The above condition is both necessary and sufficient to guarantee string stability and has

been widely used in the string stability analysis. The above analysis can also be extended

to the case of multiple vehicle feedback.

Consider the following spacing error propagation equation,

Ei(s) = H1(s)Ei−1(s) +H2(s)Ei−2(s) + · · ·+Hr(s)Ei−r(s),

where ‘r’ is the number of preceding vehicles in the string that influence the ith vehicle

spacing error. The underlying characteristic polynomial for spacing errors is the following

difference equation,

P (z) = zr −
r∑

l=1

Hl(jω)z
r−l. (2.15)

The spectrum of the above polynomial describes the string stability of the vehicle string.

Hence, if |z| < 1, the platoon is string stable. A sufficient condition for |z| ≤ 1 is given

by [22],

|H(jω)| ≤ 1 (2.16)

Notice that if the vehicle has feedback only from its predecessor then the above polynomial

becomes,

P (z) = z −H(jω),
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and the condition for string stability reduces to (2.14). Although this method is widely

used in the literature, it requires that the impulse response of the error propagation transfer

function be non-negative in order to ensure the existence of feedback gains that guarantee

string stability.

(2) Spatial Invariance Method: This method relies on the the spatial invariance of the

error propagation in the vehicle string. The differential equation governing the spacing

errors can be discretized along the index of the vehicles in the string [27, 58, 60]; this

discrete equation describes the propagation of error along the vehicle index.

Let Xi = [ei, vi, ai]
T be the state vector representing the vehicle i, and

X̂(t) = [X−∞(t), · · · , Xi(t), · · · , X∞(t)],

denote the infinite length vehicle platoon. The vehicle dynamics in equation (2.3) can be

rewritten as, 







ėi

v̇i

ȧi









=









vi − vi−1

ai

1
τ
(−ai + ui)









(2.17)

The following bilinear Z-transformation is used to transform the above representation into

a discretized state equation.

X̃(z, t) := Z[X̂(t)](z) =
∞∑

i=−∞

Xi(t)z
−k, (2.18)

where, z = ejθ, θ ∈ [0, 2π]. Thus, the spatially discretized state equation of the platoon
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is,

d

dt









ẽ(z, t)

ṽ(z, t)

ã(z, t)









=









0 1− z−1 0

0 0 1

0 0 1
τ









︸ ︷︷ ︸

Ã(z)









ẽ(z, t)

ṽ(z, t)

ã(z, t)









+









0

0

1
τ









︸︷︷︸

B̃(z)

ũ(z, t). (2.19)

It is very important to note that the difference equation represents a space shift and it is

still a continuous function of time as evidenced by the presence of the time variable in the

equation. Also, it is assumed that the states and inputs in the above state space are square

summable [58]. The string stability can be investigated by studying the eigenvalues of the

above system. The following lemma from [58] is used to determine the string stability.

Lemma 1. The system shown in (2.19) is asymptotically stable if and only if the following

statements are true,

1. Real λ(Ã(ejθ)) ≤ 0, ∀ θ ∈ [0, 2π], and

Real λ(Ã(ejθ)) = 0 for at most a countable number of θ ∈ [0, 2π].

2. supθ∈[0,2π],t≥0 ‖eÃ(ejθ)t‖ < ∞.

where λ denotes the eigenvalues of matrix Ã.

Therefore, according to the above lemma, in order for the platoon to be string stable,

the eigenvalues of the system matrix Ã(ejθ), for a given θ ∈ [0, 2π] should lie in the

open left half plane with at most one eigenvalue on the imaginary axis, and further, the

eigenvalues should all be distinct. Since the state space representation is formed by spatial

discretization, satisfying the above lemma guarantees error convergence along the index

of the vehicles in the string.
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2.2.1 String stability of CSP and CTHP controllers

String stability of CSP controllers with PF and LPF information flow graphs was stud-

ied a great deal in the literature, especially in [18, 22]. Substituting s = jω in the error

propagation transfer function from (2.8) and taking the infinity norm of H(jω),

||H(jω)||2∞ =
k2
p + k2

vω
2

(kp − ω2)2 + ω2k2
v

.

For sufficiently small frequencies, i.e., 0 < ω <
√

2kp,

|H(jω)| > 1.

Therefore, the system is not string stable and any small error in one of the vehicles may be

amplified as it propagates through the platoon. Using similar analysis it can also be shown

that the platoon using the controller using predecessor acceleration (2.9), may be weakly

string stable when ka = 1. The notation “weak” string stability refers to the case when

spacing errors may attenuate or remain the same with the increase in vehicle index. It was

reported that the platoon employing such controller lacks any robustness to uncertainties

such as parasitic lags. Numerical simulations were primarily used to show these results.

If a vehicle can access the information of leader, it was shown in the literature that

the platoon using a CSP controller which employs information from the reference and

predecessor vehicles is string stable [19, 22]. Moreover, it was also shown that string

stability is also robust to the presence of small uncertainties, such as parasitic lags in the

vehicles [22]. In this work an upper bound on such parasitic lags in terms of controller

gains is determined, which is then used to provide a controller design process.

It is also known that CTHP controller (2.10) can guarantee string stability [19]. Substi-

tuting s = jω in the error propagation transfer function from (2.11) and taking the infinity
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norm of H(jω),

||H(jω)||2∞ =
k2
p + k2

vω
2

(kp − ω2)2 + ω2(kv + kphw)2
.

Clearly, ‖H(jω)‖∞ ≤ 1 for any non-zero hw. When τ > 0 the error propagation equation

becomes,

δi(s) =
kvs+ kp

τs3 + s2 + (kv + kphw)s+ kp
δi−1(s) := H(s)δi−1(s).

Define the minimum employable time headway (hmin) as the minimum time headway for

which the platoon is string stable for every τ ∈ [0, τ0]. From the above error propagation

transfer function, [34]

hmin = 2τ0. (2.20)

However, as noted before this is too restrictive in many practical scenarios. Several studies

have indicated that using vehicular communication may improve (reduce) the minimum

employable time headway. For instance the following Semi-Autonomous ACC (SAACC)

was considered by Rajamani and Zhu in [33],

ui = −k1ai−1 − k2ai − k3ėi − k4ei − k5vi (2.21)

They demonstrated that the minimum employable time headway can be reduced to

hmin =
τ

−k1
, k1 < 0.

Other studies have used numerical and vehicular experiments to demonstrate the benefits

of communication. While studying vehicle string with communication delays in accelera-

tion information, the authors of [39] have showed that when one employs two predecessor

vehicles’ information in the feedback, the minimum employable time headway can be re-
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(a) Immediate Predecessor

(b) 'r' Predecessor Look Ahead

(c) Immediate and 'r'-th predecessor

(d) Bidirectional

(e) Ring communication

Figure 2.8: Information flow structures investigated, direction of travel (solid), information

flow (dotted)

duced to hmin = 4τ/3. Using the information of immediate predecessor and follower in

the feedback, the author of [55] were able to show that the time headway can be reduced

by about 30%. With the exception of [33], none of the results on CTHP provide any an-

alytical bounds on hmin. In the following chapters, the string stability analysis methods

discussed are utilized to study different types of CSP and CTHP controllers that rely on

vehicular communication. The information flow graphs that require communication that

are considered in the rest of this work are shown in Figure 2.8.
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3. CONSTANT SPACING CONTROLLERS∗

In this chapter, the analysis of string stability of controllers based on the CSP is pre-

sented. String instability of a CSP controller that uses information from ‘r’ predecessor

vehicles is established using perturbation analysis in Section 3.1. A CSP controller which

uses the LPF information is investigated in Section 3.2 to find a bound on the maximum

allowable parasitic lags which will ensure string stability. This bound on the parasitic lag

is used to propose a design procedure for selecting control gains for CSP with LPF infor-

mation is presented in Section 3.2.2. Numerical simulations are presented and discussed

in Section 3.3.

3.1 CSP With ‘r’ Predecessor Information

Let every vehicle in the platoon has access to the information of ‘r” immediate pre-

ceding vehicles (shown in Figure 2.8(b)). The value of ‘r’ may be selected depending on

the capabilities of the communication instruments and the spacing between vehicles. The

corresponding CSP control input can be written as

ui =
r∑

l=1



kalai−l − kvl(vi − vi−l)− kpl



xi − xi−l +
i∑

p=max[0,i−l+1]

dp







 , (3.1)

where the subscript i− l denotes that the variable is defined between vehicles i and l. Note

that for the control action that employs information from ‘r’ predecessors, if i ≤ r, then

the i-th vehicle control input utilizes only information from i− 1 vehicles ahead of it. The

∗Parts of this chapter have been reprinted from “Vehicle Platooning with Multiple Vehicle Look-Ahead

Information”, Shyamprasad Konduri, Prabhakar R. Pagilla and Swaroop Darbha, to be presented in IFAC

World Congress 2017.
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governing equation of the spacing error when using the above control law is,

τ
d

dt
ëi + ëi +

r∑

l=1

(kvlėi + kplei) =

r∑

l=1

(kalëi−l + kvlėi−l + kplei−l) . (3.2)

Let

Hl(s) =
kals

2 + kvls+ kpl
τs3 + s2 +

∑r
l=1(kvls+ kpl)

.

Taking the Laplace transform of (3.2), the error propagation equation can be written as,

Ei(s) =

r∑

l=1

Hl(s)Ei−l(s). (3.3)

Using perturbation theory it can be shown that the platoon is not string stable. The follow-

ing theorem summarizes this result [50].

Theorem 1. A platoon of N vehicles with individual vehicle dynamics given by (2.3) and

with the control input given in equation (3.1) is not robustly string stable for any finite r.

Proof. Considering the spacing errors to be states of a spatially discrete system, the fol-

lowing characteristic polynomial describes the spacing error dynamics when the lead ve-

hicle performs a sinusoidal acceleration maneuver at a frequency ω:

P (z) = zr −
r∑

l=1

Hl(jω)z
r−l. (3.4)

If the platoon is not string stable then at least one of the roots of P (z) will lie outside the

unit circle for non zero parasitic lags.

There are three cases to consider: (1)
∑r

l=1 kal < 1, (2)
∑r

l=1 kal > 1, and (3)

∑r
l=1 kal = 1. In each of the three cases, an approach that relies on perturbation analysis

is used to show that the platoon is string unstable. In particular, it is shown that the root at

z = 1 moves outside the unit circle for either sufficiently small values of ω or 1
ω

. Note that
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since
∑r

l=1Hl(0) = 1, P (1) = 0; thus, there is a root at z = 1.

Case (1): The change of the root at z = 1 with ω around ω = 0 will be evaluated. Since

there is no drop in the degree of the polynomial as ω varies, the roots are continuous

functions of ω.

Let z(ω) = R(ω)ejθ(ω). Denote y′ and y′′ as the first and second derivatives of the

variable y with respect to ω. The first and the second derivatives of z with respect to ω at

(ω = 0, R(ω) = 1) are given by

z′(0) = R′(0) + jθ′(0), (3.5)

z′′(0) = R′′(0)− (θ′(0))2 + j(θ′′(0) + 2R′(0)θ′(0)). (3.6)

Also, consider the Taylor series expansion of R(ω) around ω = 0,

R(ω) = R(0) + ωR′(0) + (ω2/2)R′′(0) + h.o.t.

The derivative of P (z(ω)) with respect to ω is given by setting P ′(z(ω)) = 0:

P ′(z) = rzr−1z′ −
r∑

l=1

(

H
′

lz
r−l +Hl(r − l)zr−l−1z′

)

.

Evaluating P ′(z) at {z, ω} = {1, 0}, and setting it equal to zero results in z′(0) = 0. This

implies that R′(0) = 0 and θ′(0) = 0. Since this does not provide any indication of how

the root changes with respect to ω around ω = 0, consider the second derivative of P (z):

P ′′(z) = rzr−1z′′ + r(r − 1)zr−2(z′)2 −
r∑

l=1

(

H
′′

l z
r−l + 2H

′

l (r − l)zr−l−1z′

+Hl(r − l)(r − l − 1)zr−l−2(z′)2 +Hl(r − l)zr−l−1z′′
)
. (3.7)
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Evaluating P ′′(z) at {z, ω} = {1, 0} and setting it equal to zero,

rz′′(0)−
r∑

l=1

H
′′

l (0)−
r∑

l=1

(r − l)Hl(0)z
′′(0) = 0

=⇒ z′′(0) =

∑r
l=1H

′′

l (0)

r −∑r
l=1(r − l)Hl(0)

=

∑r
l=1H

′′

l (0)
∑r−1

l=1 lHl(0)
. (3.8)

Let

Kp :=

r∑

l=1

kpl, Kv :=

r∑

l=1

kvl.

From Hl(jω) one can determine

Hl(0) =
kpl
Kp

, H ′
l(0) =

j(kvlKp − kplKv)

K2
p

, H ′′
l (0) =

2(Hl(0)− kal)− 2H
′

l (0)Kvj

Kp
.

which in turn gives

r∑

l=1

Hl(0) = 1,
r∑

l=1

H
′

l (0) = 0, and,

r∑

l=1

H
′′

l (0) =
2 (1−∑r

l=1 kal)

Kp
.

Hence, z′′(0) is real and positive when
∑r

l=1 kal < 1. Therefore, R′′(0) > 0 which implies

that there is a root with magnitude greater than one for small ω. Thus, the platoon is not

string stable when
∑r

l=1 kal < 1 at low frequencies.

Case (2): If
∑r

l=1 kal > 1, then let λ = 1
ω

; further, define H̄l(λ) := H( 1
λ
). Clearly, for

τ = 0,

H̄l(λ) =
kal + kvlλ+ kplλ

2

1 +
∑r

l=1 kvlλ+
∑r

l=1 kplλ
2
.

Rewriting P (z) in terms of λ,

P (z) = zr −
r∑

l=1

H̄l(λ)z
r−l.
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Let Ka =
∑r

l=1 kal > 1. Consider λ = 0 and note that
∑r

l=1 H̄l(0) =
∑r

l=1 kal > 1.

Clearly,

P (1) = 1−
r∑

l=1

H̄l(0) < 0,

and

P (Ka) = Kr
a −

r∑

l=1

kalK
r−l
a > Kr

a −
r∑

l=1

kalK
r−1
a = Kr

a −Kr
a = 0.

Hence, when λ = 0, P (z) is a real polynomial and has a real root between 1 and Ka > 1

and is not Schur consequently. The above argument presumes kal > 0; if this were not

the case, then for sufficiently large real values of z, the term zr dominates other terms and

the polynomial P (z) will be positive for all such values. Even in this case, the polynomial

P (z) will have a real positive root outside the unit disk. Therefore, when λ = 0, one

root of P (z) lies outside the unit disk. From the continuity of roots with respect to the

coefficients, for sufficiently small values of λ (or equivalently, sufficiently large values of

ω), the polynomial P (z) has a root outside the unit disk and consequently the platoon is

not string stable.

Case (3): When
∑r

l=1 kal = 1 and τ = 0, notice that for every s, z = 1 is always a root of

the polynomial

P (z) = zr −
r∑

l=1

kals
2 + kvls+ kpl

s2 +
∑r

l=1 kvls+
∑r

l=1 kpl
zr−l.

Next fix any s and vary τ , to examine the perturbation of the root at z = 1 using the

approach for case 1. Let y′ denote dy
dτ

in this case. In order to make the dependence of

Hl(s) on τ explicit, write

Hl(s, τ) =
kals

2 + kvls + kpl
τs3 + s2 +

∑r
l=1 kvls+

∑r
l=1 kpl

.
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Differentiating the characteristic polynomial with respect to τ yields:

rzr−1z′ −
r∑

l=1

Hl(s, τ)(r − l)zr−l−1z′ −
r∑

l=1

H ′
l(s, τ)z

r−l = 0.

When z = 1 and τ = 0, simplifying the above equation yields:

z′(0) =
−s3

∑r
l=1 l(kals

2 + kvls+ kpl)
.

Further, when s = jω, the real part of z′(0) denoted by ℜ(z′(0)) is given by:

ℜ(z′(0)) = ω4(
∑r

l=1 lkvl)

(
∑r

l=1 l(kpl − kalω2)2 + ω2(
∑r

l=1 lkvl)
2
> 0.

Expressing z(τ) in the polar form as R(τ)ejθ(τ), from the above equation ℜ(z′(0)) =

R′(0) > 0, indicating that for any sufficiently small τ0 > 0, the root of the characteristic

equation will be outside the unit circle.

Therefore, based on the above theorem, the platoon is not robustly string stable with

feedback from ‘r’ predecessor vehicles, irrespective of the use of predecessor acceleration

feedback in the controller.

3.2 With Leader and Predecessor Information

When the vehicle utilizes information from only its predecessor and the platoon leader

(shown in Fig. 2.5), then the control input may be written as follows:

ui = ka1ai−1 − kv1(vi − vi−1)− kp1(xi − xi−1 + di)

kaLaL − kvL(vi − vL)− kpL(xi − xL + di−L) (3.9)
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where the subscript L denotes the variable corresponds to the leader vehicle, di−L denotes

the spacing between vehicle i and the leader, and all the gains ka1, kv1, kp1, kaL, kvL, kpL

are non-negative. It was shown in [18] that the platoon is string stable and is also robust to

the presence of a sufficiently small parasitic lag.

3.2.1 String Stability Analysis

The objective of this section is to find the range of parasitic lags for which this con-

troller is robustly string stable by utilizing the requirements for platoon string stability.

The following theorem provides this result.

Theorem 2. Let Kv = kv1 + kvL and Kp = kp1 + kpL. A platoon of N vehicles with

individual vehicle dynamics governed by (2.3) and the control input as given by (3.9) with

kvL ≥
√

2Kp is string stable for parasitic lags satisfying τ ∈ [0, τ0] with

τ0 =
1− k2

a1

2Kv
. (3.10)

Proof. Substituting the control input (3.9) into Eq. (2.3) will result in the following gov-

erning equation for the spacing error dynamics:

τ
...
e i + ëi + (kv1 + kvL)ėi + (kp1 + kpL)ei = ka1ëi−1 + kv1ėi−1 + kp1ei−1.

Taking the Laplace transformation of the above spacing error governing equation will

result in the following error propagation equation:

Ei(s) = H(s)Ei−1(s) =
ka1s

2 + kv1s+ kp1
τs3 + s2 +Kvs+Kp

Ei−1(s) (3.11)
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For stability using the Routh-Hurwitz criteria, we have the following conditions:

Kv > 0, Kp > 0, and Kv > τKp.

An upper bound on τ is obtained from the above conditions:

τ <
Kv

Kp
. (3.12)

Consider,

‖Hp(jω; τ)‖2∞ =
(kp1 − ka1ω

2)2 + k2
v1ω

2

(Kp − ω2)2 + ω2(Kv − τω2)2
.

Then, ‖Hp(jω; τ)‖∞ ≤ 1 will imply that

(kp1 − ka1ω
2)2 + k2

v1ω
2 ≤ (Kp − ω2)2 + ω2(Kv − τω2)2. (3.13)

Upon simplification the above equation results in,

τ 2ω6+ω4(1− k2
a1 − 2Kvτ) +ω2(K2

v − k2
v1 +2ka1kp1− 2Kp)− k2

p1+K2
p ≥ 0. (3.14)

For the above inequality to be satisfied for all ω,

τ 2 ≥ 0

1− k2
a1 −Kvτ ≥ 0

K2
p − k2

p1 ≥ 0 =⇒ Kp ≥ kp1 (3.15)

K2
v − k2

v1+2ka1kp1 − 2Kp ≥ 0
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To show the last inequality, consider k2
vl ≥ 2Kp. Then,

k2
vL + 2kvLkv1 ≥ 2Kp,

k2
vL + 2kvLkv1 + k2

v1 ≥ k2
v1 + 2Kp,

K2
v − k2

v1 ≥ 2Kp.

Since ka1 and kp1 are non-negative,

K2
v − k2

v1 + 2ka1kp1 − 2Kp ≥ 0. (3.16)

Therefore, for the inequality (3.14) to be satisfied,

1− k2
a1 − 2Kvτ ≥ 0.

This provides the following bound on the lag:

τ ≤ 1− k2
a1

2Kv
. (3.17)

Notice that for τ to be non-negative, from the above relation one also needs

1− k2
a1 ≥ 0 =⇒ |ka1| ≤ 1 (3.18)

Since kvl ≥
√
2Kp, then Kv ≥

√
2Kp. Thus,

Kv

Kp
=

K2
v

KpKv
≥ 2Kp

KpKv
=

2

Kv
. (3.19)
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Further, since 1− k2
a1 ≤ 1,

1− k2
a1

2Kv
<

2

Kv
≤ Kv

Kp
. (3.20)

Therefore, the bound given by (3.17) is smaller than (3.12), and τ0 =
1− k2

a1

2Kv
.

Notice that ka1 ≤ 1 is one of the requirements for any τ ≥ 0. To maximize the

allowable lag, it is clear that one must choose small values for ka1 and Kv. Also notice

that in the proof the bound kvL ≥
√

2Kp is used to show that the inequality in (3.14) is

satisfied, however there may be other combinations of gains Kv and Kp which will also

ensure that the conditions are satisfied.

Remark 1. The bound on τ given by equation (3.10) of the above theorem is obtained

using a sufficient condition for string stability. Thus, there is a possibility that one can

have a τ >
1−k2a1
2Kv

and the platoon is still string stable. Although the derived bound on τ is

not tight, it is the best bound known and quite useful for designing controller gains such

that the platoon is string stable.

3.2.2 Design Procedure

This section presents a procedure for the design of a controller shown in equation (3.9)

for a known range of parasitic lags in the system. Consider the lag τ ∈ (0, τ0]. Designing

the controller involves choosing the vehicle gains such that they satisfy conditions in equa-

tions (3.10) and (3.16)-(3.18); from these equations the following guidelines choosing the

controller gains are extracted.

• Since the gains are same for all the vehicles, and kaL does not effect the spacing

error propagation (described in equation (3.11)), start by setting the gain associated

with lead vehicle acceleration feedback to zero, i.e.,

kaL = 0 (3.21)
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• From equation (3.10) one needs,

1− k2
a1 ≥ 2τKv.

However, from (3.18) it is required that ka1 ≤ 1. Hence, to increase the flexibility

in choosing the value of Kv (and consequently Kp), choose the predecessor acceler-

ation gain to be zero, i.e.,

ka1 = 0, (3.22)

leading to

1 ≥ 2τKv

Thus, one can choose velocity gains such that,

Kv = 1/2τ. (3.23)

• For the choice of position gains (Kp), consider the feedback gains of predecessor

vehicle and lead vehicle velocities to be at a ratio of α, then with (3.23),

kvL
kv1

= α

=⇒ kv1 =
1

2(1 + α)τ
, and (3.24)

kvL =
α

2(1 + α)τ
. (3.25)

Combining (3.25) with the condition in (3.15) will result in

Kp ≤
α2

8(1 + α)2τ 2
.

38



Therefore, the position feedback gains can be chosen such that,

Kp =
α2

8(1 + α)2τ 2
. (3.26)

• Any choice of kp1 and kpL chosen to satisfy the above equation will also satisfy the

final condition (3.15).

Therefore, the choice of the controller gains given in equations (3.21)-(3.26) will ensure

that the platoon is string stable in the presence of a parasitic lag τ . Note that one can still

find gains satisfying all the conditions from Theorem 2 even by choosing non-zero values

for the acceleration gain ka1; however, this may reduce the velocity and position feedback

gains resulting in larger settling times.

3.3 Numerical Simulations

Numerical simulations were conducted to corroborate the results of Theorems 1 and

2. A 15 vehicle platoon is considered for this purpose. The following parameter values

are used: inter-vehicular spacing, di = 5 m; desired platoon velocity, v0 = 29 m/s (≈

65 mph); and PF information flow with r = 2. For simplicity, the gain values for all

the controllers were chosen to be equal. Zero initial spacing errors are considered with

velocity of vehicles equal to desired velocity. For all the simulations, the lead vehicle

undergoes a speed change maneuver which results in the velocity profile as shown in

Figure 3.1 and the corresponding input acceleration profile is shown in Figure 3.2.

The evolution of the vehicle spacing errors utilizing two vehicle look ahead, with

∑r
j=1 kak equal to zero, less than 1 (kak = 0.1), and equal to 1 (kak = 0.5) are shown

in the Figures 3.3-3.5 and their corresponding control inputs are shown in Figures 3.6-3.8.

A non-zero parasitic lag of 0.1 seconds is chosen in the simulations [33]. The spacing

errors of the second vehicle has a higher overshoot, which is attenuated by the vehicle
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Figure 3.1: Leader velocity profile employed in simulations

with index 3; this is due to the presence of the lead vehicle feedback for both the vehicles

with index 2 and 3. Since the leader information is available for both vehicles 2 and 3, the

platoon from the leader to vehicle 3 is string stable, following the results of Section 3.2.

However, from vehicle index 4 to 15, the leader information is not available and the control

input is computed solely based on the information from the two immediate predecessors.

Hence, the spacing errors are amplified from vehicle 4 to vehicle 15 following the result

of Theorem 1. Notice that the overshoot of tail vehicles increases with the number of ve-

hicles irrespective of the acceleration gain. Also, when the acceleration gain is close to

unity, the response of vehicles at the tail of the platoon is highly oscillatory. This behavior

is observed for all the numerical simulations with different number of vehicles. For exam-

ple see the spacing error evolution of platoon with 25 vehicles with acceleration feedback

gain Ka = 1 shown in Fig. 3.9. Notice that the magnitude of oscillations increases with
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Figure 3.2: Leader acceleration profile employed in simulations

the number of vehicles. Furthermore, the evolution of the control input when Ka = 1

indicates that the vehicle behavior is jerky and passengers at the tail-end of the platoon

may experience high acceleration and deceleration cycles.

3.3.1 Platoon with Leader and Predecessor Feedback

For the platoon of vehicles that are subjected to parasitic lags, when the leader infor-

mation is available to all the following vehicles, the behavior of the upper bound on lag

τ with respect to the velocity feedback gains Kv for different values of ka1 is shown in

Fig. 3.11. For simplicity the velocity feedback gains are selected equal, i.e, kv1 = kvL.

Three values of ka1 are considered and the bound is computed using (3.10). From these

numerical simulations, one can observe that the allowable lag is maximized when one

chooses smaller values for both Kv and ka1. Further, even for a large ka1 (with ka1 < 1)

one can increase the bound on lag by decreasing the value of Kv.
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Figure 3.3: Evolution of spacing errors with Ka = 0

Simulations were also conducted using the design procedure discussed in Section

3.2.2. The same platoon of 15 vehicles is chosen with a parasitic lag in the range τ =

(0, 0.1). Gains were chosen such that kp1 = kpL = kp and kv1 = kvL = kv. Then, accord-

ing to the design procedure, we obtain kp = 1.56, kv = 2.5 and kaL = ka1 = 0. Utilizing

these gain values in the controller, the evolution of spacing errors of vehicles in the platoon

are shown in Figures. 3.12 - 3.14.

The evolution of spacing errors of follower vehicles indexed 2 to 15 is shown in Fig-

ure. 3.12. The largest spacing error is for the first follower vehicle shown by index 2, and

the spacing error decreases with the increase in the vehicle index number. Therefore, the

platoon is string stable to the gains chosen in accordance to the conditions provided by

Theorem 2.

As noted earlier the design procedure discussed in the previous section is a method.
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Figure 3.4: Evolution of spacing errors with Ka = 0.4

It is possible that the platoon can be string stable even if one were to choose non-zero

acceleration feedback gains. The spacing errors of vehicles for the example scenario with

acceleration feedback gains kaL = ka1 = 0.2 and kaL = ka1 = 0.4 are shown in Fig-

ures 3.13 and 3.14. As the acceleration feedback gain values increase from 0 to 0.4, the

overshoot in spacing errors for the following vehicles is reduced. This is expected as the

acceleration feedback in the control input results in a more tightly bound platoon. How-

ever, since the platoon is string stable even without the acceleration feedback, the inclusion

of acceleration feedback is not necessary for string stability.
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Figure 3.5: Evolution of spacing errors with Ka = 1
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Figure 3.6: Control effort for platoon of 15 vehicles with Ka = 0
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Figure 3.7: Control effort for platoon of 15 vehicles with Ka = 0.4
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Figure 3.8: Control effort for platoon of 15 vehicles with Ka = 1
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Figure 3.9: Evolution of spacing error using a r predecessor CSP controller with Ka =
1, N = 25
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velocity feedback gain (τ0 vs. Kv) with LPF CSP controller.
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Figure 3.12: Evolution of spacing errors in a platoon of 15 vehicles with LPF information.
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Figure 3.13: Evolution of spacing errors in a platoon of 15 vehicles with LPF and ka = 0.2.
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4. CONSTANT TIME HEADWAY CONTROLLERS∗

In this chapter CTHP controllers that rely on communication are investigated to find

the repective minimum employable time headway in presence of a parasitic lag [51]. The

CTHP controller that requires acceleration of the preceding vehicle is investigated first in

Section 4.1. Then CTHP controller that employes information from ‘r’ preceding vehicle

followed by controller that employes information from the preceding and the ‘rth’ pre-

ceding vehicle are studied in Section 4.2. Some preliminary analysis involving a CTHP

controller that utilizes information from preceding and following vehicle is presented in

Section 4.3. Numerical simulation and representative sample of results, along with some

useful observations are presented Section 4.4.

4.1 Controller Using Predecessor Vehicle Acceleration

Consider the following control law utilizing predecessor’s acceleration information in

addition to the position and velocity information in (2.10):

ui = kaai−1 − kv(vi − vi−1)− kp(ei + hwvi), ka, kv, kp > 0. (4.1)

Using the above controller and the perturbed dynamic model in (2.3) results in the follow-

ing spacing error governing equation:

τ
...
e i + ëi + (kv + kphw)ėi + kpei = kaëi−1 + kvėi−1 + kpei−1. (4.2)

∗Parts of this chapter have been reprinted with permission from “Effects of V2V communication on time

headway for autonomous vehicles", S. Darbha, S. Konduri, and P. R. Pagilla, in Proceedings of American

Control Conference, May 2017, copyright held and published by IEEE.
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Taking the Laplace transform of the above differential equation, results in the following

error propagation equation.

Ei(s) = He(s; τ)Ei−1 =
kas

2 + kvs+ kp
τs3 + s2 + (kv + kphw)s+ kp

Ei−1(s). (4.3)

Note that the denominator polynomial of the above transfer function,

D(s, τ) = τs3 + s2 + (kv + kphw)s+ kp

is Hurwitz for every τ ∈ (0, τ0] if and only if

kv + kphw > τ0kp ⇐⇒ hw > τ0 −
kv
kp

. (4.4)

The above equation is a basic requirement of stability and it imposes a limit on the allow-

able time headway; in particular, a smaller value of kp leads to a smaller lower bound for

hw. However, ‖He(jw; τ)‖∞ ≤ 1, imposes a more stringent requirement on the allowable

time headway as summarized in the following theorem:

Theorem 3. A platoon with individual vehicle dynamics (2.3) and the control law (4.1) is

robust string stable if

hw ≥ hmin =
2τ0

1 + ka
. (4.5)

Proof. For proof the necessity condition ‖H(jω)‖∞ ≤ 1 is used to find hmin. Then the

sufficiency condition is proved by finding gains that will guarantee non-negative impulse

response h(t) ≥ 0.

In order to show necessity, ka ∈ (0, 1] is proved first. Define

ω0 :=

√

kv + hwkp
τ

.
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If ka > 1, consider the frequency ω0, and any τ < min{hw, τ0}. Then ω2
0 > kp > kp

ka
.

Hence, (ω2
0 − kp

ka
) > ω2

0 − kp > 0, and

‖He(jω0; τ)‖2 = k2
a

( kp
ka

− ω2
0)

2 + k2v
k2a
ω2
0

(kp − ω2
0)

2
≥ k2

a > 1.

Therefore, ka ∈ (0, 1] and 1− k2
a ≥ 0. Now the bound on hmin can be derived. Consider

He(s) :=
N(s)

D(s)
=

kas
2 + kvs+ kp

τs3 + s2 + (kv + kphw)s+ kp
.

Let s = jω, then,

‖He(jω; τ)‖∞2 =
(kp − kaω

2)2 + k2
vω

2

(kp − ω2)2 + ω2(kv + hwkp − τω2)2
.

Let us define

N(ω2; τ) := (kp − kaω
2)2 + k2

vω
2, and

D(ω2; τ) := (kp − ω2)2 + ω2(kv + hwkp − τω2)2,

then

‖He(jω; τ)‖∞ ≤ 1 ⇐⇒ N(ω2; τ)−D(ω2; τ) ≥ 0, ∀ω.

Substituting for N , D and simplifying,

τ 2ω4 + ω2[(1− k2
a)− 2τ(hwkp + kv)] + (kv + hwkp)

2 − k2
v − 2kp(1− ka) ≥ 0. (4.6)

The above inequality is a bi-quadratic inequality. When τ = 0, from the above inequality
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‖He(jω; τ)‖∞ ≤ 1, implies that

(kv + hwkp)
2 − k2

v − 2kp(1− ka) ≥ 0. (4.7)

When τ 6= 0, the bi-quadratic inequality (4.6) holds for all ω ∈ ℜ and τ ∈ (0, τ0] if and

only if for every τ , if either the relation (1 − k2
a) − 2τ(hwkp + kv) ≥ 0 holds, or the

discriminant of equation (4.6) is non-positive.

The relation (1 − k2
a) − 2τ(hwkp + kv) ≥ 0. together with the nominal case in (4.7)

implies that

(kv + hwkp)
2 ≥ k2

v + 2kp(1− ka),

⇒ (1 + ka)(kv + hwkp)
2 − 4τkp(kv + hwkp)

≥ k2
v(1 + ka) ≥ k2

v.

Completing the square and noting that kv + hwkp > 0, we get

kv + hwkp ≥
2kpτ

1 + ka
+

√

4τ2k2p
(1 + ka)2

+ k2v ≥ 2kpτ

1 + ka
+ kv ,

which implies,

hw ≥ 2τ

1 + ka
.

Since this should be true for every τ ∈ (0, τ0], it must be true in this case that the inequal-

ity (4.5) is true. The same result can also be shown by considering the discriminant of

equation (4.6) is non-positive.

One has to show that gains kp and kv can be found when hw > hmin. It can be shown

that for a given η > 0 and ka, one can find kp, kv such that the following three conditions
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hold in order for ‖He(jω; τ)‖∞ ≤ 1 for all τ ∈ (0, τ0], Stability: equation (4.4), nominal

case (τ = 0): equation (4.7), and perturbed case (τ 6= 0): the family of polynomials given

by equation (4.6), ∀ τ ∈ (0, τ0] is non-negative.

(a) Stability: If hw ≥ 2τ0
1+ka

(1 + η), then kp ≥ 0 implies

hwkp =
2τ0

1 + ka
kp +

2τ0η

1 + ka
kp ≥ τ0kp +

2τ0η

1 + ka
kp > τ0kp.

The last inequality follows from

ka ∈ (0, 1] ⇒ 1 ≤ 1 + ka ≤ 2 ⇒ 2

1 + ka
≥ 1.

Since kv > 0, it follows that kv + hwkp ≥ τ0kp. The stability condition is readily satisfied

by the choice of kv, kp > 0, so it does not impose further restrictions on kv and kp.

(b) Nominal Case: Upon simplification of equation (4.7), condition (b) is equivalent

to satisfying the inequality hw(2kv + hwkp) ≥ (1 − ka). The set of kv, kp that satisfy the

above inequality when hw = 2τ0(1+η)
1+ka

is given by:

S1 := {(kp, kv) : kp > 0, kv > 0,
kv
a1

+
kp
b1

≥ 1.},

where

a1 :=
(1− ka)

2

4τ0(1 + η)
, b1 :=

(1 + ka)
2(1− ka)

4τ 20 (1 + η)2
.

(c) Perturbed Case: The set of kv, kp satisfying the inequality (1 − k2
a) − 2τ0(kv +

hwkp) ≥ 0, can be described by

S2 := {kp, kv) : kp > 0, kv > 0,
kv
a2

+
kp
b2

≤ 1.},
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where

a2 :=
1− k2

a

2τ0
, b2 :=

(1− k2
a)(1 + ka)

4τ 20 (1 + η)
.

Clearly S1,S2 6= ∅. To ensure that S1 ∩ S2 6= ∅, we need either a1 ≤ a2 or b1 ≤ b2.

Considering the expressions for b1 and b2, we note that b1 is always less than b2. Hence,

S1 ∩ S2 6= ∅ and one can find (kp, kv) ∈ S1 ∩ S2.

Finally the sufficiency condition is also satisfied as shown in the following. This part

involves finding one set of gains that belong to

Sg = {(kp, kv, ka)|kp, kv, ka > 0, he(t) ≥ 0},

where he(t) is the impulse response of He(s).

4.1.1 Non-negativity of impulse response for string stability

The additional requirement of non-negativity of impulse response renders the problem

difficult, as one must prove the following: Given ka ∈ [0, 1), there exist kp, kv such that

h(t) ≥ 0 for every τ ∈ [0, τ0] whenever hw ≥ 2τ0
1+ka

. Although this problem appears

to be simple, it is analytically difficult to solve and is related to the open problem of

finding a fixed structure controller satisfying a transient specification (namely, the impulse

response of the transfer function is non-negative). A transformation involving scaling with

respect to τ0 of the above problem leads it to a standard form (involving one less variable)

where proving the following result suffices: Given ka ∈ [0, 1), there exist kp, kv such that

h(t) ≥ 0 for every τ ∈ [0, 1] whenever hw ≥ 2
1+ka

. In this work, it is demonstrated

numerically that a set of gains kp, kv can be found, for a given ka that results in h(t) being

non-negative.

The basic idea of the transformation is as follows: Let s = s′/τ0, then the error propa-
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gation transfer function becomes,

He(s
′/τ0) =

kas
′2/τ 20 + kvs

′/τ0 + kp
τs′3/τ 30 + s′2/τ 20 + (kv + kphw)s′/τ0 + kp

.

Multiplying both the numerator and the denominator with τ 20 results in,

He(s
′/τ0) =

kas
′2 + kvs

′τ0 + kpτ
2
0

τs′3/τ0 + s′2 + (kv + kphw)s′τ0 + kpτ 20
.

Let τ̃ = τ/τ0, k̃p = kpτ
2
0 , k̃v = kvτ0, h̃w = hw/τ0 then

H̃e(s
′) := He(s

′τ0) =
kas

′2 + k̃vs
′ + k̃p

τ̃ s′3 + s′2 + (k̃v + k̃ph̃w)s′ + k̃p
, (4.8)

where τ̃ ∈ [0, 1] and h̃w = 2/(1 + ka). The above representation considerably simplifies

the analysis and it suffices to show that there exist gains k̃v, k̃p such that h̃e(t) ≥ 0.

Since H̃e(s
′) is of the same form as H(s) in Theorem 3, we can relabel all the variables

(k̃v to be kv, k̃p to be kp, τ0 = 1 etc) and use them interchangeably. The values of kp, kv

for a given ka when hw ≥ 2τ0
1+ka

is determined using the following two results available in

the literature:

1. When τ = 0, let −z1, −z2 and −p1, −p2 denote the real and distinct location of

zeros and poles of the above transfer function, respectively. Further let, z1 < z2 and

p1 < p2. The impulse response is non-negative if [19],

p1 ≤
h̃wk̃p
1− ka

≤ p1 + p2. (4.9)

2. When τ̃ ∈ (0, 1], let the three real and distinct poles of the transfer function be

located at −p1, −p2, and −p3, and let p3 > p2 > p1. Then, the impulse response of
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the system is,

h̃e(t) = c1e
−p1t + c2e

−p2t + c3e
−p3t,

where c1, c2 and c3 are the residues obtained from the partial fraction expansion of

the transfer function H̃e(s
′). The impulse response is non-negative if the residues

satisfy [61]:

c1 ≥ 0, c2 < 0 and c3 >
p2 − p1
p3− p1

c2. (4.10)

Thus, for a given ka, τ0 and h̃w = 2/(1 + ka), any set of {k̃p, k̃v} that satisfy the

relations in (4.9) and (4.10) will guarantee h̃e(t) ≥ 0.

In the case of ka = 0.95, τ0 = 1, the following gains seem to indicate numerically that

he(t) ≥ 0:

{kv, kp} = {0.082, 0.001}.

Furthermore, these gains can be scaled back for any other τ0 using k̃p = kpτ
2
0 and k̃v =

kvτ0 to guarantee non-negative impulse response of He(s).

Note that the above theorem can be recast as follows:

Remark 2. Let he(t) be the unit impulse response of the error propagation transfer func-

tion He(s). Then, there exists a set of gains (ka, kv, kp) such that ‖he(t)‖1 ≤ 1 for every

τ ∈ [0, τ0].

This characterization will be handy when studying other information architectures in

the following sections. In the next section this analysis will be generalized to the CTHP

controller which employs information from multiple vehicle look ahead.
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4.2 With ‘r’ Predecessor Information

Consider the following generalization of the CTHP control law (2.10) with position,

velocity and acceleration information from ‘r’ predecessor vehicles:

ui(t) =

r∑

l=1

[kalai−l(t)− kvl(vi(t)− vi−l(t))− kpl(xi(t)− xi−l(t) + dl + lhwvi(t))] ,

(4.11)

where the gains kal, kvl, and kpl are associated with feeding back the acceleration, veloc-

ity and position information associated with the lth predecessor and dl is the standstill

distance between the ith vehicle and its lth predecessor. The above generalized control re-

quires information that can be obtained only via vehicular communication. The goal is to

investigate whether it is possible for the platoon to be robustly string stable while reducing

the minimum employable time headway.

Substituting the control law (4.11) into (2.3), the governing equation for the ith vehicle

spacing error is given by

τ
...
e i + ëi +

r∑

l=1

[(kvl + lkplhw) ėi + kplei] =

r∑

l=1

(kalëi−l + kvlėi−l + kplei−l).

The propagation of the spacing error to vehicle i from r predecessor vehicles is given by

Ei(s) =
r∑

l=1

Hpl(s)Ei−l(s),

where

Hpl(s) =
kals

2 + kvls+ kpl
τs3 + s2 +

∑r
l=1[(kvl + lkplhw) s+ kpl]

. (4.12)

The transfer function Hpl describes the effect of the spacing error in the (i − l)th vehicle
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on the spacing error of the ith vehicle. Using definition of induced norms [59], we have

‖ei‖∞ ≤
r∑

l=1

‖hpl‖1‖ei−l‖∞.

A sufficient condition for string stability is
∑r

l=1 ‖hpl‖1 ≤ 1. Since the objective is to

demonstrate the benefits of V2V communication with some controller obeying the archi-

tecture considered, it suffices to choose the same set of gains so that one may use the result

in Remark 2. For all l, let kal = ka, kvl = kv, kpl = kp, to define

H0(s) :=
kas

2 + kvs+ kp

τs3 + s2 + (rkv +
r(r+1)

2
kphw)s+ rkp

,

and the error propagation may be described by:

Ei(s) = H0(s)
r∑

l=1

Ei−l(s).

Let h0(t) be the impulse response of H0(s) so that robust string stability is guaranteed if

‖h0(t)‖1 ≤ 1
r
. The interpretation of Theorem 3 given in Remark 2 can be used to get the

following result:

Theorem 4. A platoon with individual vehicle dynamics (2.3) and each vehicle receiving

information from ‘r’ predecessors as given by the control action in (4.11), where kal = ka,

kvl = kv, kpl = kp, is robustly string stable when

hmin =
4τ0

(1 + r)(1 + rka)
. (4.13)

Proof. Consider

rH0 =
rkas

2 + rkvs+ rkp

τs3 + s2 + (rkv +
r(r+1)

2
kphw)s+ rkp

.
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Define k̄a := rka, k̄v = rkv, k̄p = rkp, h̄w = r+1
2
hw, and H̄0(s) = rH0(s), then

H̄0(s) =
k̄as

2 + k̄vs+ k̄p
τs3 + s2 + (k̄v + h̄wk̄p)s+ k̄p

.

Comparing He(s) from Theorem 3 with H̄0(s), one can conclude that there exist a set of

gains (k̄a, k̄p, k̄v) such that ‖rh0(t)‖1 ≤ 1 for every τ ∈ [0, τ0] if

h̄w ≥ 2τ0
1 + k̄a

,

⇒ hw ≥ 2

(1 + r)

2τ0
(1 + rka)

=
4τ0

(1 + r)(1 + rka)
.

4.2.1 With Immediate and ‘rth’ Predecessor Information

Practical considerations on the communication bandwidth may force each vehicle to

pick only a few predecessors to maintain a reliable communication; in such situations, one

may want to use the immediate predecessor and a second predecessor (rthvehicle) from

the downstream of the platoon. When using immediate and rth-predecessor information

in the feedback, the control law can be rewritten as,

ui =
∑

l=1,r

[kalai−l − kvl(vi − vi−l) + kpl(xi − xi−l + dl + lhwvi)] . (4.14)

The above control law is a special case of the r vehicle look ahead control law in (4.11)

with two vehicle feedback, where the second vehicle is the rth vehicle. If ka1 = kar =

ka, kv1 = kvr = kv, and kp1 = kpr = kp, define

H0(s) :=
kas

2 + kvs+ kp
τs3 + s2 + (2kv + 3kphw)s+ 2kp

,
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so that the error propagation is given by:

Ei(s) = H0(s)Ei−1(s) +H0(s)Ei−r(s).

Let h0(t) be the impulse response of H0(s), then robust string stability is guaranteed if

‖h0(t)‖1 ≤ 1
2
. The proof of the following result is analogous to the proof of Theorem 4.

Corollary 1. A platoon with individual vehicle dynamics (2.3) and the control law (4.14),

where ka1 = kar = ka, kv1 = kvr = kv, kp1 = kpr = kp, is robust string stable when

hmin =
4τ0

(1 + r)(1 + 2ka)
. (4.15)

Therefore, from the above theorems and its corollary it is clear that, with a CTHP con-

troller utilizing ‘r’ predecessor vehicle look ahead information, one can possibly employ

a smaller time headway while maintaining robustly string stable platoon.

Remark 3. It is very important to note that, the lower bound on the time headway in the

above theorem is derived from a sufficient condition for string stability. One may be able to

find a smaller minimum employable time headway than the value given by equation (4.13)

and (4.15), while also guaranteeing string stability, however, at this point it is still unclear

which analysis can be used to obtain such a result.

4.3 With Immediate Predecessor and Follower Information

If the vehicles in the platoon use a bidirectional information flow graph shown in Fig-

ure 2.8(d) then one can employ information from both the predecessor and the follower

vehicle in calculating the control input. When every vehicle can obtain position, veloc-

ity and acceleration information from its immediate predecessor and follower (shown in
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Fig. 2.4) then the CTHP control input can be modeled as follows,

ui = kf
aai−1 − kf

v ėi − kf
pδi + kb

aai+1 − kb
v(vi − vi+1)− kb

p(xi − xi+1 − d− hwvi) (4.16)

where ka, kv and kp are positive feedback gains, the superscripts f and b denote the gains

corresponding to the predecessor vehicle and the follower vehicle respectively. Let Kp =

kf
p + kb

p, Kv = kf
v + kb

v, Ka = kf
a + kb

a, ∆p = kf
p − kb

p. Substituting the above controller

in the vehicle dynamics given by (2.3), results in the following governing equation for the

spacing error of the ith vehicle:

τ
...
e i + ëi + (Kv + hw∆p)ėi +Kpei = kfa ëi−1 + kfv ėi−1 + kfp ei−1 + kbaëi+1 + kbv ėi+1 + kbpei+1

(4.17)

Let the state vector be Xi = [ei, ėi, ëi]
T . The above governing equation can be rewritten

as follows,









ėi

ëi

...
e i









=












ėi

ëi

1
τ [−ëi + k

f
a ëi−1 + kbaëi+1 − (Kv +∆phw)ėi

+k
f
v ėi−1 + kbv ėi+1 −Kpei + k

f
pdi−1 + kbpei+1]












(4.18)

Employing the bilinear Z-transformation discussed in Section 2.2 of Chapter 2 and dis-

cretizing the above dynamics, results in the following spatially discretized state equation.

d

dt









ẽ(z, t)

˜̇e(z, t)

˜̈e(z, t)









= Ã(z)









ẽ(z, t)

˜̇e(z, t)

˜̈e(z, t)









, (4.19)
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where,

Ã(z) :=









0 1 0

0 0 1

−Kp+z−1kfp+zkbp
τ

−(Kv+∆phw)+z−1kfv+zkbv
τ

−1+z−1kfa+zkba
τ









.

Lemma 1 is used in the following theorem to show that the platoon is string stable

when using information from the predecessor and the follower vehicle.

Theorem 5. A platoon with individual vehicle dynamics (2.3) and controller given by

(4.16), is string stable.

Proof. The proof involves first showing that for some value of θ there is one eigenvalue

on the imaginary axis at zero and the other two are in the open left half plane. Then it is

shown that the eigenvalue on the imaginary axis moves inside the left half plane for any

change in θ.

From the discretized state equation in (4.19), the eigenvalues of the matrix Ã(z) can

be computed from its characteristic polynomial |λI − Ã| = 0, where I is a 3× 3 identity

matix. Thus,

|λI − Ã| = λ3 + λ21− z−1kf
a − zkb

a

τ
+ λ

Kv +∆phw − z−1kf
v − zkb

v

τ

+
Kp − z−1kf

p − zkb
p

τ
= 0 (4.20)

Let z = ejθ where θ ∈ [0, 2π], substituting for z in the above characteristic polynomial

will result in

|λI − Ã(ejθ)| = λ3 + λ2 1− e−jθk
f
a − ejθkba
τ

+ λ
Kv +∆phw − e−jθk

f
v − ejθkbv

τ

+
Kp − e−jθk

f
p − ejθkbp

τ
= 0 (4.21)

62



When θ = 0 or 2π, ejθ = 1 and the above polynomial is reduced to:

|λI − Ã| = λ3 + λ2 1−Ka

τ
+ λ

∆phw

τ
= 0. (4.22)

The above polynomial has one root on the imaginary axis at λ = 0. Further, to satisfy the

requirements of Lemma 1, one requires Ka < 1 and ∆p > 0. Thus at θ = 0, 2π all the

conditions of Lemma 1 are satisfied. In the following it is shown that the root at λ = 0

does not move into the right half plane for a change in θ at θ = 0. For simplicity let,

kf
a = kb

a = ka, kf
v = kb

v = kv. Then using ejθ = cos θ + j sin θ, the polynmoial (4.21) is

simplied to,

P (λ) = λ3 + λ21− 2ka cos θ

τ
+ λ

∆phw + 2kv(1− cos θ)

τ
+

Kp − e−jθkf
p − ejθkb

p

τ
= 0

(4.23)

Let λ′ = ∂λ
∂θ

and λ′′ = ∂2λ
∂θ2

. Differentiating P (λ) with respect to θ at θ = 0, λ = 0 and

setting the result equal to zero, will give the movement of the root with change in θ. Thus,

∂P (λ)

∂θ

∣
∣
∣
∣
θ=0,λ=0

=
∆phw

τ
λ′ + j

∆p

τ
= 0,

λ′ =
−j

hw

. (4.24)

The first derivative does not provide any information on the movement of the real part of

λ. Differentiating
∂P (λ)
∂θ

again w.r.t θ, at θ = 0, λ = 0, and setting it equal to zero,

∂2P (λ)

∂θ2

∣
∣
∣
∣
θ=0,λ=0

=
2(1− 2ka)

τh2
w

+ λ′′∆phw

τ
+

Kp

τ
= 0,

λ′′ = −Kp + 2(1− 2ka)/h
2
w

∆phw
. (4.25)

Since 2ka = Ka < 1, we have λ′′ ≤ 0. Therefore, the root at λ = 0 moves to the left of the
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imaginary axis with a change in θ. Hence, the platoon is string stable with a bidirectional

communication.

Remark 4. It should be noted that the above theorem only shows that it is possible to ob-

tain a string stable platoon when using bidirectional communication. It does not however

provide any bound on the time headway. Determining this bound will require additional

analysis which will be part of the future work.

4.4 Numerical Simulations

Numerical simulations to corroborate the above results. The numerical values for the

common parameters are given in Table 4.1. The velocity profile for the lead vehicles is

shown in Fig. 4.1. Two time headway cases are considered; one that satisfies the minimum

allowable time headway bound and the other that violates this limit.

t (sec)

0 10 20 30 40 50 60

ẋ
l

19

19.5

20

20.5

21

21.5

Figure 4.1: Velocity profile of the lead vehicle used in simulations.
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Three values for ‘r’ are considered: r = 1, r = 3, and rth = 3 where rth indicates

that information is used from the immediate and third predecessor; these three values

correspond to the results in Theorems 3 and 4. Figures 4.2, 4.3, and 4.4 show the results

for these three cases. Numerical values of the time headways used for these three cases are

given in Table 4.2; the column entitled hw (a) corresponds to values larger than the lower

bound (hmin) and the column hw (b) corresponds to time headway values smaller than the

lower bound. It is clear from the simulation results that smaller values of time headway

n d τ0 kp kv ka vr
15 5 m 0.5 45 0.8 0.25 20 m/s

Table 4.1: Numerical values

Figure r hmin hw (a) hw (b)

Fig. 4.2 1 0.8 0.88 0.68

Fig. 4.3 3 0.28 0.5 0.27

Fig. 4.4 rth = 3 0.33 0.58 0.31

Table 4.2: Numerical values corresponding to figures

than 2τ0 can be employed with information obtained via V2V or I2V communication.

Figure 4.5 provides position and velocity gain values (with ka = 0.95) that correspond

to error propagation transfer function subjected to non-negative impulse response require-

ment. The gain values {k̃v, k̃p} were determined using the discussions in Section III.D to

ensure h̃e(t) ≥ 0 when ka = 0.95, τ0 = 0.5 seconds, and h̃w = 2/(1 + ka) = 1.02. The

approach involved utilization of a range of parameter values (gridding) for k̃v and k̃p and
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Figure 4.2: Evolution of spacing error using CTHP controller with r = 1, (a) hw > hmin

and (b) hw < hmin.
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Figure 4.3: Evolution of spacing error using CTHP controller with r = 3, (a) hw > hmin

and (b) hw < hmin.

checking if the conditions for non-negative impulse response requirement were met. In

Fig. 4.5, the blue dots correspond to h̃e(t) ≥ 0 when τ̃ = 0; the red dots correspond to
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Figure 4.4: Evolution of spacing error using CTHP controller with rth = 3, (a) hw > hmin

and (b) hw < hmin.

real poles for the time-scaled spacing transfer function (H̃e(s)) and τ̃ ∈ [0, 1]; the orange

circles correspond to the three conditions, τ̃ ∈ [0, 1], real poles for H̃e(s), and h̃e(t) ≥ 0.

Therefore, in Fig. 4.5, the orange shaded region provides the permissable position and ve-

locity gain values. Fig. 4.6 provides the impulse responses for one particular set of gains

in this region and various values of parasitic lags (τ̃ ∈ [0, 1] in the intervals of 0.1 s, for

gains k̃p = 0.001, k̃v = 0.085).

Simulations were also conducted to compare the platoon response when using pre-

dessor and follower information vs only the predecessor information. The parameters

used in the simulation are N = 15, d = 5 m, v0 = 29 m/s, τ = 0.1 seconds, kf
p = 1,

kb
p = 0.99kf

p , kf
v = kb

v = 2.5, kf
a = kb

a = 0.5, hw = 0.15. The lead vehicle undergoes

a velocity maneuver starting at 10 seconds into the simulation, a deceleration followed

by acceleration of magnitude 1 m/s2. The evolution of spacing errors with the bidirec-

tional and predecessor information are shown in Fig. 4.7, where dotted line represents the

first follower and dashed line the last vehicle in platoon. Notice that the spacing errors
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Figure 4.5: Gains k̃p, k̃v that satisfy h̃e(t) ≥ 0 when ka = 0.95 and h̃w = 1.02.
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Figure 4.6: Impulse responses h̃e(t) for τ̃ ∈ [0, 1] in 0.1 intervals for {ka, k̃v, k̃p} =
{0.95, 0.082, 0.001} and h̃w = 1.02.
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attenuate with both bidirectional and predecessor information controller, however when

the maneuver is complete at 14 seconds, the bidirectional converges smoothly while the

predecessor information controller has an overshoot. Similar response can be observed for

time headways as small as 0.05 seconds.
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Figure 4.7: Spacing error evolution with bidirectional and predecessor information con-

trollers with hw = 0.15.

4.5 Observations

The communication models considered in this work and their respective minimum

employable time headway are summarized in the Table 4.3. The following observations

are made based on the results of Theorems 3, 4 and its corollary. These observations may

be helpful in making design choices for implementing CACC systems with information

from multiple vehicles in the feedback.

• When information from only immediate predecessor is used, and acceleration feed-
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back gain is selected to be zero, the lower bound in inequality (4.5) reduces to hmin

given in equation (4.5).

• In the immediate predecessor feedback if the acceleration feedback gain ka is cho-

sen arbitrarily close to one, the minimum employable time headway in eqn. (4.5)

reduces to

hmin = τ0. (4.26)

Hence, choosing ka = 1, the lower limit on hw can be halved and platoon can be

string stable for any headway greater than the maximum parasitic lag.

• If information from two predecessor vehicles is utilized with equal gains selected

for position, velocity and acceleration feedback, and if the acceleration feedback

gains are chosen such that their sum is close to unity, then the bound on minimum

employable time headway reduces to

hmin =
2τ0
3
. (4.27)

The above bound on time headway is the same as the bound provided in [39]; this

bound was obtained via numerical simulations.

• For r ≥ 3, when equal gains are selected for position and velocity feedback, the

lower bound on minimum time headway is hmin ≤ τ . Thus the vehicle only needs

to use information from at least three predecessor vehicles in order to overcome the

limitation imposed by the parasitic lags in a vehicle. This is intuitive because if the

vehicle has access to information of vehicles downstream, then it has knowledge

of future events, which is not possible with information from only the immediate

predecessor vehicle.
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• One can also reduce the lower limit on the employable time headway even if prede-

cessor vehicle(s) acceleration is not used in the feedback. If kal = 0 and equal gains

are chosen for position and velocity feedback errors, the inequality (4.13) is reduced

to

hw ≥ 4τ0
r + 1

. (4.28)

• The inequality shown in (4.13) is free of the velocity feedback gain kvl indicating

that string stability of the platoon is not dependent on the velocity error. However, it

is required if one were to obtain zero steady state errors to velocity maneuvers.

• Using the information from the immediate and rthpredecessor can have similar ef-

fect as using ‘r’ vehicles in the feedback. If acceleration gains are chosen such that

their sum is close to one, the bound in (4.15) is reduced to

hmin =
2τ0

(r + 1)
.

Picking a large r will in reduce the bound on employable minimum time headway,

however, using a large r will inevitably result in communication overhead due to the

long distances the information has to travel.

While theoretically using either large number of vehicles or the rthpredecessor in the feed-

back improves the capacity of the highway by reducing the lower bound on the minimum

employable time headway, this may cause a lot of communication overhead. Furthermore,

current state of the art uses near field communication technology [2] which imposes severe

restriction on the value of r that can be used. In light of this a good compromise will be to

use information from two or three predecessor vehicles that are close to the vehicle. For

example, one can use information from the two immediate predecessors or the immediate

and the 3-rd predecessor. In the cases where communication bandwidth is restricted, using
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Communication Type hmin

Immediate predecessor 2τ0/(1 + ka)
r predecessors 4τ0/(1 + r)(1 + rka)
With rka ≈ 1 2τ0/(1 + r)
With rka = 0 4τ0/(1 + r)
With rka ≈ 1, r = 2 2τ0/3
With rka ≈ 1, r = 3 τ0/2
Immediate and rth predecessor 4τ0/(1 + r)(1 + 2ka)
With 2ka ≈ 1 2τ0/(1 + r)

Table 4.3: Communication type vs the minimum employable time headway.

only information from the immediate predecessor will also provide considerable benefits

over using information from just the onboard sensors.
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5. NUMERICAL STUDIES: EFFECT OF BRAKE LIGHT INFORMATION

AND QUANTIZATION

In the previous chapters it was demonstrated that vehicular communication with CTHP

controllers can result in reduction of inter-vehicular spacing. However, one can only use

vehicular communication if the controlled vehicle and its predecessor are both equipped

with communication devices. There may be situations on highways where vehicles that

are not equipped for communication are within the platoon. The traditional method to deal

with such situations has been to fall back to an adaptive cruise control [2], which leads to

an increase in the time headway between the vehicle and its predecessor. But, one may be

able to use a smaller time headway than ACC if the vehicle has information about changes

in predecessor’s acceleration or at the very least the knowledge of whether the predecessor

vehicle is applying brakes(deceleration) via observation of brake light. This knowledge

may aid the vehicles’ controller to react quickly and avoid collisions.

Even if all the vehicles of the platoon are equipped for communication, there are limi-

tations on the bandwidth. This may compel the designers to transmit as little information

as possible to ensure the integrity of the information exchanged. One of the techniques

that reduces the total information transmitted is information quantization. Quantization

involves mapping the information into discrete sets. Quantization will result in loss of

some information, usually the least significant bits of the data. This may have detrimental

effect on the string stability of the platoon if the discrete sets are very coarse, which needs

to be examined.

In this chapter, numerical simulations are used to investigate the platoons behavior

when using brakelight information and information quantization. In Section 5.1 the effect

of using brake light information on the vehicles in the platoon is studied. The effect of
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information quantization on the behavior of platoon is investigated in Section 5.2.

5.1 Predecessor Brakelight Information

In this section the predecessor vehicles’ brake light status is included in the control

input to observe if it is possible to use a smaller time headway than the bound given

by (2.20), i.e., 2τ0. The general form of ACC control input that also incorporates brake

light information may be written as,

ui = −kv(vi − vi−1)− kp(xi − xi−1 + d+ hwvi) + ub (5.1)

where ub is the input due to the feedback from the brake light sensor. It is assumed that

the vehicle can detect its predecessor’s brake irrespective of the time of the day, and that

the input ub satisfies the following conditions.

• The input should be zero when the brake light is not on.

• It should act only if the brake light is on for more than a specified period of time

(few milli seconds).

For simplicity it is further assumed that the second condition is satisfied always. Consider

the input ub as follows,

ub = −k
1 + sign(brake)

2
(5.2)

where k is positive value and the function sign(brake) is −1 when the brake light is off

and 1 when it is on. Thus, the above input is non-zero only when the predecessor brake

light is detected. The gain k may be a constant or a variable, the effect of which will be

discussed next.

Let a variable gain be as follows,

k = kphblvi (5.3)
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where hbl is an additional headway due to the brake light. Using the above gain, when

brake light is on we can rewrite the control input as,

ui = −kv(vi − vi−1)− kp(xi − xi−1 + d+ (hw + hbl)vi). (5.4)

Hence, the gain in (5.3) essentially increases the time headway whenever the vehicle de-

tects its predecessor has applied brakes, which results in an increase of the spacing between

vehicles.

The reason for using such a gain is discussed in the following. The vehicles equipped

with ACC require a time headway of 2τ0 because this headway provides sufficient spacing

for the vehicle to react to any disturbances in the preceding vehicle. But the objective is

to use a hw < 2τ , and be able attenuate spacing errors using only the brake light status.

Using the above formulation for gain k one can continue using a small time headway as

long as no brake light is detected. If the brake light is detected, the time headway can be

increased to a value satisfying the bound (2τ0), thus ensuring that the vehicle has time to

react to any further disturbances. Numerical simulations are carried out to evaluate the

behavior of platoon using this control action.

The parameters used in the simulations are, N = 15, d = 5 m, v0 = 29 m/s, kp = 1,

kv = 5, τ = 0.1 seconds. This will result in a minimum time headway of 0.2 seconds

according to the bound in equation (2.20). In all the simulations, the lead vehicle under-

goes a deceleration maneuver between 10 to 14 seconds of the simulation time. The time

headway of the vehicles is chosen to be hw = 0.17 seconds, which is less than minimum

value computed. The evolution of the vehicle’s velocity and accelerations are presented

for all the simulations. The first follower vehicle is represented as a dotted line (· · · ) and

the last vehicle in the platoon is represented by a dashed line (−−).

For the first simulation, the lead vehicle undergoes a constant deceleration of ul = −1
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m/s2. During this time the control input due to the brake light is selected such that it adds

0.03 seconds to the time headway (a step change) bringing the total time headway of vehi-

cle to 0.2 seconds (hmin). Thus, ub = 0.03vi, t ∈ (10, 14). The velocity and acceleration

evolution are shown in the Figure 5.1. Notice that the response of the system is slightly

oscillatory, however, both the velocity and acceleration responses show an overshoot at

14 seconds into the simulation. This is the point when the brake light is off and the time

headway is reduced from 0.2 to 0.17 in a single step. The response of the platoon for the

same deceleration profile but with a gradual reduction in time headway from 0.2 to 0.17

seconds after the end of deceleration (at 14 seconds) is shown in Figures 5.2 and 5.3. From

these figures it is observed that the overshoot in velocity and acceleration is small and they

settle to the final values more smoothly than compared to Figure 5.1.

The next set of simulations are conducted with a sinusoidal deceleration profile for

the lead vehicle. Simulations are conducted with, (1) a step change in the time head-

way (as in the previous case) and (2) a headway change similar to the deceleration profile

(sinusoidal) of the predecessor. The velocity and acceleration evolution are shown in Fig-

ures 5.4 through 5.7. It is observed that a step change in the headway, results in oscillatory

response combined with increasing overshoots. For a sinusoidal deceleration and sinu-

soidal change in headway, the response is not as jerky as the earlier simulation where the

headway is increased and decreased abruptly as a step.

The results of the above discussed simulations show a common pattern, which is, if the

change in time headway follows a curve similar to that of the predecessor braking (constant

or step, sinusoidal), then the velocity and acceleration evolve smoothly. The drawbacks

of using brake light status in the control input are: the vehicle only has access to brake

light state which does not give any information about the type of deceleration profile that

the predecessor is following, and brake light status is not useful if the preceding vehicle is

accelerating.
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One can also employ a constant gain for the brakelight feedback in (5.2). In such a

case, the input (5.1) when brake light is on can be rewritten as,

ui = −k − kv(vi − vi−1)− kp(xi − xi−1 + d+ hwvi) (5.5)

where k is a fixed value. This is similar to the control input given by (4.1). Physically the

above controller would result in a constant deceleration of the vehicle if the brake light is

detected. Note that using the above controller will require that at zero velocity, k should

be set to zero, else the vehicle controller will saturate.

The parameters of the simulation remain the same as the previous simulations. The

leader decelerates at 1 m/s2 for four seconds starting at 10 seconds into simulation. With

brake light deceleration gain of k = 0.1, and hw = 0.18, the evolution of spacing errors

and the accelerations are shown in Fig. 5.8. While the acceleration decreases in magnitude

from first follower to the last, the spacing error shows the opposite trend by increasing in

overshoot. The gain is further increased to k = 0.3 and the simulations are rerun with

a time headway of 0.15 whose results are shown in figure 5.9. The errors are attenuated

only when the time headway is chosen greater than 0.2 indicating that the use of signum

function for brake light status may not be a good strategy.

5.2 Quantization of Information

To study the effect of quantization, the following simple quantization model that rounds

the acceleration information is utilized:

ai−1 = q ∗ floor
(
ai−1

q
+

1

2

)

, (5.6)

where q is the quantization step. A small value of q implies that the quantization is very

fine. If q = 1 then the real number ai−1 is simply rounded to the integer value that is the
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floor of the given number. The quantized acceleration from the above equation can now

be used in the CACC control input from equation (4.1).

All the simulations on information quantization use the parameters N = 15, d = 5

m, v0 = 29 m/s, kp = 1, kv = 2.5, τ = 0.1 seconds, and ka = 0.5, which implies

hmin = 0.133. A fixed time headway of hw = 0.17 seconds is used in the simulations.

The lead vehicle undergoes a continuous sinusoidal disturbance of magnitude 3 m/s2 at a

frequency of one radian. When a small quantization step of q = 0.1 is used, the spacing

errors attenuate, however, the control input evolution shows some noise, Figure 5.10.

As the quantization step increases, the spacing error attenuation reduces. Around a

quantization value of q = 0.6, the spacing errors begin to amplify indicating loss of string

stability, as seen in Figure 5.11. It was observed that, with an increase in the acceleration

feedback gain, one can use a higher quantization value. The quantization value at which

errors start to amplify is also correlated to the time headway chosen. Figure 5.12 shows

the spacing error amplification for three different time headway choices and their corre-

sponding quantization values. This implies that the platoon can sustain the string stability

with a larger quantization value provided a large time headway value is chosen.
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Figure 5.1: Constant deceleration and step change in hw from 0.17 to 0.2 s.
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Figure 5.2: Constant deceleration and step change in hw from 0.17 to 0.2 s followed by a

gradual change in hw from 0.2 to 0.17 s in 1 second.
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Figure 5.3: Constant deceleration and step change in hw from 0.17 to 0.2 s followed by a

gradual change in hw from 0.2 to 0.17 s in 2 seconds.
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Figure 5.4: Sinusoidal deceleration and step change in hw from 0.17 to 0.2 s.
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Figure 5.5: Constant deceleration and step change in hw from 0.17 to 0.2 s followed by a

gradual change in hw from 0.2 to 0.17 s in 2 seconds.
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Figure 5.6: Sinusoidal deceleration and sinusoidal increase in hw from 0.17 to 0.2 s.
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Figure 5.7: Sinusoidal deceleration and sinusoidal increase in hw followed by a gradual

change in hw from 0.2 to 0.17 s in 2 seconds.
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Figure 5.8: Evolution of spacing errors and vehicle acceleration with predecessor brake-

light gain= 0.1, hw = 0.18.
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Figure 5.9: Evolution of spacing errors and vehicle acceleration with predecessor brake-

light gain= 0.3,hw = 0.15.

Figure 5.10: Evolution of spacing error and control input with an acceleration quantization

step of 0.1
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Figure 5.11: Evolution of spacing error and control input with an acceleration quantization

step of 0.6

Figure 5.12: Spacing error evolution for time headway and corresponding quantization

value.
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6. FORMATIONS WITH RING COMMUNICATION GRAPH∗

The information flow graphs that are used in the previous chapters have an independent

leader vehicle. All the other vehicles in the platoon rely on the leader’s movement either

directly or indirectly, and this is beneficial for AVs traveling as string on highway. How-

ever, this may not be the best method to control vehicles that are traveling in two or three

dimensional formations. In this chapter a special type of communication and information

flow graph called the ring graph is investigated. The unique feature of this graph is that

every vehicle maintains its position depending on one another vehicle in the formation.

A ring graph offers several advantages over a predecessor follower (path) type graphs

or bidirectional graphs. For example, a ring graph has less communication overload com-

pared to the leader predecessor follower. One distinct advantage of ring graphs over other

graphs is that the closed loop system matrices resulting from employing controllers that

utilize ring communication are circulant. Circulant matrices exhibit special properties,

such as analytical expressions for eigenvalues as functions of system parameters, which

can be exploited for controller design as well as for determining operating parameters; this

is discussed in the next section. Further, the knowledge of the analytical expressions for

the system eigenvalues facilitates scaling of platoons. In the following I apply the ring

communication graph to a vehicle platoon using a constant time headway (CTHP) spacing

controller along with acceleration feedback, and propose a TSP formulation to create ring

communication graphs for any given vehicle formation shape and size [52].

∗Parts of the this chapter have been reprinted with permission from “A combinatorial approach for de-

veloping ring communication graphs for vehicle formations”, ASME J. Dyn. Sys., Meas., Control, Vol.

139(10), Pages 101014-1 to 101014-9. Copyright held by ASME.
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6.1 Ring Communication in Platoons

The graph Laplacian of a ring graph is a circulant matrix in which each successive row

is obtained by cyclically right shifting the previous row. Let cq be the sequence of the

elements of the first row of a circulant matrix C. Then, the eigenvalues of the circulant

matrix are the coefficients of the Discrete Fourier Transform of the sequence cq [62]. These

properties can be exploited to determine the stability of formation controllers employing

ring communications.

1 2 3 4 5

Figure 6.1: Basic ring communication in a platoon with 5 vehicles

A ring graph on a vehicle platoon in its most basic form may be visualized as shown

in Fig. 6.1, where the directed arrows represent information flow and the ring is closed by

communication from the last vehicle to the first vehicle; this is referred to as the ‘basic’

ring graph. Consider each vehicle as a point mass with double integrator dynamics as in

Equation (2.3). Using the CTHP CACC control input from equation (4.1), the commu-

nication as shown in Fig. 6.1 and assuming that vehicles in the platoon are free of any

parasitic lags, the closed loop dynamics of the platoon can be represented as,

Eẋ = Ax − kpb (6.1)

where

E = circ











1 0

0 1




 , O2, O2, O2,






0 0

0 −ka









 ,
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x =

[

x1 ẋ1 x2 · · · x5 ẋ5

]T

,

A = circ











0 1

−kp −γ




 , O2, O2, O2,






0 0

kp kv









 ,

b =

[

0 L1 0 L2 · · · 0 L5

]T

,

and γ = (kv + kph). Let

a0 =






0 1

−kp −γ




 , aN−1 =






0 0

kp kv




 .

Since E is a block circulant matrix, it can be block diagonalized and inverted [63]. Thus,

the closed loop dynamics can be rewritten as,

ẋ = Ãx − k̃pb (6.2)

where Ã = E−1A = circ(ã1, ã2, · · · , ãN) with

ãi = bi−1ai + biaN , and,

i = 1 : N, bN = b0, and k̃p = E−1kp. Note that Ã is a block circulant matrix and can be

block diagonalized to find the system eigenvalues. In the following discussion, ka = 0 is

chosen which implies that the matrix E is an identity matrix. Thus, the eigenvalues of the

system matrix obtained after diagonalization are given by,

λ2
i − (kvω

1−i − γ)λ+ (1− ω1−i) = 0

λi =
kvω

1−i − γ ±
√

(kvω1−i − γ)2 − 4(1− ω1−i)

2

(6.3)
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where ω = e2πj/N and j =
√
−1. When i = 1, λ1 = 0,−(kv + γ) are two eigenvalues

of the system. By choosing the gains kv = 1/h and kp = k/h with k > 0 [19], one can

obtain the following eigenvalues:

λi = −k,−1− ω1−i

h
. (6.4)

Note that for a formation of N vehicles, N/2 eigenvalues are located at −k while the

remaining are located on a closed locus that lies in the left half of the complex plane.

Hence, the system is stable for all values of k > 0 and h > 0.

6.1.1 Alternative Ring Graphs

With the basic ring graph, as the size of the platoon increases, long distance commu-

nication may not be practically feasible due to an increase in the distance between the first

and the last vehicle of the platoon. Limitations on the range of communication devices

and obstacles between vehicles are some of the factors that may affect communication.

An information hopping mechanism may be used but with each hop the time taken for

information to reach the first vehicle from the last vehicle increases. Hence, alternative

forms of ring graph which do not involve communication over large distances are desir-

able. An alternative form of a ring graph over a vehicle platoon is obtained by rearranging

the communication ring while maintaining the physical positions intact. Fig. 6.2 shows

a possible alternative configuration of ring graph over a platoon of five vehicles where

each vehicle communicates with the (i − 2)nd vehicle instead of the (i − 1)th vehicle.

Since eigenvalues of a matrix are unchanged by elementary row and column operations,

the eigenvalues of the closed loop system matrix with alternative ring graphs are the same

as those of the basic ring graph for the same formation size [64].

It is noted that in this work every vehicle computes its control input solely based on

the information of the (i− 1)-th vehicle in the communication ring. For example, for the
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1 2 3 4 5

Figure 6.2: Alternate ring graph with communication structure 1 → 3 → 5 → 2 → 4 → 1
.

platoon with alternative ring communication shown in Fig. 6.2, Vehicle 2 maintains its

position with respect to Vehicle 5 instead of Vehicle 1, and so on for the other vehicles.

Thus, the communication time between any two communicating vehicles in the ring re-

mains the same. This is not true for the basic ring communication shown in Fig. 6.1, since

vehicle 1 needs information from Vehicle 5. Furthermore, if a communication protocol

like the token ring protocol is used then vehicle transmits its own information only after

it receives information, in which case alternative ring graphs offer the least possible cycle

time thereby ensuring the quickest information refresh rate.

6.1.2 Communication Advantages of Alternative Ring Graphs

Consider a platoon of N vehicles with identical communication devices. Let Tc denote

the time constant associated with transmitting information within every device’s range and

the time taken to process the received information before transmitting. The total time for

completion of one cycle is the sum of all the individual communication times and the

processing times, which depends on the communication protocol, physical devices used,

etc.

In the basic ring graph (Fig. 6.1) for a vehicle platoon the physical distance between

the first and the last vehicle in the ring increases with the formation size N . In order to

communicate the information of the last vehicle to the first vehicle, it has to be hopped over

other vehicles in the formation to meet the sensing range constraint of the communication

device, and the number of such hops increases with formation size. For example, consider
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a ten vehicle vehicle platoon shown in Fig. 6.3, with the transmitter range of 12 m (shaded

region) and inter-vehicular spacing of 5 m (δ = 5). Thus, the farthest each vehicle can

communicate is two vehicles in either direction. The information hop from the last vehicle

to the first vehicle is represented by dotted arrows in Fig. 6.3. The total time taken for

one communication cycle with this basic ring graph (Tbasic) is the sum of the time taken

for the information to flow from the first to the last vehicle, 9Tc, and the time taken for

information to hop from the last vehicle to the first vehicle, 5Tc, that is, Tbasic = 9Tc +

5Tc = 14Tc. Consider an alternative ring graph shown in Fig. 6.4. The total time taken for

one communication cycle with this alternative ring graph (Talt) is the sum of ten individual

communications, i.e., Talt = 10Tc [65]. Hence, the communication cycle time for the basic

ring graph is larger than that of the alternative ring graph. This approach can be generalized

as follows.

Figure 6.3: Information hopping from vehicle ten to one

Figure 6.4: Platoon of ten vehicles with alternative ring graph

Let the effective communication range of transmitters be a sphere of radius ζ and M
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be the number of vehicles the information can be transmitted in one single hop. For an

N-vehicle formation, the number of hops required from the last vehicle to the first vehicle

is floor(N/M) where the function floor(a) gives the largest integer smaller than a. The

total cycle times for the basic ring graph with information hops and the optimal alternative

ring graph with the communication range constraint, respectively, are given by

Tbasic =

(

N − 1 + floor

(
N

M

))

Tc, and

Talt = NTc. (6.5)

For a fixed M and a large N , limN→∞ Talt/Tbasic = 1/2.

In a platoon there are only two directions the information can flow from a vehicle,

thus one can simply set M ≤ ζ/δ. It is more difficult to establish a hop factor M in two

or three dimensional formations. Let the sensor communication range be ζ = 12 m as

in the previous case for 2D and 3D formations, shown in Fig. 6.5. The shaded regions

indicate the communication range of the respective vehicle. Then the problem of finding

the number of vehicles to hop depends on the direction of communication. For instance,

for the 3D formation there are no vehicles to hop on along the diagonals of the cube.

Hence, there is a need for a formulation that will work with absolute distances between

vehicles in the formation rather than the direction of communication. Further for the 2D

and 3D formations, the formation of a ring is not as intuitive as in the case of the platoon.

Notice that for the simple examples shown in Fig. 6.5, there are numerous ways to

form a ring graph. The problem of selecting a communication graphs is exacerbated for

larger and irregular shaped formations. Since the closed loop system based on a ring

communication graph has many desirable properties, a systematic method is needed to

form ring graphs irrespective of the number of vehicles or dimension of the formation.
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Figure 6.5: 2D and 3D formation example with communication range disc.

6.2 Ring Graph as a Canonical TSP

While it is straightforward to construct a basic ring graph over vehicles in cyclic pur-

suit or in a simple vehicle platoon, it is difficult to do so in two- and three-dimensional

formations. Further, employing a basic ring graph in vehicle platoons requires the lead

vehicle to receive information from the last vehicle, both of which may be separated by a

large distance depending on the size of the platoon. This poses multiple implementation

issues such as requiring large communication range for the sensors, presence of obstacles

like buildings or tunnels, etc. Typically, a protocol such as the token ring protocol is used

for communicating information from one vehicle to another. In such a case, the “fresh-

ness” of the information is directly related to the distance traveled by the token in the ring

graph. It appeals to intuition to minimize the distance traveled by the token among all

possible ring graphs that can be constructed. In this section, a combinatorial approach for

developing ring graphs with given constraints is used. The key is in the formulation of the

ring graph along with the constraints involved as a combinatorial search in a simple and

tractable way. Once a good formulation is in place, any one of the available search algo-

rithms can be used to find possible solutions. Using combinatorial search to draw graphs

has been considered in the literature [66, 67].
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Generating a ring graph over a formation can be viewed as finding a Hamiltonian cycle

for a given connected graph or a tour for the TSP. Therefore, the algorithms available to

find a Hamiltonian cycle may be used to find a ring graph. For this reason, the problem of

finding a ring graph with constraints is modeled as the canonical TSP. In its classical form

the TSP is the following: Given a list of cities and their pairwise distances, the problem

of finding a minimum cost tour such that one starts from a city, visits all the cities, and

returns to the starting city. There are a number of efficient algorithms to find exact and

approximate solutions for the TSP, [68].

Let cij be defined as the distance between vehicles and V = {1, 2, . . . , n} be the set

of indices of vehicles. The set of edges, E, of the information flow graph is the set of all

ordered pairs of the form (i, j), i, j ∈ V such that i 6= j. For every edge (i, j) ∈ E, let a

binary decision variable xij denote whether the vehicle indexed by i communicates with a

vehicle indexed by j. For every strict subset S of V , one can define the cut-set, δ(S) of S

to be the set of edges which leave the set S, i.e., δ(S) := {(i, j) : i ∈ S}.

Given a cost matrix consisting of pair-wise distances between vehicles, the problem is

formulated as follows [68]:

min
n∑

i=1

n∑

j=1

cijxij (6.6a)

subjected to
∑

j∈δ(i)

xij = 1,

∑

j∈δ(i)

xji = 1, ∀i = 1, 2, . . . , n, (6.6b)

and
∑

j∈δ(S)

xij ≥ 1, ∀i ∈ δ(S) ⊂ {1, 2, . . . , n}. (6.6c)

The set of constraints (6.6b) enforce degree constraints, i.e., the token must be received
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and transmitted by every vehicle in the formation exactly once in a cycle of updating the

information. The last of the inequality constraints, (6.6c), eliminates sub-tours, i.e., the

possibility of two disjoint cycles forming on the set of vehicle nodes. A solution to this

canonical TSP problem provides the optimal topology for the ring graph. It is important

to note that the formulation remains the same irrespective of the shape and dimension of

the formation.

Additional constraints may be added to the TSP formulation depending on the phys-

ical constraints on the system, such as the communication range of transmitters. Let the

communication range be denoted by ζ [49,64]. To limit the distance between each commu-

nicating vehicle, let cij denote the distance between vehicles if it is within the communica-

tion range ζ ; otherwise, let cij = nζ , where n is the number of vehicles in the formation.

This modification in effect restricts the solution to only those scenarios where the commu-

nication range between each communicating pair is satisfied. The alternative ring graph

obtained using the TSP formulation with a communication range ζ = 2δ (where δ is the

inter-vehicular spacing) on a ten vehicle platoon is shown in Fig. 6.4. The ring graphs ob-

tained for the 2D and 3D formations discussed above are also shown in Fig. 6.6. It should

be noted the solutions shown for each case are only two of many possible solutions that

satisfy all the constraints.

6.3 Addition of Vehicles To The Formation and Removal of Vehicles From an Ex-

isting Formation

Another key implementation issue is encountered when one wishes to add/remove ve-

hicles from a formation; this requires reconfiguration of the existing communication graph

and potentially a different controller is needed to ensure that the formation is stable; this

is typically referred to as the topology reconfiguration problem. Topology reconfiguration

is a relatively challenging problem depending on the type of goals of reconfiguration such
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Figure 6.6: 2D and 3D formation with ring graph obtained from the TSP formulation

as type of communication graph, number of vehicles added or removed, etc. Topology re-

configuration is a well known research problem in computer networking. Reconfiguration

in multi-agent formations was studied recently in [69]. The focus in the literature has been

on problems where the number of vehicles is unchanged, but the information flow has to

be reconfigured. These methods are not applicable to those situations where one has to

add/remove vehicles.

When vehicles are added/removed to/from a formation, the closed loop properties of

the system may change and the communication graph may need to be reconfigured. In

contrast to other directed or undirected graphs, addition/removal of vehicles from/to a

formation with ring communication graphs does not affect closed loop stability of the for-

mation if the ring communication is maintained for the resulting reconfigured formation.

It can be shown that by setting up the closed loop structure of the system as discussed in

Section 6.1, one can ensure that the eigenvalues of the closed loop system remain on a

fixed closed locus irrespective of the size of the formation. Reconfiguration of a commu-

nication graph is an NP-complete problem and exact solutions may require considerable

resources to compute, however, heuristics can be used to find solutions that are near opti-

mal. Stability of the reconfigured formation with ring graphs and heuristics to add/remove

vehicles to/from the formation are discussed next.
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Let Go denote the initial configuration of the communication graph. Can we recon-

figure the communication graph to a final configuration Gf(Vf , Ef) such that we keep the

same controller and preserve closed loop stability when adding or removing vehicles to the

existing formation. The dimension change in the system matrix due to addition/removal

of vehicles is handled in the following manner. A cap on the total number of vehicles is

assumed and a relevant number of zero rows and columns are added based on this cap.

With this approach one can model the change in the system matrix as a perturbation on

the existing matrix. If fewer vehicles than the cap are added, the analysis can be restricted

to the non-zero block of the system matrix. For example, with a five vehicle platoon, if

the cap is at seven vehicles, then the initial closed loop system matrix with five vehicles is

taken as

A
′

=






A O5x2

O2x5 O2x2




 , (6.7)

where A := circ(a0, O2, O2, O2, a5). The closed loop system matrix for the reconfigured

system with seven vehicles is

A = circ(a0, O2, O2, O2, O2, O2, a6). (6.8)

By preserving the ring communication structure for the reconfigured formation, the eigen-

values are given by Eq. (6.4) and the bounds on these eigenvalues are the same the initial

formation. For any of the other commonly used communication graphs (directed or undi-

rected), there is no known mechanism to determine the eigenvalues of the reconfigured

formation.

For example, the eigenvalues of a platoon with 10 and 13 vehicles using the same

control gains (h = 0.9, ka = 0, kv = 1/h and kp = 3/h in Eq. (4.1)) are shown in Fig. 6.7.

One can also find the locus of the eigenvalues. Let λ denote any one of the eigenvalues of
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the system matrix, and let ω = p + jq and λ = x + jy. Since ω and λ are both complex

numbers, from equation (6.4) we have the following locus equation:

h(x2 + y2) + 2x = 0
(

x+
1

h

)2

+ y2 =

(
1

h

)2 (6.9)

The locus is a circle centered on (−1/h, 0) with radius 1/h. Therefore, half of the eigen-

values are at −k and the other half are on the circle given by the above equation.

Two methods may be employed for reconfiguring the ring communication graph: (1)

using a search over the entire node set, and (2) insertion/removal heuristics using the ex-

isting topology. To search the entire node set one can use the TSP formulation from

Section 6.2 for every addition or removal of vehicles to/from the formation. Then any

available exact algorithms for solving combinatorial problems can be used to find solu-

tions. However, this can be resource intensive and time consuming. Insertion heuristics

are quicker as they alter the path locally to add nodes. The existing optimal topology is

used as a starting point and new nodes are inserted into the topology following a particu-

lar insertion criterion. Some commonly used insertion criterion are the nearest insertion,

farthest insertion, cheapest insertion, etc., [68].

Without loss of generality if one were to restrict the addition of new vehicles to the

boundary of the existing formation, the insertion search can be highly localized. The

nearest node search replaces parts of an existing path such that it passes through the newly

added node. The algorithm starts with the existing optimal solution, finds the node nc on

the existing solution which is nearest to the newly added node m; see Fig. 6.8. The solution

is then modified to include the new node either before or after the node nc such that the

cost of the entire cycle is minimal. The result of using this algorithm on the ten vehicle

platoon with two additional nodes is shown in Fig. 6.9. The nearest node search algorithm
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is faster owing to its simplicity and limited search space when compared to searching over

the entire new formation.

10 vehicles
13 vehicles

-2.5 -2 -1.5 -1 -0.5 0-3-3.5
-1.5

-1

-0.5

0

1.5

1

0.5

Figure 6.7: Eigenvalues of the platoons with ring graph with 10 and 13 vehicles

In general removal of nodes is more restrictive and there are not many heuristic meth-

ods available for reconfiguring the graph upon removal of nodes. However, a simple re-

moval heuristic algorithm may be employed that works similar to the nearest neighbor

insertion heuristic by locally altering the path around the node removed. Since, in vehicle

formations, one only deals with Euclidean distances and the distances obey triangular in-

equality, the ratio of the tour cost resulting from removal heuristics to the optimal cost of

N − 1 nodes can be shown to be ≤ 1.5 [70].
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m ncncm

Figure 6.8: Graph reconfiguration after adding a single node, newly added node ‘m’ and

its closest node along the path ‘nc’, Reconfigured graph passing through ‘m’

Figure 6.9: Reconfiguration using graph search: Initial configuration, and Reconfigured

graph with additional two vehicles.

6.4 Formation Experiments using Ring Graphs

Experiments were conducted with a group of four fully autonomous differential drive

robotic vehicles. Each robot has two independent wheels and a free caster. Each inde-

pendent wheel is actuated by a motor rated at 12 V, with a no-load speed of 350 rota-

tions per minute and a stall torque of 0.78 Nm. A pair of quadrature encoders with 1856

counts per revolution are used to measure the angular speed of the wheels and calculate

the position of the robot. The robot control algorithms are implemented using an Arduino

micro-controller along with motor drivers and ‘Xbee Series 1’ communication module and

a desktop computer containing a ‘Xbee Series 1’ receiver [49,71]. All the experiments are

conducted in a decentralized manner with the on-board micro-controller on each robot

performing the necessary computations to generate the control input and then transmit-
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ting its identity information and position data using the communication module. A central

desktop computer is used only to log the data and to send start/stop command signals. The

communication cycle in the platoon follows the ring graph, i.e., each vehicle transmits

information only after receiving.

Figure 6.10: Picture of mobile robots.

The control algorithm consists of two loops as shown in Fig. 6.11, where qref and

qa are the reference and actual position vectors, Vd is the vector of desired velocities, V

is the vector of motor voltages. The outer loop comprises of a nonlinear kinematic path

controller as given in [72]; this outer loop takes the measurement of the robots’ current

position error and computes the desired linear and angular velocities as follows,

vd = vr cos θe + kxxe (6.10a)

wd = wr + vf(kyye + kθ sin θe) (6.10b)

where v, w are the linear and angular velocities, respectively, subscripts d, r denote the

desired and reference values and kx, ky and kθ are positive controller gains. The errors
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xe, ye, θe are computed as,









xe

ye

θe









=









cos θ sin θ 0

− sin θ cos θ 0

0 0 1

















xr − x

yr − y

θr − θ









(6.11)

where the subscript r denotes the reference value. The references values of x, y and θ are

obtained from the reference trajectory in the case of a single robot tracking and from the

position of the (i− 1)th robot and the desired inter-vehicular spacing in the case of a robot

platoon. The output of the outer loop provides a velocity correction to the inner velocity

loop. The inner loop consists of a simple proportional integral (PI) controller to control

individual motor velocities as

V = KpWe +Ki

∫ t

0

We(τ)dτ (6.12)

where V = [Vl, Vr]
T is the voltage input for each motor, We = [ωel, ωer ]

T is the error

vector of the left and right motor velocities, and Kp, Ki are the proportional and integral

gains. All the experiments are conducted without acceleration and velocity error feedback.

Inner loop

controller

Robot

d������	

Outer loop

controller

Robot

kinematics

r

Figure 6.11: Two loop trajectory tracking controller.
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Experiments were conducted to compare the ring graph in basic form versus the al-

ternative form. In the first set of experiments, a vehicle platoon is formed with informa-

tion flow given by basic and alternative ring graphs. The second set of experiments were

conducted using the alternative ring graph by varying the initial spacing conditions. The

reference linear velocity is chosen to be 0.457 m/s and the angular velocity is set to 0 rad/s.

The velocity value is set only in robot 1 which communicates it to the rest of the platoon

through the ring. The desired inter-vehicular spacing is however set in each individual

robot. In the three experiments discussed in this paper, the vehicles start at zero velocity

and accelerate for five seconds after which the coordination algorithm is activated. The

desired platoon trajectory is a straight line with a fixed velocity and inter-vehicular spac-

ing. The robots are arranged a apriori in a straight line formation. The initial acceleration

stage was included to build up the velocity more smoothly. During this stage each robot

has a reference straight line trajectory.

Results of the experiment with the basic ring graph and the results of experiments

with an alternative ring graph are shown in Fig. 6.12(a). Comparing the results it can

be seen that in both cases the platoon maintains its initial inter-vehicular spacing. These

experiments show that an alternative ring graph can be used in the place of a basic ring

graph with similar results.

6.4.1 Initial Spacing Not Equal to the Desired Spacing

Two sets of experiments were conducted, one with initial spacing less than the desired

spacing and the other with initial spacing more than the desired spacing. In the first set,

the initial spacing is set to 0.61 meters (2 ft) and the robots 1, 2, 3 and 4 are positioned

at locations 1.83, 1.22, 0.61 and 0 meters on the base line. The desired spacing is set

to 0.914 m (3 ft). In the second set of experiments, the initial spacing is set to 0.914

meters (3 ft) and the desired spacing to 0.609 meters (2 ft). The robots are positioned at
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2.743, 1.828, 0.914 and 0 meters on the base line. The evolution of the position of the

vehicles within the platoon is shown in Fig. 6.12(b). In both the cases the vehicles in the

platoon adjust their relative positions as soon as the coordination controller is activated at

5 seconds into the experiment. Once the positions are adjusted, the inter-vehicular spacing

error is maintained close to zero.
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Figure 6.12: Evolution of position with (a) basic and alternative ring graphs, (b) initial

position less and greater than desired spacing, and (c) triangle and square formation with

non-zero initial position errors.

6.4.2 Experiments with Two Dimensional Formations

Formation experiments using the mobile robots were also carried out. The first set

of experiments used three robots in a triangular formation with non-zero initial condi-

tions. The robots start at initial positions with non-zero spacing error and converge to a

triangular formation and continue forward. The initial positions of the three robots are

(0.3048, 0.3048), (−0.3048, 0) and (−0.3048,−0.3048) and the initial orientation is same
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for all the three robots (0 deg). The position of the vehicles is shown in Fig. 6.12(c).

The second set of experiments were conducted using the four robots with a square

formation of side length 0.6096 m. The reference linear velocity of the formation is

taken as 0.457 m/s and the reference angular velocity is taken as 0 rad/s. The initial

positions of the four robots are (−0.3048, 0.9144),(0, 0.3048),(−0.3048,−0.3048) and

(0.3048,−0.6096). The trajectories of the four robots are shown in Fig. 6.12(c). The

robots start at non-zero initial spacing errors, go through an orientation change to achieve

and maintain the square formation.
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7. CONCLUSIONS AND FUTURE WORK

7.1 Summary and Conclusions

The focus of this work was on investigating spacing policies and communication strate-

gies that can aid in reducing the inter-vehicular spacing while ensuring robustness to para-

sitic lags. A substantial portion of this dissertation involves quantifying the advantages of

using vehicular communication with CTHP controllers. String stability is used as a perfor-

mance metric to study CTHP controllers that employ immediate predecessor acceleration

and multiple predecessor information in the presence of parasitic lags. For each controller,

the minimum employable time headway that can guarantee robust string stability is de-

rived.

In Chapter 2, some brief background is presented for the vehicle model employed,

information flow graphs, and string stability analysis methods. Spacing errors, string sta-

bility and robust string stability are defined and discussed. The string stability of vehicle

platoons for some well known CSP and CTHP controllers from the literature is discussed.

Minimum employable time headway (hmin) is defined and hmin values of some CTHP

controllers from the literature are reviewed.

In Chapter 3, properties of vehicle platoons with CSP controllers using information

from ‘r’ preceding vehicles are studied. It is shown that with an ‘r’ vehicle look ahead

CSP controller, the platoon is not robustly string stable irrespective of the acceleration

feedback gain values selected. When the information from the immediate predecessor and

the platoon leader are used, the platoon is robustly string stable; an upper bound for the

lag in terms of the controller gain values is derived in this chapter. A design procedure for

the selection of controller gains when using a CSP controller with leader and predecessor

information such that the platoon is string stable in the presence of parasitic lags is also
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presented. Results from numerical simulations are provided to corroborate the theoretical

results derived.

In Chapter 4, robust string stability of controllers utilizing constant time headway pol-

icy is investigated to find the minimum employable time headway. All the controllers

considered require V2V or I2V communication to obtain information of the predecessor

vehicles. Three controllers that use CTHP are considered in this chapter: (1) a controller

that uses acceleration, velocity and position information of the immediate predecessor, (2)

a controller that uses information from multiple predecessors (‘r’ predecessors), and (3) a

controller that uses information from immediate and ‘r’-th predecessor. For all the three

controllers considered, the minimum employable time headway is found as a function of

controller gains and the vehicles’ parasitic lags. Further, it is also shown that when us-

ing bidirectional communication the platoon is string stable. Numerical simulations are

conducted to validate the theoretical analysis and the results are presented and discussed.

Based on the discussion and analysis from the first four chapters, one can make the

following observations:

• In general, as shown by many authors in the literature, autonomous vehicle pla-

toons with CACC provide better robustness to parasitic lags over ACC. Information

about the downstream vehicles in the platoon that can be obtained from V2V or I2V

communication is beneficial for safe operation of the platoon. However, one has to

appropriately choose the spacing policy and the controller to guarantee robust string

stability.

• Controllers based on constant spacing policy are not robust to parasitic lags even

when using information from multiple vehicles in the platoon downstream. The only

exception to this generalization is the CSP controller that uses information from the

immediate predecessor and the platoon leader. In this case the platoon is robust to
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sufficiently small parasitic lags, which can be increased by choosing small controller

gains.

• The controllers based on constant time headway policy in general exhibit robust-

ness to parasitic lags. Although CTHP controllers that use information only from

onboard sensors (ACC) exhibit some robustness to lags, this level of robustness is

too restrictive for practical applications. CTHP controllers that rely on information

obtained from V2V or I2V communication show substantial improvement in robust-

ness to parasitic lags.

• For a fixed time headway, using predecessor vehicle acceleration in CTHP controller

can potentially double the maximum allowable parasitic lag (τ0).

• The robustness is further improved when using information from multiple vehicles

in the platoon downstream or using only information from the immediate predeces-

sor and ‘r’-th predecessor. However, using information from ‘r’ vehicles can add

to communication overload of the networks if r is large. A good compromise is

to employ the predecessor and ‘r’-th vehicle information, as this provides better ro-

bustness than using information from just the immediate predecessor without adding

excessive communication overhead.

In Chapter 5, some preliminary studies related to the use of predecessor brakelight

information in the absence of vehicular communication are discussed. The effect of infor-

mation quantization is also discussed. From the numerical results it is observed that one

may employ the status of predecessor brakelight into the longitudinal control of vehicles to

maintain a smaller time headway. Information quantization will have a detrimental effect

on the platoon. However, a larger acceleration feedback gain or time headway can help

mitigate some detrimental effects of quantization.
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In Chapter 6, a combinatorial approach for developing ring communication graphs

for vehicle formations is proposed by formulating the problem as a canonical TSP with

constraints. Ring graphs for vehicle platooning, 2D and 3D formations with communi-

cation distance constraints and other constraints can be obtained using this formulation.

The advantage of using ring communication graphs is that one can add vehicles to or re-

move vehicles from the formation without changing the controller for each vehicle and

preserving the stability of the formation control algorithm. Platoon and formation experi-

ments were performed with four mobile robots by using ring graphs in multiple formation

shapes and different initial conditions.

7.2 Future Work

Some future research directions based on this work are as follows:

• The minimum employable time headway for CTHP controller that employ immedi-

ate predecessor in the feedback is computed using the frequency domain approach

to string stability analysis. In order to guarantee that controller gains exists one has

to show that the impulse response of the spacing error transfer function must be

non-negative (h(t) ≥ 0). In this dissertation, this was demonstrated using numerical

simulations. Future work should focus on finding analytical bounds for selection of

gains such that h(t) ≥ 0 is guaranteed.

• The analysis of CTHP controllers using multiple predecessor information in the

feedback involved using a sufficient condition for string stability. There is a pos-

sibility that vehicles can employ a smaller time headway than 4τ
(1+r)(1+rka)

. It is

unclear on how to approach the string stability problem with multiple predecessors

in order to find a tight bound on hmin, this should be investigated in the future.

• When employing bidirectional information exchange in CTHP controllers, the re-

sults derived in this work only show that it is possible to ensure string stability.
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Bounds on minimum employable time headway should be derived.

• One of the key assumptions of the analysis in this dissertation is that the commu-

nication is free from delays or losses. There is a large volume of research in the

literature that is focused on studying these effects, however, there is a limited un-

derstanding on how to apply analytical tools from time delay systems to vehicle

platoons. Many works such as [39] have relied on using numerical simulations to

provide some guidelines. Other works have only concentrated on studying effects

of delays when using only the immediate predecessor information. Future work

should investigate the effects of such communication uncertainties while choosing

time headway.

• Another key assumption is that the vehicles in the string are all equipped for com-

munication and are capable of implementing CACC controllers that were used in the

analysis. However, methods to deal with vehicles that are not equipped with com-

munication are limited [2]. Since highways for at least the near future will be used

by vehicles with and without CACC (and ACC), analysis of this problem should be

considered in the future.

• One of the limitations of this dissertation is the lack of experimental validation. Al-

though there are instances in literature that involve extensive experiments, these are

mainly limited to immediate predecessor information feedback. Experiments should

be conducted with controllers using multiple predecessor information, especially us-

ing r ≥ 3 and hw < τ to study the behavior of vehicles.

• In the context of ring graphs, potential future work includes: (1) obtaining analytical

expressions for eigenvalues and stability of the system using acceleration feedback,

(2) studying how communication delays affect the stability of the formation, and (3)

factoring these delays as constraints in developing the ring graph.
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