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ABSTRACT

This thesis is devoted to theoretical and experimental justifications of numerical methods for frac-

tional differential equations, which have received significant attention over the past decades due to

their extraordinary capability of modeling the dynamics of anomalous diffusion processes.

In recent years, a number of numerical schemes were developed, analyzed and tested. However,

in most of these interesting works, the error estimates were established under the assumption that

the solution is sufficiently smooth. Unfortunately, it has been shown that these assumptions are too

restrictive for the solutions of fractional differential equations. The goal of this thesis is to develop

robust numerical schemes and to establish optimal error bounds that are expressed directly in terms of

the regularity of the problem data. We are especially interested in the case of nonsmooth data arising

in many applications, e.g. inverse and control problems.

After some background introduction and preliminaries in Chapters 1 and 2, we analyze two semidis-

crete schemes obtained by standard Galerkin finite element approximation and lumped mass finite

element method in Chapter 3. The error bounds for approximate solutions of the homogeneous and

inhomogeneous problems are established separately in terms of the smoothness of the data directly.

In Chapter 4 we revisit the most popular fully discrete scheme based on L1-type approximation in

time and Galerkin finite element method in space and show the first order convergence in time by the

discrete Laplace transform technique, which fills the gap between the existing error analysis theory

and numerical results. Two fully discrete schemes based on convolution quadrature are developed in

Chapter 5. The error bounds are given using two different techniques, i.e., discretized operational

calculus and discrete Laplace transform. Last, in Chapter 6, we summarize our work and mention

possible future research topics.

In each chapter, the discussion is focused on the fractional diffusion model and then extended to

some other fractional models. Throughout, numerical results for one- and two-dimensional examples

will be provided to illustrate the convergence theory.
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to R. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3.1 Numerical results for example (a) at t = 0.1, with α = 0.1, 0.5 and 0.9, discretized on a
uniform mesh, h = 2−k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 Numerical results for example (b), α = 0.5, at t = 0.1, 0.01, 0.001, discretized on a
uniform mesh, h = 2−k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3 Numerical results, i.e., errors ‖u(t)− uh(t)‖Ḣp(Ω), p = 0, 1, for example (c), α = 0.5, at
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1. INTRODUCTION

In this chapter, we introduce anomalous diffusion and describe some existing numerical schemes

for fractional diffusion equations in Sections 1.1 and 1.2, respectively. Then the contributions and

organization of this thesis are given in Section 1.3.

1.1 Introduction to anomalous diffusion

1.1.1 Standard diffusion

Diffusion is one of the most fundamental phenomena found in nature. It describes the evolution

process in time of the density u of some quantity (such as heat or concentration of chemicals). Let

Ω ∈ R3 be a bounded domain and U ⊂ Ω be any smooth subregion. Then the rate of change of the

total quantity within U equals the negative of the flux through the boundary of U :

d

dt

∫
U

u dx = −
∫
∂U

F · ν dS = −
∫
U

∇ · F dx,

where F denotes the flux density. Since U is chosen arbitrarily, we have

ut = −∇ · F.

Further, the phenomenological Fick’s first law states that the flux F is proportional to the local

density gradient but points in the opposite direction (since the flow is from the regions of high to low

concentration) with the proportionality constant a > 0 (a.k.a. diffusion coefficient):

F = −a∇u.

Then we obtain the standard diffusion equation

∂tu = a∆u. (1.1)

At a microscopic level, the diffusion process is related to the random motion of individual particles,

and the use of the Laplace operator and the first-order derivative in the canonical diffusion model rests

on a Gaussian assumption on the particle motion. Specifically, let u(x, t) be the probability density

1



function (pdf) of a particle which moves randomly in one dimension. Then u(x, t) should satisfies the

following equations

u(xj , ti) =
1

2
(u(xj−1, ti−1) + u(xj+1, ti−1)) . (1.2)

For small ∆t, we have by Taylor’s expansion

u(xj , ti) ≈ u(xj , ti−1) + (∆t)∂tu(xj , ti−1). (1.3)

Similarly, we have for small ∆x

u(xj±1, ti−1) ≈ u(xj , ti−1)± (∆x)∂xu(xj , ti−1) +
(∆x)2

2
∂xxu(xj , ti−1). (1.4)

Then plugging (1.3) and (1.4) into (1.2) yields

∂tu(xj , ti−1) ≈ (∆x)2

2∆t
∂xxu(xj , ti−1).

Further, in Brownian motion the mean squared displacement of the particle is linear to time, i.e.,

(∆x)2

2∆t = a and hence we arrive at the standard diffusion equation (1.1) in one dimensional case.

1.1.2 Anomalous diffusion

Over the last two decades, a large body of literature has shown that diffusion processes in complex

systems usually no longer follow Gaussian statistics. The anomalous diffusion in which the mean

square variance grows faster (superdiffusion) or slower (subdiffusion) than that in a Gaussian process,

offers a superior fit to experimental data observed in a number of important practical applications.

For example, anomalous diffusion has been successfully used to describe diffusion in media with fractal

geometry [65], highly heterogeneous aquifer [2] and underground environmental problem [20], wave

propagation in viscoelastic media [51, 52].

At a microscopic level, the anomalous process can be described by a continuous time random walk

(CTRW) model, which is based on the idea that the length of a given jump, as well as the waiting time

elapsing between two successive jumps are drawn from a possibility density function Ψ(x, t), called

jump pdf. Then the jump length pdf and waiting time pdf can be respectively expressed by

ϕ(x) =

∫ ∞
0

Ψ(x, t) dt and ψ(t) =

∫ ∞
−∞

Ψ(x, t) dx. (1.5)

2



In case that jump length and the waiting time are independent random variables, we may find the

decoupled form Ψ(x, t) = ϕ(x)ψ(t). Then the characteristics waiting time

T =

∫ ∞
0

tψ(t) dt

and the jump length variance

Σ2 =

∫ ∞
−∞

x2ϕ(x) dx

may be finite or infinite. Now a CTRW process can be described by the equation [59, p. 17, eq. (22)]

η(x, t) =

∫ t

0

∫ ∞
−∞

η(y, s)Ψ(x− y, t− s) dy ds+ u0(x)δ(t),

where η(x, t) denotes the pdf of just having arrived at position x at time t. Consequently, by setting

Φ(t) = 1−
∫ t

0

ψ(s) ds

assigned to the probability of no jump event during the time interval (0, t), and u(x, t) be the pdf of

arriving at position x at time t, and not having moved since. Then u(x, t) may be represented by

u(x, t) =

∫ t

0

η(x, s)Φ(t− s) ds

and in Fourier-Laplace space by

u(z, ξ) =
(1− ψ(z))u0(ξ)

z(1−Ψ(ξ, z))
.

Note that this framework can reproduce the standard diffusion model (1.1) by setting ψ(t) = exp(−t/τ)
τ

and ϕ(x) =
exp(−x2/(4σ2))

(4πσ2)1/2
[59, Section 3.3], which shows that the anomalous diffusion is a generalized

counterpart of standard diffusion.

Next we derive a fractional diffusion (subdiffusion) model through the so called fractal time random

walk [21], where T diverges while Σ2 is kept finite. Here we consider the heavy-tailed waiting time pdf

with the asymptotic behavior for α ∈ (0, 1), ψ(t) ∼ Aατ
α/tα+1, Aα = α/Γ(1 − α) [60, eq. (2)], and

Gaussian jump length pdf ϕ(x) =
exp(−x2/(4σ2))

(4πσ2)1/2
with

ψ(z) ∼ 1− (zτ)α and ϕ(ξ) ∼ 1− σ2ξ2.

3



Then the pdf u(x, t) can be expressed in the Fourier Laplace space by

u(ξ, z) = zα−1(zα +Kαξ
2)−1u0(ξ),

where Kα = σ2/τα. We note that this is is exactly the solution of the fractional diffusion (2.7) with

Kα = 1, d = 1, v = u0 and f ≡ 0 in the Fourier-Laplace space.

Further, we refer interested readers to [51, 71, 60, 7] for the derivation of some other anomalous

diffusion with time or space fractional derivatives and relevant physical explanations and [4] for a

comprehensive survey on numerical methods for fractional ordinary differential equations.

1.2 Review on numerical methods for fractional diffusions

The excellent capabilities of fractional differential equations to accurately model such processes

have generated considerable interest in deriving, analyzing and testing numerical methods for solving

such problems. As a result, a number of numerical techniques were developed and their stability and

convergence were investigated. The major body of this thesis is concerned with fractional diffusion

model and hence we briefly introduce some popular numerical treatment for this model here. There are

two predominant approximations in time: the L1-type approximation [66, 36, 45, 72, 41, 44, 18] and

the Grünwald-Letnikov approximation [74, 9, 77]. The convergence rates and regularity assumption of

a number of schemes are summarized in Table 1.1.

Table 1.1: Convergence rates for existing schemes for subdiffusion case, 0 < α < 1. In the table, RL

denotes the Riemann-Liouville derivative, and ū is the zero extension in time of u to R.

method conv.rate derivative regularity assumption

L1 scheme [45, 72] O(τ2−α) Caputo ∀x ∈ Ω, u is C2 in t

Zeng et al I [77] O(τ2−α) Caputo ∀x ∈ Ω, u is C2 in t

Zeng et al II [77] O(τ2−α) Caputo ∀x ∈ Ω, u is C2 in t

Li-Xu [40] O(τ2) Caputo ∀x ∈ Ω, u is C2 in t

Gao et al [18] O(τ3−α) Caputo ∀x ∈ Ω, u is C3 in t

L1 scheme [66, 36] O(τ2−α) RL ∀x ∈ Ω, u is C2 in t

SBD [38] O(τ2) RL ∀x ∈ Ω, R−∞D
3−α
t ū is L1 in t
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To the first group, L1 approximations, belongs the method devised by Langlands and Henry [36].

They analyzed the discretization error for the Riemann-Liouville derivative. Also, Lin and Xu [45]

developed a numerical method based on a finite difference scheme for the Caputo derivative and a

Legendre collocation spectral method in space, and analyzed the stability and studied the convergence

rates. The scheme has a local truncation error O(τ2−α); see also [72]. Li and Xu [41] extended the

work [45] and developed a space-time spectral element method, but only for the case of zero initial

data; see also [44, 15]. In [40] a variant of the L1 approximation was analyzed, and a convergence

rate O(τ2) was established for C3 solutions. Recently, Gao et al [18] derived a new L1-type formula

based on quadratic interpolation with a convergence rate O(τ3−α) for smooth solutions. To overcome

the local singularity of the solution and to enhance the computational efficiency a nonuniform mesh

in time has been suggested in [76, 78]. We also refer interested readers to [54, 63, 64] for studies on

piecewise constant and piecewise linear discontinuous Galerkin discretization of the Riemann-Liouville

derivative in time.

In the second group methods, Yuste and Acedo [74] suggested a Grünwald-Letnikov discretization

of the Riemann-Liouville derivative and the central finite difference in space, and provided a von

Neumann type stability analysis of the scheme. Zeng et al [77] developed two numerical schemes of

the order O(τ2−α) based on an integral reformulation of the subdiffusion problem, a fractional linear

multistep method in time and the finite element method in space, and analyzed their stability and

convergence. The convolution quadrature due to Lubich [46, 47] provides a systematic strategy for

deriving high-order schemes for the Riemann-Liouville derivative, and has been the foundation of

many existing works (see e.g., [74, 75, 9] for some earlier works). However, the error estimates in these

works were derived under the assumption that the solution is sufficiently smooth in time. Further,

in the latter group, except [77], all works focus exclusively on the Riemann-Liouville derivative; and

high-order methods were scarcely applied, despite the fact that these schemes can be conveniently

analyzed, including the case of nonsmooth data [48, 10].

Note that the fractional diffusion operator has only very limited smoothing property, especially for

t close to zero. For example, for the homogeneous equation with an initial data v ∈ Ḣ2(Ω), we have

the following stability estimate [53, Theorem 4.2]

‖∂tu‖L2(Ω) ≤ ctα−1‖v‖Ḣ2(Ω). (1.6)
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That is, the first order derivative in time is already unbounded, not to mention the high-order deriva-

tives. In view of the limited smoothing regularity of the solution to the subdiffusion model, the high

regularity required in the convergence analysis in these useful works is restrictive. This observation

necessitates revisiting the convergence analysis of some of these existing schemes, especially for the

case of nonsmooth problem data.

1.3 Contributions and organization of the thesis

In this thesis, we provide a complete analysis of the spatially semidiscrete and fully discrete schemes

based on the L1 scheme and convolution quadrature. The schemes cover the subdiffusion model, the

multi-term subdiffusion model, and the diffusion-wave model. The obtained error estimates are optimal

with respect to the regularity of the problem data, including the case of nonsmooth data.

This thesis is organized as follows:

In Chapter 2, we state some preliminary related to the fractional-order differential equations.

First, we introduce some basic definition of fractional calculus such as factional integrals, Caputo

and Riemann-Liouville type fractional derivatives and their connections. Since the Mittag-Leffer func-

tions play a important role in our analysis, we also recall the definition and related properties. Finally

we introduce some usefull fractional models and their smoothing property.

In Chapter 3 we study semidiscrete approximations for the fractional diffusion equation (2.7). Two

semidiscrete schemes, i.e., the Galerkin FEM and lumped mass Galerkin FEM, using piecewise linear

functions are discussed. We establish error estimates for the cases of initial date v ∈ Ḣq(Ω), q ∈ (−1, 2].

The case q = 2 is referred to as smooth initial data, while the case q ∈ (−1, 0] is known as nonsmooth

initial data.

In the past, the initial value problem for a standard parabolic equation, i.e. α = 1, has been

thoroughly studied in all these cases. The proof of these results exploits the smoothing property of

the parabolic problem via its representation 2.10 using the solution operator E(t) = exp(t∆). In

this chapter we establish analogous estimates for fractional diffusion. The main difficulty in the error

analysis stems from limited smoothing properties. Note that the solution operator is defined through

the Mittag-Leffler function, which decays only linearly at infinity, cf. Lemma 2.2.1, whereas the

exponential function in the standard parabolic case decays exponentially for t = 1. The difficulty is

overcome by exploiting the mapping property of the discrete solution operators.

The main results of this chapter are as follows. Firstly, in case of smooth initial data, we derived an
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error bound uniformly in t ≥ 0 (cf. Theorem 3.1.1) for the homogeneous problem (f ≡ 0), as is in the

case of the standard parabolic problem. Secondly, for quasi-uniform meshes we derived a nonsmooth

data error estimate, which deteriorates for t approaching 0 (cf. Theorem 3.1.2).

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Ch2`ht
−α‖v‖L2(Ω), `h = | lnh|, t > 0.

It is similar to the parabolic counterpart but derived for quasi-uniform meshes and with an additional

log-factor `h [73, Theorem 3.4]. Next we improve the error estimate by getting rid of the log factor

using the technique in [16]. Then in Theorem 3.1.4 and 3.1.5, we derive almost optimal error estimates

for the inhomogeneous problem (v ≡ 0, f 6= 0).

Further, we study the more practical lumped mass scheme. We show the same convergence rate for

initial data v ∈ Ḣ2(Ω) (cf. Theorem 3.2.1), and an almost optimal error estimate for the gradient in the

case of data v ∈ Ḣ1(Ω) and v ∈ L2(Ω) (see Theorem 3.2.2). For nonsmooth data v ∈ L2, for general

quasi-uniform meshes, we are only able to establish a suboptimal L2-error bound of order O(h`ht
−α),

cf. (3.39). For a class of special triangulations satisfying condition (3.40), an almost optimal estimate

(3.41) holds, analogous to its parabolic counterpart [8, Theorem 4.1]. Then the almost optimal error

estimates with respect to smoothness of the source data were established analogously (cf. Theorems

3.2.3–3.2.6).

In Chapter 4, we revisit the fully discrete schemes for the fractional diffusion equation (2.7) with

f ≡ 0 based on Galerkin FEM in space and L1-stepping scheme in time. The goal of this work is to

fill the gap between the theoretical convergence order of O(τ2−α) [45, 72] and the empirical first-order

convergence. In Theorem 4.1.2, we present an optimal O(τ) convergence rate for the fully discrete

scheme based on the L1 scheme (4.8) in time and the Galerkin finite element method in space for both

smooth and nonsmooth data, i.e., v ∈ L2(Ω) and Av ∈ L2(Ω) (A = −∆ with a homogeneous Dirichlet

boundary condition), respectively. For example, for v ∈ L2(Ω) and U0
h = Phv, for the fully discrete

solution Unh , there holds

‖u(tn)− Unh ‖L2(Ω) ≤ c(τt−1
n + h2t−αn )‖v‖L2(Ω).

This estimate differs from the known estimates listed in Table 1.1 in several aspects:

(a) For any fixed tn, the time stepping scheme is first-order accurate.
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(b) The error estimate deteriorates near t = 0, whereas that in Table 1.1 are uniform in t. The

prefactor t−1
n in reflects the singularity behavior for initial data v ∈ L2(Ω).

(c) The scheme is robust with respect to the regularity of the initial data in the sense that for fixed

tn the first order in time and second order in space convergence rate hold for both smooth and

nonsmooth initial data.

Surprisingly, for both v ∈ L2(Ω) and Av ∈ L2(Ω), the error estimate deteriorates as time t approaches

zero, but for any fixed time tn > 0, it can achieve a first-order convergence. Extensive numerical

experiments confirm the optimality of the convergence rates. Our estimates were derived using the

generating function technique developed by [48] for convolution quadrature and the interesting recent

work of [55] on a piecewise constant discontinuous Galerkin method. The proof essentially boils down

to some delicate estimates of the kernel function, which involves the polylogarithmic function.

In Chapter 5, we develop two fully discrete schemes for the subdiffusion problem based on con-

volution quadrature in time generated by backward Euler (BE) or second-order backward difference

(SBD) and the piecewise linear Galerkin FEM in space. This is achieved by a reformulation through

the Riemann-Liouville fractional derivative. The time stepping schemes are of Grünwald-Letnikov

type we mentioned in Section 1.2. Further, following the general strategy [10], we prove that the fully

discrete schemes are first and second-order accurate in time for both smooth and nonsmooth data in

Section 5.2. In Section 5.3, we establish the same error bounds using the generating function technique

established in Chapter 4. For example, in Theorem 5.2.2, we establish that in case of the second-order

backward difference method, if v ∈ L2(Ω) and vh = Phv, then for n ≥ 1

‖u(tn)− Unh ‖L2(Ω) ≤ C(τ2t−2
n + h2t−αn )‖v‖L2(Ω).

To verify the convergence theory, a number of experiments on one and two-dimensional (in space)

problems are presented.

Finally, we summarize the main results in the thesis and discuss possible future research topics in

Chapter 6. In each chapter the argument is first focused on the fractional diffusion equation (2.7) and

then extended to some more generalized fractional models, e.g. multi-term time-fractional diffusion

and diffusion-wave equations.
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2. PRELIMINARIES∗

In this chapter, we present preliminaries related to the fractional differential equations. In Sections

2.1 and 2.2, we briefly describe fundamentals of fractional calculus and collect some useful facts on the

Mittag-Leffler function, respectively. Next in Section 2.3 we introduce the fractional diffusion model

which plays the key role in this thesis. Solution operators and their smoothing properties are also

provided. Finally, we extend the solution theory to the more generalized multi-term counterpart and

the diffusion-wave model respectively in Sections 2.4 and 2.5.

2.1 Fractional calculus

First we introduce some notations in fractional calculus. For any β > 0 with n − 1 < β < n,

n ∈ N, the left-sided Caputo fractional derivative C
0D

β
x u and the left-sided Riemann-Liouville fractional

derivative R0D
β
x u of order β of a function u ∈ Cn[0, 1] is defined by [33, pp. 70, 92]:

C
0D

β
x u = 0I

n−β
x

(
dnu

dxn

)
, and R

0D
β
x u =

dn

dxn

(
0I
n−β
x u

)
, (2.1)

respectively. Here 0I
γ
x for γ > 0 is the left-sided Riemann-Liouville fractional integral operator of order

γ defined by

( 0I
γ
xf)(x) =

1

Γ(γ)

∫ x

0

(x− t)γ−1f(t)dt, (2.2)

where Γ(·) is Euler’s Gamma function defined by Γ(x) =
∫∞

0
tx−1e−tdt. The right-sided versions of

fractional-order integrals and derivatives are defined analogously, i.e.,

xI
γ
1 f =

1

Γ(γ)

∫ 1

x

(t− x)γ−1f(t) dt,

∗The solution theory for homogeneous problems (f ≡ 0) given in Section 2.3 is reprinted with permission from
”Error estimates for a semidiscrete finite element method for fractional order parabolic equations”, 2013, SIAM Journal
of Numerical Analysis, 51 (1), 445–466, Copyright [2013] by Society for Industrial and Applied Mathematics. The
discussion for inhomogeneous problems (f 6= 0) given in section 2.3 is reprinted with permission from ”Error analysis
of semidiscrete finite element methods for inhomogeneous time-fractional diffusion” by Bangti Jin, Raytcho Lazarov,
Joeseph Pasciak and Zhi Zhou, 2015, IMA Journal of Numerical Analysis, 35 (2), 561–588, Copyright [2015] by Oxford
University Press. Portions of Section 2.4 is reprinted with permission from ”The Galerkin finite element method for
a multi-term time-fractional parabolic equations”, by Bangti Jin, Raytcho Lazarov, Yikan Liu and Zhi Zhou, 2015,
Journal of Computational Physics, 281 825–843,Copyright [2015] by Elsevier. The solution theory stated in Section 2.4
is reprinted with permission from ”On two schemes for fractional diffusion and diffusion wave equations” by Bangti Jin,
Raytcho Lazarov and Zhi Zhou, submitted to SIAM Journal of Scientific Computing, Copyright [2015] by Society for
Industrial and Applied Mathematics.
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and

C
xD

β
1u = (−1)nxI

n−β
1

(
dnu

dxn

)
, R

xD
β
1 u = (−1)n

dn

dxn

(
xI
n−β
1 u

)
.

Next, we recall the relation between the Caputo and Riemann-Liouville derivatives. Namely, for

n− 1 < α < n [33, pp. 91, equation (2.4.10)], we have

C
0D

α
x ϕ(t) :=R

0D
α
x

[
ϕ(t)−

n−1∑
k=0

ϕ(k)(0)

k!
tk

]
, (2.3)

for a smooth function ϕ(t) ∈ Cn[0, 1].

2.2 Milttag-Leffler functions

In this section, we recall the Milttag-Leffler function which plays a very important role in the theory

of fractional differential equations.

2.2.1 Two-parameter Milttag-Leffler functions

The two-parameter Milttag-Leffler function Eα,β(z) is defined by

Eα,β(z) =

∞∑
k=0

zk

Γ(kα+ β)
z ∈ C (2.4)

It generalizes the exponential function in the sense that E1,1(z) = ez. There are several important

properties of the Mittag-Leffler function Eα,β(z), mostly derived by M. Djrbashian [11, Chapter 1].

The estimate (2.5) below can be found in [33, pp. 43] or [67, Theorem 1.4], while (2.6) is discussed in

[33, Lemma 2.33].

Lemma 2.2.1. Let 0 < α < 2 and β ∈ R be arbitrary, and απ
2 < µ < min(π, απ). Then there exists a

constant C = C(α, β, µ) > 0 such that

|Eα,β(z)| ≤ C

1 + |z|
µ ≤ |arg(z)| ≤ π. (2.5)

Moreover, for λ > 0, α > 0, and t > 0 we have

C∂αt Eα,1(−λtα) = −λEα,1(−λtα) and Eα,1(−λtα) = 1− λtαEα,1+α(−λtα). (2.6)
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2.2.2 Multinomial Milttag-Leffler functions

Now we recall the multinomial Mittag-Leffler function, introduced in [19]. For 0 < β < 2, 0 < βi < 1

and zi ∈ C, i = 1, ...,m, the multinomial Mittag-Leffler function E(β1,...,βm),β(z1, ..., zm) is given by

E(β1,...,βm),β(z1, ..., zm) =

∞∑
k=0

∑
l1+...+lm=k
l1≥0,...,lm≥0

(k; l1, ..., lm)

∏m
i=1 z

li
i

Γ(β + Σmi=1βili)
,

where the notation (k; l1, ..., lm) denotes the multinomial coefficient, i.e.,

(k; l1, ..., lm) =
k!

l1!...lm!
with k =

m∑
i=1

li.

We shall need the following two important lemmas on the function E(β1,...,βm),β(z1, ..., zm), recently

obtained in [42, Section 2.1].

Lemma 2.2.2. Let 0 < β < 2, 0 < βi < 1, β1 > max{β2, ..., βm} and β1π
2 < µ < β1π. As-

sume that there is K > 0 such that −K ≤ zi < 0, i = 2, ...,m. Then there exists a constant

C = C(β1, ..., βm, β,K, µ) > 0 such that

E(β1,...,βm),β(z1, ..., zm) ≤ C

1 + |z1|
, µ ≤ |arg(z1)| ≤ π.

Lemma 2.2.3. Let 0 < β < 2, 0 < βi < 1 and zi ∈ C, i = 1, ...,m. Then we have

1

Γ(β0)
+

m∑
i=1

ziE(β1,...,βm),β0+βi(z1, ..., zm) = E(β1,...,βm),β0
(z1, ..., zm).

2.3 Fractional diffusion model

In this section, we consider the inital/boundary value problem for the fractional diffusion (subdif-

fusion) equation for u(x, t):

C∂αt u−∆u = f(x, t), in Ω T ≥ t > 0,

u = 0, on ∂Ω T ≥ t > 0, (2.7)

u(0) = v, in Ω.
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Here C∂αt u (0 < α < 1) denotes the left-sided Caputo fractional derivative of order α with respect to t as

defined in (2.1). This model has been studied extensively from different aspects due to its extraordinary

capability of modeling anomalous diffusion phenomena in highly heterogeneous aquifers and complex

viscoelastic materials [2, 65]. It is the fractional analogue of the classical diffusion equation: with

α = 1, it recovers the latter, and thus inherits some of its analytical properties. However, it differs

considerably from the latter in the sense that, due to the presence of the nonlocal fractional derivative

term, it has limited smoothing property in space and slow asymptotic decay in time [28, 68].

Next, we state some important regularity results related to the fractional diffusion model (2.7). To

this end, we shall need some notation. For s ≥ −1, we denote by Ḣs(Ω) ⊂ H−1(Ω) the Hilbert space

induced by the norm:

‖v‖2
Ḣs(Ω)

=

∞∑
j=1

λsj(v, ϕj)
2

with {λj}∞j=1 and {ϕj}∞j=1 being respectively the eigenvalues and the L2(Ω)-orthonormal eigenfunctions

of the Laplace operator −∆ on the domain Ω with a homogeneous Dirichlet boundary condition. Here

(·, ·) denotes the duality between Ḣs(Ω) and Ḣ−s(Ω) for s ∈ [−1, 0] and the L2-inner product if the

function is in L2(Ω). Then {ϕj}∞j=1 and {λ1/2
j ϕj}∞j=1, form orthonormal basis in L2(Ω) and H−1(Ω),

respectively. Further, ‖v‖Ḣ0(Ω) = ‖v‖L2(Ω) = (v, v)1/2 is the norm in L2(Ω) and ‖v‖Ḣ−1(Ω) = ‖v‖H−1(Ω)

is the norm in H−1(Ω). Besides, it is easy to verify that ‖v‖Ḣ1(Ω) = ‖∇v‖L2(Ω) is also the norm in

H1
0 (Ω) and ‖v‖Ḣ2(Ω) = ‖∆v‖L2(Ω) is equivalent to the norm in H2(Ω) ∩H1

0 (Ω) [73, Section 3.1]. Note

that Ḣs(Ω), s ≥ −1, form a Hilbert scale of interpolation spaces. Motivated by this, we denote

‖ · ‖Hs0 (Ω) to be the norm on the interpolation scale between H1
0 (Ω) and L2(Ω) when s is in [0, 1] and

‖ · ‖Hs0 (Ω) to be the norm on the interpolation scale between L2(Ω) and H−1(Ω) when s is in [−1, 0].

Then, ‖ · ‖Hs0 (Ω) and ‖ · ‖Ḣs(Ω) are equivalent for s ∈ [−1, 0] by interpolation.

Now we give a representation of the solution of problem (2.7) using the Dirichlet eigenpairs

{(λj , ϕj)}. First, we introduce the operator E(t):

E(t)v =

∞∑
j=1

Eα,1(−λjtα) (v, ϕj)ϕj(x). (2.8)

This is the solution operator to problem (2.7) with a homogeneous right hand side so that for f(x, t) ≡ 0

we have u(t) = E(t)v. This fact follows from an eigenfunction expansion and (2.6) (see e.g., [68]).

Further, for the inhomogeneous equation with vanishing initial data v ≡ 0, we shall use the operator
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defined for χ ∈ L2(Ω) by

Ē(t)χ =

∞∑
j=1

tα−1Eα,α(−λjtα) (χ, ϕj)ϕj(x). (2.9)

The operators E(t) and Ē(t) are used to represent the solution u(x, t) of (2.7):

u(x, t) = E(t)v +

∫ t

0

Ē(t− s)f(s)ds. (2.10)

It was shown in [68, Theorem 2.2] that if f(x, t) ∈ L∞((0, T );L2(Ω)) and v ∈ L2(Ω), then there

is a unique solution u(x, t) ∈ L2((0, T ); Ḣ2(Ω)). For the solution of the homogeneous equation (2.7),

we have the following stability estimates, essentially established in [68, Theorem 2.1], and slightly

extended in the theorem below; see also [53] for related regularity estimates. Since these estimates will

play a key role in the error analysis of the FEM approximations, we sketch the proof.

Theorem 2.3.1. The solution u(t) = E(t)v to problem (2.7) with f ≡ 0 satisfies for q ∈ (−1, 2]

‖(C∂αt )`u(t)‖Ḣp(Ω) ≤ Ct
−α(`+ p−q

2 )‖v‖Ḣq(Ω), t > 0, (2.11)

where for ` = 0, 0 ≤ p− q ≤ 2 and for ` = 1, −2 ≤ p− q ≤ 0, p ≥ −1.

Proof. We first discuss the case ` = 0. By Lemma 2.2.1 and (2.7) we have for 0 ≤ p− q ≤ 2

‖E(t)v‖2
Ḣp(Ω)

≤ Ct−(p−q)α
∞∑
j=1

(λjt
α)p−q

(1 + λjtα)2
λqj |(v, ϕj)|

2 ≤ Ct−(p−q)α‖v‖2
Ḣq(Ω)

,

where the last line follows from the inequality supj∈N
(λjt

α)p−q

(1+λjtα)2 ≤ C for 0 ≤ p−q ≤ 2. The estimate for

the case ` = 1 follows from the identity ‖C∂αt E(t)v‖Ḣp(Ω) = ‖E(t)v‖Ḣp+2(Ω). It remains to show that

(2.8) satisfies also the initial condition in the sense that limt→0+ ‖E(t)v − v‖Ḣq(Ω) = 0. By identity

(2.6) and Lemma 2.2.1, we deduce

‖E(t)v − v‖2
Ḣq(Ω)

=

∞∑
j=1

λ2
j t

2α

∣∣∣∣Eα,1+α(−λjtα)

∣∣∣∣2λqj |(v, ϕj)|2 ≤ C‖v‖2Ḣq(Ω)
<∞.
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Upon noting the identity limt→0+(1− Eal,1(−λjtα) = 0, we deduce that for all j

lim
t→0+

λjt
αE~α,1+α(−λjtα,−b1tα−α1 , ...,−bmtα−αm) = 0.

Hence, the desired assertion follows by Lebesgue’s dominated convergence theorem.

Lemma 2.3.1. For any t > 0, we have for q ≥ −1, 0 ≤ p− q ≤ 4

‖Ē(t)χ‖Ḣp(Ω) ≤ Ct
−1+α(1+(q−p)/2)‖χ‖Ḣq(Ω).

Proof. The definition of Ē in (2.9) and Lemma 2.2.1 yield

‖Ē(t)χ‖2
Ḣp(Ω)

=

∞∑
j=1

λpj |t
α−1Eα,α(−λjtα)|2|(χ, ϕj)|2

= t−2+(2+q−p)α
∞∑
j=1

(λjt
α)p−q|Eα,α(−λjtα)|2λqj |(χ, ϕj)|

2

≤ Ct−2+(2+q−p)α
∞∑
j=1

(λjt
α)p−q

(1 + (λjtα)2)2
λqj |(χ, ϕj)|

2

≤ Ct−2+(2+q−p)α
∞∑
j=1

λqj |(χ, ϕj)|
2 ≤ Ct−2+(2+q−p)α‖χ‖Ḣq(Ω),

where in the last line we have used the inequality supj
(λjt

α)p−q

(1+(λjtα)2)2 ≤ C for 0 ≤ p− q ≤ 4.

Next we state some stability estimates for the solution u to problem (2.7) for v ≡ 0 and f ∈

L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 1. These estimates will be essential for the convergence analysis. The first

estimate in Theorem 2.3.2 in the case q = 0 was already established in [68, Theorem 2.1, part (i)].

Below this bound is extended for the whole range of q.

Theorem 2.3.2. Assume that v ≡ 0 and f ∈ L2(0, T ; Ḣq(Ω)), −1 < q ≤ 1. Then the representation

(2.10) satisfies the differential equation in (2.7) and

‖u‖L2(0,T ;Ḣq+2(Ω)) + ‖∂αt u‖L2(0,T ;Ḣq(Ω)) ≤ C‖f‖L2(0,T ;Ḣq(Ω)). (2.12)

If f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 1, then u ∈ L∞(0, T ; Ḣq+2−ε(Ω)) for any 0 < ε < 1, and there holds

‖u(t)‖Ḣq+2−ε(Ω) ≤ Cε
−1tεα/2‖f‖L∞(0,t;Ḣq(Ω)). (2.13)
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Hence, (2.10) is a solution to problem (2.7).

Proof. By the complete monotonicity of the function Eα,1(−tα) (with α ∈ (0, 1)) [68, Lemma 3.3], i.e.,

(−1)n
dn

dtn
Eα,1(−tα) ≥ 0 for all t > 0, n = 0, 1, . . . ,

and Lemma 2.2.1, we deduce Eα,α(−η) ≥ 0, η ≥ 0. Therefore, for t > 0

∫ t

0

|tα−1Eα,α(−λntα)|dt =

∫ t

0

tα−1Eα,α(−λntα)dt

= − 1

λn

∫ t

0

d

dt
Eα,1(−λntα)dt

=
1

λn
(1− Eα,1(−λntα)) ≤ 1

λn
.

(2.14)

Meanwhile, by the differentiation formula [33, pp. 140-141], we get

An :=∂αt

∫ t

0

(f(·, τ), ϕn)(t− τ)α−1Eα,α(−λn(t− τ)α)dτ

=(f(·, t), ϕn)− λn
∫ t

0

(f(·, τ), ϕn)(t− τ)α−1Eα,α(−λn(t− τ)α)dτ.

By means of Young’s inequality for convolution, we deduce

‖An‖2L2(0,T ) ≤ C1

∫ T

0

|(f(·, t), ϕn)|2dt+ C2

∫ T

0

|(f(·, t), ϕn)|2dt

(∫ T

0

|λntα−1Eα,α(−λntα)|dt

)2

≤ C
∫ T

0

|(f(·, t), ϕn)|2 dt.

Thus there holds

‖∂αt u‖2L2(0,T ;Ḣq(Ω))
=

∞∑
n=1

∫ T

0

λqn|∂αt
∫ t

0

(f(·, τ), ϕn)(t− τ)α−1Eα,α(−λn(t− τ)α)dτ |2dt

≤ C
∞∑
n=1

∫ T

0

λqn|(f(·, t), φn)|2dt = C‖f‖2
L2(0,T ;Ḣq(Ω))

.

Now using equation (2.7) and the triangle inequality, we also get ‖∆u‖L2(0,T ;Ḣq(Ω)) ≤ C‖f‖L2(0,T ;Ḣq(Ω)).
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This shows the first assertion. By Lemma 2.3.1 we have

‖u(t)‖Ḣq+2−ε(Ω) = ‖
∫ t

0

Ē(t− s)f(s)ds‖Ḣq+2−ε(Ω) ≤
∫ t

0

‖Ē(t− s)f(s)‖Ḣq+2−ε(Ω)ds

≤ C
∫ t

0

(t− s)εα/2−1‖f(s)‖Ḣq(Ω)ds ≤ Cε
−1tεα/2‖f‖L∞(0,t;Ḣq(Ω))

which shows estimate (2.20). Finally, it is follows directly from this that the representation u satisfies

also the initial condition u(0) = 0, i.e., for any ε ∈ (0, 1), limt→0+ ‖u(t)‖Ḣq+2−ε(Ω) = 0, and thus it is

indeed a solution of the initial value problem (2.7).

Remark 2.3.1. The first estimate in Theorem 2.3.2 can be improved to

‖u‖Lr(0,T ;Ḣq+2(Ω)) + ‖∂αt u‖Lr(0,T ;Ḣq) ≤ C‖f‖Lr(0,T ;Ḣq(Ω))

for any r ∈ (1,∞). The proof is essentially identical. The ε factor in the estimate reflects the limited

smoothing property of the fractional differential operator.

Remark 2.3.2. The condition f ∈ L∞(0, T ; Ḣq(Ω)) can be weakened to f ∈ Lr(0, T ; Ḣq(Ω)) with

r > 1/α. This follows from Lemma 2.3.1 and the Cauchy-Schwarz inequality with r′, 1/r′ + 1/r = 1

‖u(·, t)‖Ḣq(Ω) ≤
∫ t

0

‖Ē(t− s)f(s)‖Ḣq(Ω)ds ≤
∫ t

0

(t− s)α−1‖f(s)‖Ḣq(Ω)ds

≤ C
1+r′(α−1) t

1+r′(α−1)‖f‖Lr(0,t;Ḣq(Ω)),

where 1+r′(α−1) > 0 by the condition r > 1/α. It follows from this that the initial condition u(0) = 0

holds in the following sense: limt→0+ ‖u(t)‖Ḣq(Ω) = 0. Hence for any α ∈ (1/2, 1) the representation

formula (2.10) remains a legitimate solution under the weaker condition f ∈ L2(0, T ; Ḣq(Ω)).

Remark 2.3.3. In the error analysis in Chapter 3 we have restricted our discussion to the case

f ∈ L∞(0, T ; Ḣq(Ω)). Nonetheless, we note that for p = 0, 1 the L2(0, T ; Ḣp(Ω))-norm estimate of the

error below remain valid under the weakened regularity condition on the source term f .
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2.4 Multi-term fractional diffusion equation

In this section, we consider the the following more general fractional model:

P (∂t)u−∆u = f, in Ω T ≥ t > 0,

u = 0, on ∂Ω T ≥ t > 0, (2.15)

u(0) = v, in Ω,

where Ω denotes a bounded convex polygonal domain in Rd (d = 1, 2, 3) with a boundary ∂Ω, f is

the source term, and the initial data v is a given function on Ω and T > 0 is a fixed value. Here the

differential operator P (∂t) is defined by

P (∂t) = C∂αt +

m∑
i=1

bi
C∂αit ,

where 0 < αm ≤ ... ≤ α1 < α < 1 are the orders of the left-sided Caputo fractional derivatives, bi > 0,

i = 1, 2, ...,m.

There are only few mathematical studies on the model (2.15). Luchko [49] established a maximum

principle for problem (2.15), and constructed a generalized solution for the case f ≡ 0 using the

multinomial Mittag-Leffler function. Li and Yamamoto [43] established existence, uniqueness, and

the Hölder regularity of the solution using a fixed point argument for problem (2.15) with variable

coefficients {bi}. Very recently, Li et al [42] showed the uniqueness and continuous dependence of the

solution on the initial value v and the source term f , by exploiting refined properties of the multinomial

Mittag-Leffler function.

Upon denoting ~α = (α, α− α1, ..., α− αm), we introduce the following solution operator

E(t)v =

∞∑
j=1

(
1− λjtαE~α,1+α(−λjtα,−b1tα−α1 , ...,−bmtα−αm)

)
(v, ϕj)ϕj . (2.16)

This operator is motivated by a separation of variables [50, 49]. Then for problem (2.15) with a

homogeneous right hand side, i.e., f ≡ 0, we have u(x, t) = E(t)v. However, the representation (2.16)

is not always convenient for analyzing its smoothing property. We derive an alternative representation
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of the solution operator E using Lemma 2.2.3:

E(t)v =

∞∑
j=1

E~α,1(−λjtα,−b1tα−α1 , ...,−bmtα−αm)(v, ϕj)ϕj

+

m∑
i=1

bit
α−αi

∞∑
j=1

E~α,1+α−αi(−λjtα,−b1tα−α1 , ...,−bmtα−αm)(v, ϕj)ϕj .

(2.17)

Besides, we define the following operator Ē for χ ∈ L2(Ω) by

Ē(t)χ =

∞∑
j=1

tα−1E~α,α(−λjtα,−b1tα−α1 , ...,−bmtα−αm)(χ, ϕj)ϕj . (2.18)

The operators E(t) and Ē(t) can be used to represent the solution u of (2.15) as:

u(t) = E(t)v +

∫ t

0

Ē(t− s)f(s)ds. (2.19)

The operator Ē has the following smoothing property. The proof is identical to the one of Lemma

2.3.1 and hence omitted.

Lemma 2.4.1. For any t > 0 and χ ∈ Ḣq(Ω), q ∈ (−1, 2], there holds for 0 ≤ p− q ≤ 4

‖Ē(t)χ‖Ḣp(Ω) ≤ Ct
−1+α(1+(q−p)/2)‖χ‖Ḣq(Ω).

First we recall known regularity results in the literature. In [43], Li and Yamamoto showed that

in the case of variable coefficients {bi(x)}, there exists a unique mild solution u ∈ C((0, T ]; Ḣγ(Ω)) ∩

C([0, T ];L2(Ω)) and u ∈ C([0, T ]; Ḣγ(Ω)) ∩ L∞(0, T ; Ḣ2(Ω)) when v ∈ L2(Ω), f = 0 and v = 0,

f ∈ L∞(0, T ];L2(Ω)), respectively, with γ ∈ [0, 1). These results were recently refined in [42] for the

case of constant coefficients, i.e., problem (2.15). In particular, it was shown that for v ∈ Ḣq(Ω),

0 ≤ q ≤ 1, and f = 0, u ∈ L1/(1−q/2)(0, T ;H2(Ω) ∩H1
0 (Ω)); and for v = 0 and f ∈ Lr(0, T ; Ḣq(Ω)),

0 ≤ q ≤ 2, r ≥ 1, u ∈ Lr(0, T ; Ḣq+2−γ(Ω)) for some γ ∈ (0, 1]. Here we follow the approach in

[42], and extend these results to a slightly more general setting of v ∈ Ḣq(Ω), −1 < q ≤ 2, and

f ∈ L2(0, T ; Ḣq(Ω)), −1 < q ≤ 1. The nonsmooth case, i.e., −1 < q ≤ 0, arises commonly in related

inverse problems and optimal control problems.

We shall derive the solution regularity to the homogeneous problem, i.e., f ≡ 0, and the inhomo-

geneous problem, i.e., v ≡ 0, separately. These estimates will be essential for the error analysis of
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the spatial semidiscrete Galerkin scheme in next chapter. First we consider the homogeneous problem

with initial data v ∈ Ḣq(Ω), −1 < q ≤ 2.

Theorem 2.4.1. Let u(t) = E(t)v be the solution to problem (2.15) with f ≡ 0 and v ∈ Ḣq(Ω),

q ∈ (−1, 2]. Then there holds

‖(P (∂t))
`u(t)‖Ḣp(Ω) ≤ Ct

−α(`+(p−q)/2)‖v‖Ḣq(Ω), t > 0,

where for ` = 0, 0 ≤ p− q ≤ 2 and for ` = 1, −2 ≤ p− q ≤ 0, p ≥ −1.

Proof. We show that (2.17) represents indeed the weak solution to problem (2.15) with f ≡ 0 and

further it satisfies the desired estimate. We first discuss the case ` = 0. By Lemma 2.2.2 and (2.17)

we have for 0 ≤ p− q ≤ 2

‖E(t)v‖2
Ḣp(Ω)

=

∞∑
j=1

λpj

(
E~α,1(−λjtα,−b1tα−α1 , ...,−bmtα−αm)

+

m∑
i=1

bit
α−αiE~α,1+α−αi(−λjtα,−b1tα−α1 , ...,−bmtα−αm)

)2

(v, ϕj)
2

≤ Ct−(p−q)α
∞∑
j=1

(λjt
α)p−q

(1 + λjtα)2
λqj |(v, ϕj)|

2 ≤ Ct−(p−q)α‖v‖2
Ḣq(Ω)

,

where the last line follows from the inequality supj∈N
(λjt

α)p−q

(1+λjtα)2 ≤ C for 0 ≤ p−q ≤ 2. The estimate for

the case ` = 1 follows from the identity ‖P (∂t)E(t)v‖Ḣp(Ω) = ‖E(t)v‖Ḣp+2(Ω). It remains to show that

(2.17) satisfies also the initial condition in the sense that limt→0+ ‖E(t)v − v‖Ḣq(Ω) = 0. By identity

(2.16) and Lemma 2.2.2, we deduce

‖E(t)v − v‖2
Ḣq(Ω)

=

∞∑
j=1

λ2
j t

2α

∣∣∣∣E~α,1+α(−λjtα,−b1tα−α1 , ...,−bmtα−αm)

∣∣∣∣2λqj |(v, ϕj)|2
≤ C‖v‖2

Ḣq(Ω)
<∞.

Using Lemma 2.2.3, we rewrite the term λjt
αE~α,1+α(−λjtα,−b1tα−α1 , ...,−bmtα−αm) as

λjt
αE~α,1+α(−λjtα,−b1tα−α1 , ...,−bmtα−αm)

=(1− E~α,1(−λjtα,−b1tα−α1 , ...,−bmtα−αm))

−
m∑
i=1

bit
α−αiE~α,1+α−αi(−λjtα,−b1tα−α1 , ...,−bmtα−αm).
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Upon noting the identity limt→0+(1−E~α,1(−λjtα,−b1tα−α1 , ...,−bmtα−αm)) = 0, and the boundedness

of E~α,1+α−αi(−λjtα,−b1tα−α1 , ...,−bmtα−αm) from Lemma 2.2.2, we deduce that for all j

lim
t→0+

λjt
αE~α,1+α(−λjtα,−b1tα−α1 , ...,−bmtα−αm) = 0.

Hence, the desired assertion follows by Lebesgue’s dominated convergence theorem.

Now we turn to the inhomogeneous problem with a nonsmooth right hand side, i.e., f ∈ L∞(0, T ; Ḣq(Ω)),

−1 < q ≤ 1, and a zero initial data v ≡ 0.

Theorem 2.4.2. For f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 1, and v ≡ 0, the representation (2.19) belongs

to L∞(0, T ; Ḣq+2−ε(Ω)) for any ε ∈ (0, 1/2) and satisfies

‖u(·, t)‖Ḣq+2−ε(Ω) ≤ Cε
−1tεα/2‖f‖L∞(0,t;Ḣq(Ω)). (2.20)

Hence, it is a solution to problem (2.15) with a homogeneous initial data v = 0.

Proof. By construction, it satisfies the governing equation. By Lemma 2.4.1, we have

‖u(·, t)‖Ḣq+2−ε(Ω) = ‖
∫ t

0

Ē(t− s)f(s)ds‖Ḣq+2−ε(Ω) ≤
∫ t

0

‖Ē(t− s)f(s)‖Ḣq+2−ε(Ω)ds

≤ C
∫ t

0

(t− s)εα/2−1‖f(s)‖Ḣq(Ω)ds ≤ Cε
−1tεα/2‖f‖L∞(0,t;Ḣq(Ω))

which shows the desired estimate. Further, it satisfies the initial condition u(0) = 0, i.e., for any ε > 0,

limt→0+ ‖u(·, t)‖Ḣq+2−ε(Ω) = 0, and thus it is indeed a solution of (2.15).

Next we extend Theorem 2.4.2 to allow less regular right hand sides f ∈ L2(0, T ; Ḣq(Ω)), −1 <

q ≤ 1. Then the function u(x, t) satisfies also the differential equation as an element in the space

L2(0, T ; Ḣq+2(Ω)). However, it may not satisfy the homogeneous initial condition u(x, 0) = 0. In

Remark 2.3.2 below, we argue that a weaker class of source term that produces a legitimate weak

solution of (2.15) is f ∈ Lr(0, T ; Ḣq(Ω)) with r > 1/α and −1 < q ≤ 1. Obviously, for 1/2 < α < 1, it

does give a solution u(x, t) ∈ L2(0, T ; Ḣq+2(Ω)). To this end, we introduce the shorthand notation

Ēj~α(t) = tα−1E~α,α(−λjtα,−b1tα−α1 , ...,−bmtα−αm).

The function Ēj~α(t) is completely monotone [5].
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Lemma 2.4.2. The function Ēj~α(t) for j ∈ N has the following properties:

Ēj~α(t) is completely monotone and

∫ T

0

|Ēj~α(t)| dt < 1

λj
.

Theorem 2.4.3. For f ∈ L2(0, T ; Ḣq(Ω)), −1 < q ≤ 1, the representation (2.19) belongs to L2(0, T ; Ḣq+2(Ω))

and satisfies the a priori estimate

‖u‖L2(0,t;Ḣq+2(Ω)) + ‖P (∂t)u‖L2(0,t;Ḣq(Ω)) ≤ C‖f‖L2(0,t;Ḣq(Ω)). (2.21)

Proof. By Young’s inequality for the convolution ‖k ∗ f‖Lp ≤ ‖k‖L1‖f‖Lp , k ∈ L1, f ∈ Lp, p ≥ 1, and

Lemma 2.4.2, we deduce

∥∥∥∥∫ t

0

Ēn~α(t− τ)fn(τ) dτ

∥∥∥∥2

L2(0,T )

≤

(∫ T

0

|Ēn~α(t)| dt

)2(∫ T

0

|fn(t)|2 dt

)
≤ 1

λ2
n

∫ T

0

|fn(t)|2 dt.

Hence,

‖u‖2
L2(0,T ;Ḣq+2(Ω))

=

∞∑
n=1

λq+2
n

∥∥∥∥∫ t

0

Ēn~α(t− τ)fn(τ) dτ

∥∥∥∥2

L2(0,T )

≤
∞∑
n=1

λqn

∫ T

0

|fn(t)|2 dt = ‖f‖2
L2(0,T ;Ḣq(Ω))

.

The estimate on ‖P (∂t)u‖L2(0,t;Ḣq(Ω)) follows analogously. This completes the proof.

2.5 Diffusion-wave equation

In previous sections, the orders of the fractional derivatives are less than 1. It is also interesting to

consider the case of α ∈ (1, 2) which represents the process of superdiffusion:

C∂αt u−∆u = 0, in Ω T ≥ t > 0,

u = 0, on ∂Ω T ≥ t > 0, (2.22)

u(0) = v, u′(0) = b, in Ω,

where the domain Ω ⊂ Rd, d = 1, 2, 3. In [51, 52] Mainardi pointed out that the diffusion wave equation

governs the propagation of mechanical diffusive waves in viscoelastic media.

This model has been extensively studied in [68]. Here we recall briefly the solution theory for the

diffusion-wave equation with nonsmooth initial data. Using the Dirichlet eigenpairs {(λj , ϕj)}∞j=1, the
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solution u to problem (2.22) with 1 < α < 2 and f ≡ 0 can be written as

u(x, t) = E(t)v + Ẽ(t)b,

where the operators E(t) and Ẽ(t) are given by

E(t)v =

∞∑
j=1

Eα,1(−λjtα) (v, ϕj)ϕj(x), Ẽ(t)χ =

∞∑
j=1

tEα,2(−λjtα) (χ, ϕj)ϕj(x),

where the Mittag-Leffler function Eα,β(z) is defined by Eα,β(z) =
∑∞
k=0

zk

Γ(kα+β) , z ∈ C Then the

following stability estimates hold, which slightly extend [68, Theorem 2.3].

Theorem 2.5.1 (1 < α < 2). The solution u(t) = E(t)v+ Ẽ(t)b to problem (2.22) with f ≡ 0 satisfies

‖(C∂αt )`u(t)‖Ḣp(Ω) ≤ C
(
t−α(`+(p−q)/2)‖v‖Ḣq(Ω) + t1−α(`+(p−r)/2)‖b‖Ḣr(Ω)

)
, t > 0,

where for ` = 0, 0 ≤ q, r ≤ p ≤ 2 and for ` = 1, 0 ≤ p ≤ q, r ≤ 2 and q, r ≤ p+ 2.

Proof. First we discuss the case ` = 0. By the triangle inequality and Lemma 2.2.1, we deduce

‖E(t)v‖2
Ḣp(Ω)

=

∞∑
j=1

λpj |(v, ϕj)Eα,1(−λjtα)|2 ≤
∞∑
j=1

t−α(p−q)Cλ
p−q
j t(p−q)α

(1 + λjtα)2
λqj(v, ϕj)

2

≤ t−α(p−q) sup
j

Cλp−qj t(p−q)α

(1 + λjtα)2

∞∑
j=1

λqj(v, ϕj)
2 ≤ Ct−α(p−q)‖v‖2

Ḣq(Ω)
,

where we have used the fact that, in view of Young’s inequality,
(λjt

α)p−q

(1+λjtα)2 ≤ C for 0 ≤ q ≤ p ≤ 2.

Similarly, one deduces

‖Ẽb‖2
Ḣp(Ω)

≤ Ct2−α(p−r)‖v‖2
Ḣr(Ω)

.

Thus the assertion for ` = 0 follows by the triangle inequality. Now we consider the case ` = 1. It

follows from the representation formula and (2.5) that

‖∂αt E(t)v‖2
Ḣp(Ω)

=

∞∑
j=1

λ2+p
j (Eα,1(−λjtα)(v, ϕj))

2

≤Ct−α(2+p−q)
∞∑
j=1

(λjt
α)2+p−q

(1 + λjtα)2
λqj(v, ϕj)

2 ≤ Ct−α(2+p−q)‖v‖2
Ḣq(Ω)

.
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A similar estimate for ‖∂αt Ẽ(t)b‖Ḣp(Ω) holds, and this completes the proof.
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3. SPATIAL SEMIDISCRETE SCHEMES∗

The goal of this chapter is to develop optimal error estimates with respect to the regularity of the

data for the semidiscrete Galerkin and the lumped mass Galerkin FEMs for the fractional diffusion

(2.7) on convex polygonal domains Ω ∈ Rd, d = 1, 2, 3.

The rest of the paper is organized as follows. In Section 3.1 we derive error estimates for the

standard Galerkin FEM for both homogeneous and inhomogeneous problems. Then the error analysis

for the lumped mass FEM are established in Section 3.2. In Section 3.3 we present numerical results on

various one or two-dimensional examples, including both smooth and non-smooth data, which confirm

our theoretical study. The semidiscrete schemes for multi-term fractional and diffusion-wave models are

analyzed in Sections 3.4 and 3.5, respectively. Throughout, the notation c, with or without a subscript,

denotes a generic constant, which may differ at different occurrences, but it is always independent of

the mesh size h and the solution u.

3.1 Spatial semidiscretization by Gakerin finite element method

Now we first describe numerical schemes using the standard notation from [73]. Let {Th}0<h<1 be

a family of regular partitions of the domain Ω into d-simplexes, called finite elements, with h denoting

the maximum diameter. Throughout, we assume that the triangulation Th is quasi-uniform. That is,

the diameter of the inscribed disk in the finite element τ ∈ Th is bounded from below by h, uniformly

on Th. The approximate solution uh will be sought in the finite element space Vh ≡ Vh(Ω) of continuous

piecewise linear functions over the triangulation Th

Vh =
{
χ ∈ H1

0 (Ω) : χ is a linear function over τ, ∀τ ∈ Th
}
.

∗Portions in Sections 3.1–3.3 for homogeneous equations with f ≡ 0 is reprinted with permission from ”Error
estimates for a semidiscrete finite element method for fractional order parabolic equations”, 2013, SIAM Journal of
Numerical Analysis, 51 (1), 445–466, Copyright [2013] by Society for Industrial and Applied Mathematics. Portions in
Sections 3.1 is reprinted with permission from ”Error estimates for finite element methods for space-fractional equations”,
2014, SIAM Journal of Numerical Analysis, 52 (5), 2272–2294, Copyright [2014] by Society for Industrial and Applied
Mathematics. The discussion for inhomogeneous equations with f 6= 0 is reprinted with permission from ”Error analysis
of semidiscrete finite element methods for inhomogeneous time-fractional diffusion” by Bangti Jin, Raytcho Lazarov,
Joeseph Pasciak and Zhi Zhou, 2015, IMA Journal of Numerical Analysis, 35 (2), 561–588, Copyright [2015] by Oxford
University Press. Part of Section 3.4 is reprinted with permission from ”The Galerkin finite element method for a multi-
term time-fractional parabolic equations”, by Bangti Jin, Raytcho Lazarov, Yikan Liu and Zhi Zhou, 2015, Journal of
Computational Physics, 281 825–843,Copyright [2015] by Elsevier.
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To describe the scheme, we need the L2(Ω) projection Ph : Ḣs(Ω) → Vh with s ∈ [−1, 0] and Ritz

projection Rh : Ḣ1(Ω)→ Vh, respectively, defined by

(Phψ, χ) = (ψ, χ) ∀χ ∈ Vh,

(∇Rhψ,∇χ) = (∇ψ,∇χ) ∀χ ∈ Vh.

The operators Rh and Ph satisfy the following approximation property [73, Lemma 1.1] or [12,

Theorems 3.16 and 3.18].

Lemma 3.1.1. Let the mesh be quasi-uniform. Then the operator Rh satisfies:

‖Rhψ − ψ‖L2(Ω) + h‖∇(Rhψ − ψ)‖L2(Ω) ≤ Chr‖ψ‖Ḣr(Ω) for ψ ∈ Ḣr(Ω), r ∈ [1, 2].

Further, for s ∈ [0, 1] we have

‖(I − Ph)ψ‖Hs(Ω) ≤ Chr−s‖ψ‖Ḣr(Ω) for ψ ∈ Ḣr(Ω), r ∈ [1, 2].

In addition, by duality Ph is stable on Ḣs(Ω) for s ∈ [−1, 0].

Now the semidiscrete Galerkin FEM for problem (2.7) reads: find uh(t) ∈ Vh such that

(C∂αt uh, χ) + a(uh, χ) = (f, χ), ∀χ ∈ Vh, T ≥ t > 0, uh(0) = vh, (3.1)

where a(u,w) = (∇u,∇w) for u, w ∈ H1
0 (Ω), and vh ∈ Vh is an approximation of the initial data v.

The choice of vh will depend on the smoothness of the initial data v. Following Thomée [73], we shall

take vh = Rhv in case of smooth initial data, i.e., q = 2, and vh = Phv in case of nonsmooth initial

data, i.e., q ≤ 0.

Upon introducing the discrete Laplacian ∆h : Vh → Vh defined by

−(∆hψ, χ) = (∇ψ,∇χ) ∀ψ, χ ∈ Vh, (3.2)

and fh = Phf , we may write the spatially discrete problem (3.1) as

C∂αt uh(t)−∆huh(t) = fh(t) for t ≥ 0 with uh(0) = vh. (3.3)
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Now we give a representation of the solution of (3.3) using the eigenvalues and eigenfunctions {λhj }Nj=1

and {ϕhj }Nj=1 of the discrete Laplacian −∆h. First we introduce the discrete analogues of (2.8) and

(2.9) for t > 0:

Eh(t)vh =

N∑
j=1

Eα,1(−λhj tα)(vh, ϕ
h
j )ϕhj , (3.4)

Ēh(t)fh =

N∑
j=1

tα−1Eα,α(−λhj tα) (fh, ϕ
h
j )ϕhj . (3.5)

Then the solution uh(x, t) of the discrete problem (3.3) can be expressed by:

uh(x, t) = Eh(t)vh +

∫ t

0

Ēh(t− s)fh(s) ds. (3.6)

Now we introduce the discrete norm ||| · |||Ḣp(Ω) on Vh for any p ∈ R

|||ψ|||2
Ḣp(Ω)

=

N∑
j=1

(λhj )p(ψ,ϕhj )2 ψ ∈ Vh. (3.7)

Clearly, the norm | | | · | | |Ḣp(Ω) is well defined for all real p. By the very definition of the discrete

Laplacian −∆h we have |||ψ|||Ḣ1(Ω) = ‖ψ‖Ḣ1(Ω) and also |||ψ|||Ḣ0(Ω) = ‖ψ‖ for any ψ ∈ Vh. So there

will be no confusion in using ‖ψ‖Ḣp(Ω) instead of |||ψ|||Ḣp(Ω) for p = 0, 1 and ψ ∈ Vh.

We shall state some smoothing properties of the operator Eh(t), which are discrete analogues of

those formulated in (2.11).

Lemma 3.1.2. Let Eh(t) be defined by (3.4) and vh ∈ Vh. Then

|||(C∂αt )`uh(t)|||Ḣp(Ω) = |||(C∂αt )`Eh(t)vh|||Ḣp(Ω) ≤ Ct
−α(`+ p−q

2 )|||vh|||Ḣq(Ω), t > 0, (3.8)

where for ` = 0, q ≤ p and 0 ≤ p− q ≤ 2 and for ` = 1, p ≤ q ≤ p+ 2.

The following estimates are crucial for the a priori error analysis in the sequel.

Lemma 3.1.3. Let Ēh be defined by (3.5) and ψ ∈ Vh. Then we have for all t > 0,

|||Ēh(t)ψ|||Ḣp(Ω) ≤


Ct−1+α(1+ q−p

2 )|||ψ|||Ḣq(Ω), p− 2 ≤ q ≤ p,

Ct−1+α|||ψ|||Ḣq(Ω), p < q.

(3.9)
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Proof. The proof for the case of p−2 ≤ q ≤ p is analogue to the proof of Lemma 2.3.1 and the assertion

for p < q follows from the fact that {λhj } are bounded away from zero independent of h.

The following estimate is the discrete analogue of Theorem 2.3.2.

Lemma 3.1.4. Let uh be the solution of (3.3) with vh ≡ 0. Then for arbitrary p > −1

|||C∂αt uh(t)|||2
L2(0,T ;Ḣp(Ω))

+ |||uh(t)|||2
L2(0,T ;Ḣp+2(Ω))

≤ |||fh|||2L2(0,T ;Ḣp(Ω))
, (3.10)

and

|||uh(t)|||Ḣp+2−ε(Ω) ≤ Cε
−1tεα/2|||fh|||L∞(0,t;Ḣp(Ω)), 0 < ε < 1. (3.11)

Further, we shall need the following inverse inequality.

Lemma 3.1.5. For any l > s, there exists a constant C independent of h such that

|||ψ|||Ḣl(Ω) ≤ Ch
s−l|||ψ|||Ḣs(Ω) ∀ψ ∈ Vh. (3.12)

Proof. For quasi-uniform triangulations Th the inverse inequality |||ψ|||Ḣ1(Ω) ≤ Ch−1‖ψ‖L2(Ω) holds for

all ψ ∈ Vh. By the definition of −∆h this implies max1≤j≤N λ
h
j ≤ C/h2. Thus, for the norm ||| · |||Ḣp(Ω)

defined in (3.7), there holds for any real l > s

|||ψ|||2
Ḣl(Ω)

≤ C max
j

(λhj )l−s
N∑
j=1

(λhj )s(ψ,ϕhj )2 ≤ Ch2(s−l)|||ψ|||2
Ḣs(Ω)

.

3.1.1 Error estimates for homogeneous problems

First, we consider homogeneous problems, i.e., f ≡ 0. To derive error estimates, first we consider

the case of smooth initial data, i.e., v ∈ Ḣ2(Ω). To this end, we split the error uh(t) − u(t) into two

terms:

uh − u = (uh −Rhu) + (Rhu− u) := ϑ+ %.

By Lemma 3.1.1 and Theorem 2.3.1, we have for any t > 0

‖%(t)‖L2(Ω) + h‖∇%(t)‖L2(Ω) ≤ Ch2t−(1−q/2)α‖v‖Ḣq(Ω) v ∈ Ḣq(Ω), q = 1, 2. (3.13)

27



So it suffices to derive proper estimates for ϑ(t), which is given below.

Lemma 3.1.6. The function ϑ(t) := uh(t)−Rhu(t) satisfies for p = 0, 1

‖ϑ(t)‖Ḣp(Ω) ≤ Ch
2−p‖v‖Ḣ2(Ω).

Proof. Using the identity ∆hRh = Ph∆, we note that ϑ satisfies

C∂αt ϑ(t)−∆hϑ(t) = −PhC∂αt %(t) for t > 0,

with ϑ(0) = 0. By the representation (3.6),

ϑ(t) = −
∫ t

0

Ēh(t− s)PhC∂αt %(s) ds.

Then by Lemmas 3.9and 3.1.1, and Theorem 2.3.1 we have for p = 0, 1

‖ϑ(t)‖Ḣp(Ω) ≤
∫ t

0

‖Ēh(t− s)PhC∂αt %(s)‖Ḣp(Ω) ds

≤ C
∫ t

0

(t− s)(1−p/2)α−1‖C∂αt %(s)‖L2(Ω) ds

≤ Ch2−p
∫ t

0

(t− s)(1−p/2)α−1‖C∂αt u(s)‖Ḣ2−p(Ω) ds

≤ Ch2−p
∫ t

0

(t− s)(1−p/2)α−1s−(1−p/2)α ds‖v‖Ḣ2(Ω) ≤ Ch
2−p‖v‖Ḣ2(Ω),

which is the desired result.

Using (3.13), Lemma 3.1.6 and the triangle inequality, we arrive at our first estimate, which is

formulated in the following Theorem:

Theorem 3.1.1. Let v ∈ Ḣ2(Ω) and f ≡ 0, and u and uh be the solutions of (2.7) and (3.1) with

vh = Rhv, respectively. Then

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Ch2‖v‖Ḣ2(Ω).

Now we turn to the nonsmooth case, i.e., v ∈ Ḣq(Ω) with −1 < q ≤ 1. Since the Ritz projection

Rh may be not well-defined in these cases, we use instead the L2(Ω)-projection vh = Phv and split the

28



error uh − u into:

uh − u = (uh − Phu) + (Phu− u) := ϑ̃+ %̃. (3.14)

By Lemma 3.1.1 and Theorem 2.3.1 we have for −1 < q ≤ 1

‖%̃(t)‖L2(Ω) + h‖∇%̃(t)‖L2(Ω) ≤ Ch2+min(0,q)‖u(t)‖Ḣ2+min(0,q)(Ω)

≤ Ch2+min(0,q)t−α(1−max(q/2,0))‖v‖Ḣq(Ω).

Thus, we only need to estimate the term ϑ̃(t), which is stated in the following lemma.

Lemma 3.1.7. Let ϑ̃(t) = uh(t)−Phu(t). Then for p = 0, 1, −1 < q ≤ 1, there holds (with `h = | lnh|)

‖ϑ̃(t)‖Ḣp(Ω) ≤ Ch
min(q,0)+2−p`ht

−α(1−max(q/2,0))‖v‖Ḣq(Ω).

Proof. Obviously, Ph
C∂αt %̃ = C∂αt Ph(Phu − u) = 0 and using the identity ∆hRh = Ph∆, we get the

following problem for ϑ̃:

C∂αt ϑ̃(t)−∆hϑ̃(t) = −∆h(Rhu− Phu)(t), t > 0, ϑ̃(0) = 0. (3.15)

Using (3.6), ϑ̃(t) can be represented by

ϑ̃(t) = −
∫ t

0

Ēh(t− s)∆h(Rhu− Phu)(s) ds. (3.16)

Let A = Ēh(t− s)∆h(Rhu− Phu)(s). Then by Lemma 3.1.3, there holds for p = 0, 1:

‖A‖Ḣp(Ω) ≤ C(t− s)εα/2−1|||∆h(Rhu− Phu)(s)|||Ḣp−2+ε(Ω)

≤ C(t− s)εα/2−1|||(Rhu− Phu)(s)|||Ḣp+ε(Ω).

Then by (3.12), Theorem 2.3.1, Lemma 3.1.1 we have for p = 0, 1 and 0 ≤ q ≤ 1

‖A‖Ḣp(Ω) ≤ Ch
min(q,0)+2−p−ε(t− s)εα/2−1‖u(s)‖2+min(0,q)

≤ Chmin(q,0)+2−p−ε(t− s)εα/2−1s−(1−max(q/2,0))α‖v‖Ḣq(Ω).
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Then plugging the estimate into (3.16) yields

‖ϑ̃‖Ḣp(Ω) ≤ Ch
2−p−ε

∫ t

0

(t− s)εα/2−1s−(1−max(q/2,0))α ds‖v‖Ḣq(Ω)

≤ Cε−1h2−p−εt−α(1−max(q/2,0))‖v‖Ḣq(Ω).

Now with the choice ε = 1/`h, we obtain the desired estimate.

Now the triangle inequality yields an error estimate for nonsmooth initial data.

Theorem 3.1.2. Let f ≡ 0, u and uh be the solutions of (2.7) with v ∈ Ḣq(Ω), −1 < q ≤ 1, and

(3.1) with vh = Phv, respectively. Then with `h = | lnh|, there holds

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Ch2 `h t
−α(1−max(q/2,0))‖v‖Ḣq(Ω).

Remark 3.1.1. In case of v ∈ Ḣ2(Ω), the initial approximation vh can be chosen by Phv also. In fact

‖E(t)v − Eh(t)Phv‖L2(Ω) ≤ ‖E(t)v − Eh(t)Phv‖L2(Ω) + ‖Eh(t)Phv − Eh(t)Rhv‖L2(Ω) := I + II.

The estimate for the first term is derived in Theorem 3.1.2, while the second term can be bounded by

Lemma 3.1.1 and 3.1.2

II ≤ ‖Phv −Rhv‖L2(Ω) ≤ Ch2‖v‖Ḣ2(Ω).

Then we obtain the same results as Theorem 3.1.1 with vh = Phv. Now interpolation yields that

‖u− uh‖Ḣp(Ω) ≤ Ch
2`ht

−α(1−max(q/2,0))‖v‖Ḣq(Ω), with p = 0, 1 and q ∈ (−1, 2],

where u and uh be the solutions of (2.7) with f ≡ 0, v ∈ Ḣq(Ω), −1 < q ≤ 2, and (3.1) with vh = Phv.

Next we note that the log factor in the estimates in Theorem 3.1.2 can be removed using the

operator trick in [16, 26]. To this end, we first derive an integral representation for the solution. Since

the solution u : (0, T ]→ L2(Ω) can be analytically extended to the sector {z ∈ C; z 6= 0, | arg z| < π/2}

[68], we may apply the Laplace transform to (2.7) to deduce

zαû(z) +Aû(z) = zα−1v, (3.17)
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with A = −∆. Hence the solution u(t) can be represented by

u(t) =
1

2πi

∫
Γθ,δ

ezt(zαI +A)−1zα−1v dz, (3.18)

where the contour Γθ,δ is given by

Γθ,δ = {z ∈ C : |z| = δ, | arg z| ≤ θ} ∪ {z ∈ C : z = ρe±iθ, ρ ≥ δ}. (3.19)

Throughout, the angle is fixed that θ ∈ (π/2, π) and hence zα ∈ Σθ for all z ∈ Σθ := {z ∈ C : | arg z| ≤

θ}. Then there exists a constant C which depend only on θ and α such that

‖(zαI +A)−1‖ ≤ Cz−α, ∀z ∈ Σ′θ with Σ′θ = Σθ\{0}..

Similarly, with Ah = −∆h, the solution uh to (3.1) can be represented by

uh(t) =
1

2πi

∫
Γθ,δ

ezt(zα +Ah)−1zα−1vh dz. (3.20)

The next lemma shows an important error estimate [16, 6].

Lemma 3.1.8. Let ϕ ∈ L2(Ω), z ∈ Σθ, w = (zαI + A)−1ϕ, and wh = (zαI + Ah)−1Phϕ. Then there

holds

‖wh − w‖L2(Ω) + h‖∇(wh − w)‖L2(Ω) ≤ Ch2‖ϕ‖L2(Ω). (3.21)

Now we can state an error estimate for the scheme (3.1) with nonsmooth initial data.

Theorem 3.1.3. Let f ≡ 0, u and uh be the solutions of problem (2.7) and (3.1) with v ∈ L2(Ω),

vh = Phv, respectively. Then for t > 0, there holds:

‖u(t)− uh(t)‖L2(Ω) + h‖∇(u(t)− uh(t))‖L2(Ω) ≤ Ch2t−α‖v‖L2(Ω).

Proof. By (4.2) and (4.6), the error e(t) := u(t)− uh(t) can be represented as

e(t) =
1

2πi

∫
Γθ,δ

eztzα−1(wv − wvh) dz,

31



with wv = (zαI +A)−1v and wvh = (zαI +Ah)−1Phv. By Lemma 3.1.8 and choosing δ = 1/t we have

‖∇e(t)‖L2(Ω) ≤ Ch

(∫ θ

−θ
ecosψt−αdψ +

∫ ∞
1/t

ert cos θρα−1dρ

)
‖v‖L2(Ω)

≤ Cht−α‖v‖L2(Ω).

A similar argument yields the L2-estimate.

Remark 3.1.2. If the initial data is very weak, i.e., v ∈ Ḣq(Ω) with −1 < q < 0, Then Theorem 3.1.3

and the argument of [25, Theorem 2] yield the following optimal error estimate for the semidiscrete

finite element approximation (3.1)

‖u(t)− uh(t)‖L2(Ω) + h‖∇(u(t)− uh(t))‖L2(Ω) ≤ Ch2+qt−(1−α)‖v‖Ḣq(Ω). (3.22)

3.1.2 Error estimates for inhomogeneous problems

In this part, we consider the case of v ≡ 0 and f 6= 0. First, in Theorem 3.1.4 we establish error

bounds in L2(0, T ;L2(Ω))- and L2(0, T ;H1(Ω))-norms:

Theorem 3.1.4. Let v ≡ 0, f ∈ L∞(0, T ;L2(Ω)), and u and uh be the solutions of (2.7) and (3.1)

with fh = Phf , respectively. Then

‖uh − u‖L2(0,T ;L2(Ω)) + h‖∇(uh − u)‖L2(0,T ;L2(Ω)) ≤ Ch2‖f‖L2(0,T ;L2(Ω)).

Proof. We use the splitting (3.53). By Lemma 3.1.1 and Theorem 2.3.2

‖%̃‖L2(0,T ;L2(Ω)) + h‖∇%̃‖L2(0,T ;L2(Ω)) ≤ Ch2‖u‖L2(0,T ;L2(Ω)) ≤ Ch2‖f‖L2(0,T ;L2(Ω)).

By (3.16), and Lemmas 3.1.4 and 3.1.1, and Theorem 2.3.2, we have for p = 0, 1:

∫ T

0

‖ϑ̃(t)‖2pdt ≤ C
∫ T

0

|||∆h(Rhu− Phu)(t)|||2
Ḣp−2(Ω)

dt

≤ C
∫ T

0

|||(Rhu− Phu)(t)|||2
Ḣp(Ω)

dt

≤ Ch4−2p‖u‖2
L2(0,T ;Ḣ2(Ω))

≤ Ch4−2p‖f‖2L2(0,T ;L2(Ω)).

Combing the preceding two estimates yields the desired assertion.
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Now we turn to error estimates in L∞(0, T ;L2(Ω))- and L∞(0, T ;H1(Ω))-norms. By Lemma 3.1.1

and Theorem 2.3.2, the following estimate holds for %̃:

‖%̃(t)‖L2(Ω) + h‖∇%̃(t)‖L2(Ω) ≤ Ch2−ε‖u(t)‖Ḣ2−ε(Ω) ≤ Cε
−1h2−ε‖f‖L∞(0,t;L2(Ω)).

Now the choice `h = | lnh|, ε = 1/`h yields

‖%̃(t)‖L2(Ω) + h‖∇%̃(t)‖L2(Ω) ≤ C`hh2+q‖f‖L∞(0,t;Ḣq(Ω)). (3.23)

Thus, it suffices to bound the term ϑ̃, which is shown in the following lemma.

Lemma 3.1.9. Let ϑ̃(t) be defined by (3.16). Then for f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 0, we have

‖ϑ̃(t)‖L2(Ω) + h‖∇ϑ̃(t)‖L2(Ω) ≤ Ch2`2h‖f‖L∞(0,t;L2(Ω)) with `h = | lnh|.

Proof. By (3.16) and Lemma 3.1.3, we deduce that for p = 0, 1

‖ϑ̃(t)‖Ḣp(Ω) ≤
∫ t

0

‖Ēh(t− s)∆h(Rhu− Phu)(s)‖Ḣp(Ω)ds

≤ C
∫ t

0

(t− s)εα/2−1|||∆h(Rhu− Phu)(s)|||Ḣp−2+ε(Ω)ds

≤ C
∫ t

0

(t− s)εα/2−1|||Rhu(s)− Phu(s)|||Ḣp+ε(Ω)ds := A.

Further, we apply the inverse estimate from Lemma 3.1.5 for Rhu − Phu and the bounds in Lemma

3.1.1, for Phu− u and Rhu− u, respectively, to deduce

A ≤ Ch−ε
∫ t

0

(t− s)εα/2−1‖Rhu(s)− Phu(s)‖Ḣp(Ω)ds

≤ Ch2+q−p−2ε

∫ t

0

(t− s)εα/2−1‖u(s)‖Ḣ2+q−ε(Ω)ds.

Further, by applying estimate (2.20) and choosing ε = 1/`h we get

A ≤ Cε−1h2+q−p−2ε‖f‖L∞(0,t;Ḣq(Ω))

∫ t

0

(t− s)εα/2−1tεα/2ds ≤ Ch2+q−p`2h‖f‖L∞(0,t;Ḣq(Ω)).

This completes the proof of the lemma.
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Now we can state an almost optimal error estimate for the approximation uh.

Theorem 3.1.5. Let v ≡ 0, f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 0, and u and uh be the solutions of (2.7)

and (3.1) with fh = Phf , respectively. Then with `h = | lnh|, there holds

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Ch2+q`2h‖f‖L∞(0,t;Ḣq(Ω)).

Remark 3.1.3. In comparison with the L2(0, T ; Ḣp(Ω))-norm estimates, the L∞(0, T ; Ḣp(Ω))-norm

estimates suffer from the factor `2h. This is due to Lemma 3.1.3 and the regularity estimate in Theorem

2.3.2, reflecting the limited smoothing property of the solution operator.

Remark 3.1.4. An inspection of the proof of Lemma 3.1.9 indicates that for 0 < q ≤ 1, one can

obtain a slightly improved estimate

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Ch2`h‖f‖L∞(0,t;Ḣq(Ω)).

3.2 Spatial semidiscretization by lumped mass method

Now we consider the more practical lumped mass FEM (see, e.g. [73, Chapter 15, pp. 239–

244]) and study the convergence rates for smooth and non-smooth initial data. First we introduce

this approximation. Let zτj , j = 1, . . . , d + 1 be the vertices of the d-simplex τ ∈ Th. Consider the

quadrature formula

Qτ,h(f) =
|τ |
d+ 1

d+1∑
j=1

f(zτj ) ≈
∫
τ

fdx. (3.24)

We then define an approximation of the L2-inner product in Vh by

(w,χ)h =
∑
τ∈Th

Qτ,h(wχ). (3.25)

Then the lumped mass Galerkin FEM is: find ūh(t) ∈ Vh such that

(C∂αt ūh, χ)h + a(ūh, χ) = (f, χ) ∀χ ∈ Vh, t > 0, ūh(0) = vh. (3.26)

The lumped mass method leads to a diagonal mass matrix, which in practice is important for preserving

the qualitative properties of the semidiscrete and fully discrete approximations.

We now introduce the discrete Laplacian −∆̄h : Vh → Vh, corresponding to the inner product (·, ·)h,
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by

−(∆̄hψ, χ)h = (∇ψ,∇χ) ∀ψ, χ ∈ Vh. (3.27)

Also, we introduce a projection operator P̄h : L2(Ω)→ Vh by

(P̄hf, χ)h = (f, χ), ∀χ ∈ Vh.

The lumped mass method can then be written with fh = P̄hf in operator form as

C∂αt ūh(t)− ∆̄hūh(t) = fh(t) for t ≥ 0 with ūh(0) = vh.

Similarly as in Section 3.1, we define the discrete operator Fh by

Fh(t)vh =

N∑
j=1

Eα,1(−λ̄hj tα)(vh, ϕ̄
h
j )hϕ̄

h
j , (3.28)

where {λ̄hj }Nj=1 and {ϕ̄hj }Nj=1 are respectively the eigenvalues and the orthonormal eigenfunctions of

−∆̄h with respect to (·, ·)h.

Analogously to (3.5), we introduce the operator Ēh by

Ēhfh(t) =

N∑
j=1

tα−1Eα,α(−λ̄hj tα)(fh, ϕ̄
h
j )hϕ̄

h
j . (3.29)

Then the solution ūh to problem (3.26) can be represented as follows

ūh(t) = Fh(t)vh +

∫ t

0

Ēh(t− s)fh(s)ds.

For our analysis we shall need the following modification of the discrete norm (3.7), ||| · |||p, on the

space Vh

|||ψ|||2
Ḣp(Ω)

=

N∑
j=1

(λ̄hj )p(ψ, ϕ̄hj )2
h ∀p ∈ R. (3.30)

The following norm equivalence result is useful.

Lemma 3.2.1. The norm ||| · |||Ḣp(Ω) defined in (3.30) is equivalent to the norm ‖ · ‖Ḣp(Ω) on the

space Vh for p = 0, 1.
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Proof. The proof is a simple consequence of the definitions and is omitted.

We shall also need the following inverse inequality, whose proof is identical with that of Lemma

3.1.5:

|||ψ|||Ḣl(Ω) ≤ Ch
s−l|||ψ|||Ḣs(Ω) l > s. (3.31)

We show the following discrete analogue of Lemma 3.1.3:

Lemma 3.2.2. Let Ēh be defined by (3.29). Then we have for ψ ∈ Vh and all t > 0,

|||Ēh(t)ψ|||Ḣp(Ω) ≤


Ct−1+α(1+ q−p

2 )|||ψ|||Ḣq(Ω), p− 2 ≤ q ≤ p,

Ct−1+α|||ψ|||Ḣq(Ω), p < q.

We need the quadrature error operator Qh : Vh → Vh defined by

(∇Qhχ,∇ψ) = εh(χ, ψ) := (χ, ψ)h − (χ, ψ) ∀χ, ψ ∈ Vh. (3.32)

The operator Qh, introduced in [8], represents the quadrature error (due to mass lumping) in a special

way. It satisfies the following error estimate [8, Lemma 2.4].

Lemma 3.2.3. Let ∆̄h and Qh be defined by (3.27) and (3.32), respectively. Then

‖∇Qhχ‖L2(Ω) + h‖∆̄hQhχ‖L2(Ω) ≤ Chp+1‖∇pχ‖L2(Ω) ∀χ ∈ Vh, p = 0, 1.

3.2.1 Error estimates for the homogeneous problem

We now establish error estimates for the lumped mass FEM for smooth initial data, i.e., v ∈ Ḣ2(Ω).

Theorem 3.2.1. Let u and ūh be the solutions of (2.7) and (3.26), respectively, with vh = Rhv. Then

‖ūh(t)− u(t)‖L2(Ω) + h‖∇(ūh(t)− u(t))‖L2(Ω) ≤ Ch2‖v‖Ḣ2(Ω).

Proof. We split the error into ūh(t) − u(t) = uh(t) − u(t) + δ(t) with δ(t) = ūh(t) − uh(t) and uh(t)

being the solution by the standard Galerkin FEM. Upon noting the estimate for uh − u, it suffices to

show

‖δ(t)‖L2(Ω) + h‖∇δ(t)‖L2(Ω) ≤ Ch2‖v‖Ḣ2(Ω). (3.33)
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It follows from the definitions of uh(t), ūh(t), and Qh that

C∂αt δ(t)− ∆̄hδ(t) = ∆̄hQh
C∂αt uh(t) for t > 0, δ(0) = 0

and by Duhamel’s principle we have

δ(t) =

∫ t

0

Ēh(t− s)∆̄hQh
C∂αt uh(s)ds. (3.34)

Using Lemmas 3.2.1, 3.2.2, and 3.2.3 we get for χ ∈ Vh:

‖∇Ēh(t)∆̄hQhχ‖L2(Ω) ≤ Ct
α
2−1‖∆̄hQhχ‖L2(Ω) ≤ Ct

α
2−1h‖∇χ‖L2(Ω).

Similarly, for χ ∈ Vh

‖Ēh(t)∆̄hQhχ‖L2(Ω) ≤ Ct
α
2−1|||∆̄hQhχ|||Ḣ−1(Ω) ≤ Ct

α
2−1‖∇Qhχ‖L2(Ω) ≤ Ct

α
2−1h2‖∇χ‖L2(Ω).

Consequently, using Lemma 3.1.2 with l = 1, p = 1 and q = 2 we get

‖δ(t)‖L2(Ω) + h‖∇δ(t)‖L2(Ω) ≤ Ch2

∫ t

0

(t− s)α2−1|||C∂αt uh(s)|||Ḣ1(Ω)ds

≤ Ch2

∫ t

0

(t− s)α2−1s−
α
2 ds |||uh(0)|||Ḣ2(Ω).

Since ∆hRh = Ph∆, we deduce

|||uh(0)|||Ḣ2(Ω) = ‖∆hRhu(0)‖L2(Ω) = ‖Ph∆u(0)‖L2(Ω) ≤ ‖u(0)‖Ḣ2(Ω) ≤ C‖v‖Ḣ2(Ω),

which yields (3.33) and concludes the proof.

An improved bound for ‖∇δ(t)‖L2(Ω) can be obtained as follows. In view of Lemmas 3.2.1 and 3.2.3

and (3.31), we observe that for any ε > 0 and χ ∈ Vh

‖∇Ēh(t)∆̄hQhχ‖L2(Ω) ≤ Ct
ε
2α−1|||∆̄hQhχ|||Ḣ−1+ε(Ω) ≤ Ct

ε
2α−1h2−ε‖∇χ‖L2(Ω).
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Consequently,

‖∇δ(t)‖L2(Ω) ≤ Ch2−ε
∫ t

0

(t− s) ε2α−1|||C∂αt uh(s)|||Ḣ1(Ω)ds. (3.35)

Now, to (3.35) we apply Lemma 3.1.2 with ` = 1, p = 1 and q = 2 to get

‖∇δ(t)‖L2(Ω) ≤ Ch2−ε
∫ t

0

(t− s) ε2α−1s−
α
2 ds|||uh(0)|||Ḣ2(Ω) ≤ C

1

ε
h2−εt−α

1−ε
2 ‖v‖Ḣ2(Ω).

Remark 3.2.1. In the above estimate, by choosing ε = 1/`h, `h = | lnh|, we get

‖∇δ(t)‖L2(Ω) ≤ Ch2`ht
−α2 ‖v‖Ḣ2(Ω), (3.36)

which improves the bound of ‖∇δ(t)‖L2(Ω) for any fixed t > 0 by almost one order.

Remark 3.2.2. Instead, if we apply to (3.35) Lemma 3.1.2 with ` = 1, p = 1 and q = 1 we get an

improved estimate for δ(t) in the case of initial data v ∈ Ḣ1(Ω):

‖∇δ(t)‖L2(Ω) ≤ Ch2`ht
−α‖v‖Ḣ1(Ω). (3.37)

Now we consider the case of nonsmooth initial data v ∈ L2(Ω) as well as the intermediate case

v ∈ Ḣ1. Due to the lower regularity, we take vh = Phv. Like before, the idea is to split the error into

ūh(t)−u(t) = uh(t)−u(t) + δ(t) with δ(t) = ūh(t)−uh(t) and uh(t) being the solution of (3.1). Thus,

in view of estimate in Theorem 3.1.2 it suffices to establish proper bounds for δ(t).

Theorem 3.2.2. Let u and ūh be the solutions of (2.7) and (3.26), respectively, with vh = Phv. Then

with `h = | lnh|, the following estimates are valid for t > 0:

‖∇(ūh(t)− u(t))‖L2(Ω) ≤ Ch`ht
−α(1− q2 )‖v‖Ḣq(Ω) q = 0, 1, (3.38)

‖ūh(t)− u(t)‖L2(Ω) ≤ Chq+1`ht
−α(1− q2 )‖v‖Ḣq(Ω) q = 0, 1. (3.39)

Furthermore, if the quadrature error operator Qh defined by (3.32) satisfies

‖Qhχ‖L2(Ω) ≤ Ch2‖χ‖L2(Ω) ∀χ ∈ Vh, (3.40)
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then the following almost optimal error estimate is valid:

‖ūh(t)− u(t)‖L2(Ω) ≤ Ch2`ht
−α‖v‖L2(Ω). (3.41)

Proof. By Duhamel’s principle δ(t) =
∫ t

0
Ēh(t−s)∆̄hQh

C∂αt uh(s)ds. Then by appealing to the smooth-

ing property of the operator Ēh in Lemma 3.2.2 and the inverse inequality (3.31), we get for χ ∈ Vh,

ε > 0, and p = 0, 1

|||Ēh(t)∆̄hQhχ|||Ḣp(Ω) ≤ Ct
ε
2α−1|||∆̄hQhχ|||Ḣp−2+ε(Ω) = Ct

ε
2α−1|||Qhχ|||Ḣp+ε(Ω)

≤ Ct ε2α−1h−ε|||Qhχ|||Ḣp(Ω) ≤ Ct
ε
2α−1h−ε‖Qhχ‖Ḣp(Ω).

(3.42)

Consequently, by Lemmas 3.2.3, 3.1.2 and Ḣ1- and L2-stability of the operator Ph from Lemma 3.1.1,

we deduce for q = 0, 1

‖∇δ(t)‖L2(Ω) ≤ Chq+1−ε
∫ t

0

(t− s) ε2α−1‖C∂αt uh(s)‖Ḣq(Ω)ds

≤ Chq+1−ε
∫ t

0

(t− s) ε2α−1s−αds‖uh(0)‖Ḣq(Ω)

= Chq+1−εt−α(1− ε2 )B
(
ε
2α, 1− α

)
‖Phv‖Ḣq(Ω) ≤ Cε

−1hq+1−εt−α(1− ε2 )‖v‖Ḣq(Ω).

Now the estimate (3.38) follows by triangle inequality from this and Theorem 3.1.2 by taking ε = 1

and ε = 1/`h for the cases q = 1 and 0, respectively.

Next we derive an L2- error estimate. First, note that for χ ∈ Vh we have

‖Ēh(t)∆̄hQhχ‖L2(Ω) ≤ Ct
α
2−1|||∆̄hQhχ|||Ḣ−1(Ω) ≤ Ct

α
2−1‖∇Qhχ‖L2(Ω).

This estimate together with Lemma 3.2.3 gives

‖δ(t)‖L2(Ω) ≤ Chq+1

∫ t

0

(t− s)α2−1‖C∂αt uh(s)‖Ḣq(Ω) ds

≤ Chq+1

∫ t

0

(t− s)α2−1s−αds ‖uh(0)‖Ḣq(Ω)

≤ Chq+1t−
α
2 ‖Phv‖Ḣq(Ω) ≤ Ch

q+1t−
α
2 ‖v‖Ḣq(Ω), q = 0, 1,

which shows the desired estimate (3.39).
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Finally, if (3.40) holds, by applying (3.42) with p = 0 and ε ∈ (0, 1
2 ), we get

‖δ(t)‖L2(Ω) ≤ Ch−ε
∫ t

0

(t− s) ε2α−1‖QhC∂αt uh(s)‖L2(Ω) ds ≤ Ch2−ε
∫ t

0

(t− s) ε2α−1‖C∂αt uh(s)‖L2(Ω) ds

≤ Ch2−ε
∫ t

0

(t− s) ε2α−1s−αds ‖uh(0)‖L2(Ω) ≤ Cε−1h2−εt−α(1− ε2 )‖v‖L2(Ω).

Then (3.41) follows immediately by choosing ε = 1/`h.

Remark 3.2.3. By interpolation (3.41) is valid also for 0 < q < 1.

Remark 3.2.4. The condition (3.40) on the quadrature error operator Qh is satisfied for symmetric

meshes [8, Section 5]. In one dimension, it can be relaxed to almost symmetry [8, Section 6]. In case

(3.40) does not hold, we were able to show only a suboptimal O(h)-convergence rate for L2-norm of the

error, which is reminiscent of that in the classical parabolic equation [8, Theorem 4.4].

Remark 3.2.5. We note that we have used a globally quasi-uniform meshes, while the results in [8]

are valid for meshes that satisfy the inverse inequality only locally.

Remark 3.2.6. If the initial data is very weak, i.e., v ∈ Ḣq(Ω) with −1 < q < 0 and the mesh is

quasi-uniform. Then Theorem 3.2.2 and the argument of [25, Theorem 2] yield the following optimal

error estimate for the lumped mass finite element method (3.26)

‖u(t)− ūh(t)‖L2(Ω) + h‖∇(u(t)− ūh(t))‖L2(Ω) ≤ Ch2+q`ht
−α‖v‖Ḣq(Ω). (3.43)

3.2.2 Error estimates for inhomogeneous problems

Now we first derive an L2(0, T ; Ḣp(Ω))-error estimate, p = 0, 1, for the lumped mass method.

Theorem 3.2.3. Let f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 1, and u and uh be the solutions of (2.7) and

(3.26) with fh = P̄hf , respectively. Then there hold

‖∇(ūh − u)‖L2(0,T ;L2(Ω)) ≤ Ch1+min(q,0)‖f‖L2(0,T ;Ḣq(Ω)),

‖ūh − u‖L2(0,T ;L2(Ω)) ≤ Ch1+q‖f‖L2(0,T ;Ḣq(Ω)).
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Proof. By repeating the proof of Lemma 3.1.4, we deduce from (3.34), Lemma 3.2.1, and (3.32) that

∫ T

0

‖∇δ(t)‖2L2(Ω)dt ≤ C
∫ T

0

|||∆̄hQh
C∂αt uh(t)|||2

Ḣ−1(Ω)
dt ≤ C

∫ T

0

|||QhC∂αt uh(t)|||2
Ḣ1(Ω)

dt

≤ C
∫ T

0

‖∇QhC∂αt uh(t)‖2L2(Ω)dt ≤ Ch
2

∫ T

0

‖C∂αt uh(t)‖2L2(Ω)dt.

The desired assertion for the case q ≥ 0 now follows immediately from Lemma 3.1.4.

For −1 < q < 0 we use Lemmas 3.1.5, 3.1.4 and 3.1.1 to get

∫ T

0

‖∇δ(t)‖2L2(Ω)dt ≤ Ch
2+2q

∫ T

0

|||C∂αt uh(t)|||2
Ḣq(Ω)

dt

≤ Ch2+2q

∫ T

0

|||fh(t)|||2
Ḣq(Ω)

dt ≤ Ch2+2q‖f‖2
L2(0,T ;Ḣq(Ω))

.

Now we turn to the L2-estimate. By repeating the preceding arguments, we arrive at

∫ T

0

‖δ(t)‖2L2(Ω)dt ≤ C
∫ T

0

|||∆̄hQh
C∂αt uh(t)|||2

Ḣ−2(Ω)
dt = C

∫ T

0

|||QhC∂αt uh(t)|||2L2(Ω)dt

≤ C
∫ T

0

‖∇QhC∂αt uh(t)‖2L2(Ω)dt ≤ Ch
4

∫ T

0

‖C∂αt uh(t)‖2
Ḣ1(Ω)

dt

≤ Ch2+2q

∫ T

0

|||C∂αt uh(t)|||2
Ḣq(Ω)

dt,

where the second line follows from the trivial inequality ‖χ‖L2(Ω) ≤ C‖∇χ‖L2(Ω) for χ ∈ Vh and the

norm equivalence in Lemma 3.2.1. The rest of the proof follows identically, and hence it is omitted.

The estimate in L2(0, T ;L2(Ω))-norm of Theorem 3.2.3 is suboptimal for any q < 1. An optimal

estimate can be obtained under an additional condition on the mesh.

Theorem 3.2.4. Let the assumptions in Theorem 3.2.3 be fulfilled and the operator Qh satisfy (3.40).

Then

‖ūh − u‖L2(0,T ;L2(Ω)) ≤ Ch2+min(q,0)‖f‖L2(0,T ;Ḣq(Ω)).

Proof. It follows from the condition on the operator Qh that

∫ T

0

‖δ(t)‖2L2(Ω)dt ≤ C
∫ T

0

|||∆̄hQh
C∂αt uh|||2Ḣ−2(Ω)

dt ≤ C
∫ T

0

|||QhC∂αt uh(t)|||2L2(Ω)dt

≤ Ch4

∫ T

0

‖C∂αt uh(t)‖2L2(Ω)dt ≤ Ch
4+2 min(q,0)

∫ T

0

|||C∂αt uh(t)|||2
Ḣq(Ω)

dt.
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The rest of the proof is identical with that of Theorem 3.2.3.

Remark 3.2.7. The condition (3.40) on the operator Qh is satisfied for symmetric meshes [8, section

5]. In one dimension, the symmetry requirement can be relaxed to almost symmetry [8, section 6].

Next we derive an estimate in L∞(0, T ; Ḣp(Ω))-norm for the lumped mass approximation ūh.

Theorem 3.2.5. Let f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 1, and u and ūh be the solutions of (2.7) and

(3.26), respectively, with f̄h = P̄hf . Then with `h = | lnh|, the following estimate is valid for t > 0:

‖∇(ūh(t)− u(t))‖L2(Ω) ≤ Ch1+q`2h‖f‖L∞(0,t;Ḣq(Ω)) for − 1 < q ≤ 0. (3.44)

Moreover, for −1 < q ≤ 1 there holds

‖ūh(t)− u(t)‖L2(Ω) ≤ Ch1+q`2h‖f‖L∞(0,t;Ḣq(Ω)). (3.45)

Proof. By Lemma 3.2.2 and (3.31), we have for χ ∈ Vh, ε > 0, and p = 0, 1

|||Ēh(t)∆̄hQhχ|||Ḣp(Ω) ≤ Ct
εα/2−1|||∆̄hQhχ|||Ḣp−2+ε(Ω) = Ctεα/2−1|||Qhχ|||Ḣp+ε(Ω)

≤ Ctεα/2−1h−ε|||Qhχ|||Ḣp(Ω).

(3.46)

We first prove estimate (3.44). Setting χ = C∂αt uh(t) in (3.46) and (3.32) yields

|||Ēh(t− s)∆̄hQh
C∂αt uh(s)|||Ḣ1(Ω) ≤ C(t− s)εα/2−1h−ε‖QhC∂αt uh(s)‖Ḣ1(Ω)

≤ Ch1−ε(t− s)εα/2−1‖C∂αt uh(s)‖L2(Ω).

(3.47)

Then it follows from (3.1) and the triangle and inverse inequalities that

‖∇δ(t)‖L2(Ω) ≤ Ch1−ε
∫ t

0

(t− s)εα/2−1‖C∂αt uh(s)‖L2(Ω)ds

≤ Ch1−ε
∫ t

0

(t− s)εα/2−1(‖∆huh(s)‖L2(Ω) + ‖fh(s)‖L2(Ω))ds

≤ Ch1−ε
∫ t

0

(t− s)εα/2−1(h−ε|||∆huh(s)|||Ḣ−ε(Ω) + ‖fh(s)‖L2(Ω))ds.
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Further, using Lemmas 3.1.4 and 3.1.1 we further get for −1 < q ≤ 0

‖∇δ(t)‖L2(Ω) ≤ Ch1+q−ε
∫ t

0

(t− s)εα/2−1(h−ε|||∆huh(s)|||Ḣq−ε(Ω) + |||fh(s)|||Ḣq(Ω))ds

≤ Ch1+q−2ε

∫ t

0

(t− s)εα/2−1(ε−1sεα/2|||fh|||L∞(0,s;Ḣq(Ω)) + |||fh(s)|||Ḣq(Ω))ds

≤ Cε−1h1+q−2ε|||fh|||L∞(0,t;Ḣq(Ω))

∫ t

0

(t− s)εα/2−1sεα/2ds

≤ Cε−2h1+q−2ε|||fh|||L∞(0,t;Ḣq(Ω)) ≤ Ch
1+q`2h‖f‖L∞(0,t;Ḣq(Ω)),

where in the last inequality we have chosen ε = 1/`h. Now (3.44) follows from this and Theorem 3.1.5.

Next we derive the L2-error estimate. Similar to the derivation of (3.46), we get

‖Ēh(t− s)∆̄hQh
C∂αt uh(s)‖L2(Ω) ≤ C(t− s)α/2−1‖∇QhC∂αt uh(s)‖L2(Ω)

≤ Ch2(t− s)α/2−1‖C∂αt uh(s)‖Ḣ1(Ω).

Consequently, by the triangle inequality, Lemmas 3.1.5 and 3.1.4, there holds

‖δ(t)‖L2(Ω) ≤ Ch2

∫ t

0

(t− s)α/2−1(‖∆uh(s)‖Ḣ1(Ω) + ‖Phf(s)‖Ḣ1(Ω))ds

≤ Ch1+q

∫ t

0

(t− s)α/2−1(h−ε|||∆uh(s)|||Ḣq−ε(Ω) + |||fh(s)|||Ḣq(Ω))ds

≤ Ch1+q

∫ t

0

(t− s)α/2−1(ε−1h−εsεα/2|||fh|||L∞(0,s;Ḣq(Ω)) + |||fh(s)|||Ḣq(Ω))ds.

The L2-estimate follows by setting ε = 1/`h in this inequality and Theorem 3.1.5.

Remark 3.2.8. For q > 0, we have ‖∇(ūh(t)− u(t))‖L2(Ω) ≤ Ch`2h‖f‖L∞(0,t;Ḣq(Ω)) and it cannot be

improved even if the function f is smoother. In view of Remark 3.1.4, for 0 < q ≤ 1, there holds

‖ūh(t)− u(t)‖L2(Ω) ≤ Ch1+q`h‖f‖L∞(0,t;Ḣq(Ω)).
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In the case of f ∈ L∞(0, T ; Ḣq(Ω)), 0 < q ≤ 1, we can obtain an improved estimate of ‖∇δ(t)‖L2(Ω):

‖∇δ(t)‖L2(Ω) ≤ Ch2−ε
∫ t

0

(t− s)εα/2−1‖C∂αt uh(s)‖Ḣ1(Ω)ds

≤ Ch1+q−ε
∫ t

0

(t− s)εα/2−1(h−ε|||∆huh(s)|||Ḣq−ε(Ω) + |||fh(s)|||Ḣq(Ω))ds

≤ Ch1+q−2ε

∫ t

0

(t− s)εα/2−1(ε−1sεα/2|||fh|||L∞(0,s;Ḣq(Ω)) + |||fh(s)|||Ḣq(Ω))ds

≤ Cε−2h1+q−2ε‖f‖L∞(0,t;Ḣq(Ω)) ≤ Ch
1+q`2h‖f‖L∞(0,t;Ḣq(Ω)).

We record this observation in a remark.

Remark 3.2.9. For f ∈ L∞(0, T ; Ḣq(Ω)), 0 < q ≤ 1, the estimate ‖∇δ(t)‖L2(Ω) can be improved to

(1 + q)th-order at the expense of an additional factor `h:

‖∇δ(t)‖L2(Ω) ≤ Ch1+q`2h‖f‖L∞(0,t;Ḣq(Ω)).

Like in the case of L2(0, T ;L2(Ω))-estimate, the L∞(0, T ;L2(Ω)) estimate is suboptimal for any

q ∈ (−1, 1), and can be improved to an almost optimal one by imposing condition (3.40).

Theorem 3.2.6. Let the conditions in Theorem 3.2.5 be fulfilled and (3.40) hold. Then with `h =

| lnh|,

‖ūh(t)− u(t)‖L2(Ω) ≤ Ch2+min(q,0)`2h‖f‖L∞(0,t;Ḣq(Ω)), −1 < q ≤ 1.

Proof. If (3.40) holds, then applying (3.46) with p = 0 we get

‖Ēh(t− s)∆̄hQh
C∂αt uh(s)‖L2(Ω) ≤ C(t− s)εα/2−1h−ε‖QhC∂αt uh(s)‖L2(Ω)

≤ Ch2−ε(t− s)εα/2−1‖C∂αt uh(s)‖L2(Ω).

Consequently, this together with Lemmas 3.1.5, 3.1.2, and 3.1.1, yields

‖δ(t)‖L2(Ω) ≤ Ch2−ε
∫ t

0

(t− s)εα/2−1(‖∆huh(s)‖L2(Ω) + ‖fh(s)‖L2(Ω))ds

≤ Ch2+min(q,0)−ε
∫ t

0

(t− s)εα/2−1(h−ε|||∆huh(s)|||Ḣ−ε+q(Ω) + |||fh(s)|||Ḣq(Ω))ds

≤ Ch2+min(q,0)−ε
∫ t

0

(t− s)εα/2−1(h−εε−1sεα/2|||fh|||L∞(0,s;Ḣq(Ω)) + |||fh(s)|||Ḣq(Ω))ds

≤ Cε−2h2+min(q,0)−2ε‖f‖L∞(0,t;Ḣq(Ω)) ≤ Ch
2+min(q,0)`2h‖f‖L∞(0,t;Ḣq(Ω)),
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where the last line follows from the choice ε = 1/`h. This and Theorem 3.1.5 conclude the proof.

Remark 3.2.10. In case of an initial data u(0) ∈ Ḣq(Ω) and a right hand side f ∈ L∞(0, T ; Ḣq(Ω)),

−1 < q ≤ 0, by combining Theorems 3.2.5 and 3.2.6 with Theorem 3.2.2, we deduce that with the

choice ūh(0) = Phu(0) and fh = P̄hf , the lumped mass approximation ūh satisfies

‖ūh(t)− u(t)‖L2(Ω) + ‖∇(ūh(t)− u(t))‖L2(Ω) ≤ Ch1+q`2ht
−α(‖f‖L∞(0,t;Ḣq(Ω)) + ‖u(0)‖Ḣq(Ω)).

Further, under condition (3.40), there holds

‖ūh(t)− u(t)‖L2(Ω) ≤ Ch2+q`2ht
−α(‖f‖L∞(0,t;Ḣq(Ω)) + ‖u(0)‖Ḣq(Ω)).

3.3 Numerical results

In this section, we present 2-D numerical results to verify the convergence theory in Sections 3.1

and 3.2. We present the errors ‖(u− ūh)(t)‖L2(Ω) and ‖∇(u− ūh)(t)‖L2(Ω) for the lumped mass method

only, since the errors for the Galerkin FEM are almost identical. Below we use the following notation

convention: ‖(u − ūh)(t)‖Ḣp(Ω) for p = 0 and p = 1 is simply referred to as L2-norm and H1-norm

error, respectively.

3.3.1 Homogenenous problems

We first consider the problem (2.7) on the unit square Ω = (0, 1)2 for the homogeneous problem

with the following data:

(a) Smooth initial data: v(x, y) = x(1−x)y(1−y); in this case the initial data v is in H2(Ω)∩H1
0 (Ω),

and the exact solution u(x, t) can be represented by a rapidly converging Fourier series:

u(x, t) =

∞∑
n=1

∞∑
m=1

4cncm
m3n3π6

Eα,1(−λn,mtα) sin(nπx) sin(mπy),

where λn,m = (n2 +m2)π2, and cl = 4 sin2(lπ/2)− lπ sin(lπ), l = m,n.

(b) Nonsmooth initial data: v(x) = χ[ 14 ,
3
4 ]×[ 14 ,

3
4 ].

(c) Very weak data: v = δΓ with Γ being the boundary of the square [ 1
4 ,

3
4 ] × [ 1

4 ,
3
4 ] with 〈δΓ, φ〉 =∫

Γ
φ(s)ds. One may view (v, χ) for χ ∈ Xh ⊂ Ḣ

1
2 +ε(Ω) as duality pairing between the spaces
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H−
1
2−ε(Ω) and Ḣ

1
2 +ε(Ω) for any ε > 0 so that δΓ ∈ H−

1
2−ε(Ω). Indeed, it follows from Hölder’s

inequality

‖δΓ‖
H−

1
2
−ε(Ω)

= sup
φ∈Ḣ

1
2
+ε(Ω)

|
∫

Γ
φ(s)ds|

‖φ‖ 1
2 +ε,Ω

≤ |Γ| 12 sup
φ∈Ḣ

1
2
+ε(Ω)

‖φ‖L2(Γ)

‖φ‖ 1
2 +ε,Ω

,

and the continuity of the trace operator from Ḣ
1
2 +ε(Ω) to L2(Γ).

To discretize the problem, we divide (0, 1) into N = 2k equally spaced subintervals with a mesh size

h = 1/N so that unit square (0, 1)2 is divided into N2 small squares. We get a symmetric triangulation

of the domain (0, 1)2 by connecting the diagonal of each small square. Therefore, the lumped mass

method and standard Galerkin method have the same convergence rates. On these meshes, λ̄hn,m and

ϕ̄hn,m, 1 ≤ n,m ≤ N − 1, i.e., eigenvalues and eigenvectors of the discrete Laplacian ∆̄h, are explicitly

given by:

λ̄hn,m =
4

h2

(
sin2 nπh

2
+ sin2 mπh

2

)
, ϕ̄hn,m(xi, yj) = 2 sin(nπxi) sin(mπyj).

respectively, where (xi, yj), i, j = 1, . . . , N − 1, is a mesh point. Then the semidiscrete approximation

ūh can be computed via the explicit representation (3.6). To accurately evaluate the Mittag-Leffler

functions, we employ the algorithm developed in [70].

Figure 3.1: Error plots for smooth initial data, Example (a): α = 0.1, 0.5, 0.9 at t = 0.1.

Smooth initial data: example (a). In Table 3.1 we show the numerical results for t = 0.1 and

α = 0.1, 0.5, 0.9, where rate refers to the empirical convergence rate as the mesh size h is halved. In
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Figure 3.1, we plot the results from Table 3.1 in a log-log scale. The slopes of the error curves are 2 and

1, respectively, for L2- and H1-norm of the error. This confirms the theoretical result from Theorem

3.2.1.

Table 3.1: Numerical results for example (a) at t = 0.1, with α = 0.1, 0.5 and 0.9, discretized on a

uniform mesh, h = 2−k.

α k 3 4 5 6 7 rate

0.1 L2-norm 9.25e-4 2.44e-4 6.25e-5 1.56e-5 3.85e-6 ≈ 2.01 (2.00)

H1-norm 3.27e-2 1.66e-2 8.40e-3 4.21e-3 2.11e-3 ≈ 1.00 (1.00)

0.5 L2-norm 1.45e-3 3.84e-4 9.78e-5 2.41e-5 5.93e-6 ≈ 2.01 (2.00)

H1-norm 5.17e-2 2.64e-2 1.33e-2 6.67e-3 3.33e-3 ≈ 1.00 (1.00)

0.9 L2-norm 1.88e-3 4.53e-4 1.13e-4 2.82e-5 7.06e-6 ≈ 2.00 (2.00)

H1-norm 6.79e-2 3.43e-2 1.73e-2 8.63e-3 4.31e-3 ≈ 1.00 (1.00)

Nonsmooth initial data: example (b). In Table 3.2 we present the numerical results for problem

(b). Here we are particularly interested in errors for t close to zero, and thus we also present the error

at t = 0.001 and t = 0.01. These numerical results fully confirm the theoretically predicted rates for

nonsmooth data.
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Table 3.2: Numerical results for example (b), α = 0.5, at t = 0.1, 0.01, 0.001, discretized on a uniform

mesh, h = 2−k.

Time k 3 4 5 6 7 rate

t = 0.001 L2-norm 1.55e-2 3.99e-3 1.00e-3 2.52e-4 6.26e-5 ≈ 2.01 (2.00)

H1-norm 6.05e-1 3.05e-1 1.48e-1 7.29e-2 3.61e-2 ≈ 1.00 (1.00)

t = 0.01 L2-norm 8.27e-3 2.10e-3 5.28e-4 1.32e-4 3.29e-5 ≈ 2.01 (2.00)

H1-norm 3.32e-1 1.61e-1 7.90e-2 3.90e-2 1.93e-2 ≈ 1.01 (1.00)

t = 0.1 L2-norm 2.12e-3 5.36e-4 1.34e-4 3.36e-5 8.43e-6 ≈ 2.00 (2.00)

H1-norm 8.23e-2 4.01e-2 1.96e-2 9.72e-3 4.84e-3 ≈ 1.00 (1.00)

Very weak data: example (c). The empirical convergence rate for the weak data δΓ agrees well with

the theoretically predicted convergence rate in Remark 3.2.6, which gives a ratio of 2.82 and 1.41,

respectively, for the L2- and H1-norm of the error; see Table 3.4. Interestingly, for the standard

Galerkin scheme, the L2-norm of the error exhibits super-convergence; see Table 3.3.

Table 3.3: Numerical results, i.e., errors ‖u(t) − uh(t)‖Ḣp(Ω), p = 0, 1, for example (c), α = 0.5, at

t = 0.1, 0.01, 0.001, discretized on a uniform mesh, h = 2−k.

Time k 1/8 1/16 1/32 1/64 1/128 rate

t = 0.001 L2-norm 5.37e-2 1.56e-2 4.40e-3 1.23e-3 3.41e-4 ≈ 1.84 (1.50)

H1-norm 2.68e0 1.76e0 1.20e0 8.21e-1 5.68e-1 ≈ 0.53 (0.5)

t = 0.01 L2-norm 2.26e-2 6.20e-3 1.67e-3 4.46e-4 1.19e-4 ≈ 1.90 (1.50)

H1-norm 9.36e-1 5.90e-1 3.92e-1 2.65e-1 1.84e-1 ≈ 0.52 (0.5)

t = 0.1 L2-norm 8.33e-3 2.23e-3 5.90e-3 1.55e-3 4.10e-4 ≈ 1.91 (1.50)

H1-norm 3.08e-1 1.91e-1 1.26e-1 8.44e-2 5.83e-2 ≈ 0.53 (0.5)
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Table 3.4: Numerical results, i.e., errors ‖u(t) − ūh(t)‖Ḣp(Ω), p = 0, 1, for example (c), α = 0.5, at

t = 0.1, 0.01, 0.001, discretized on a uniform mesh, h = 2−k

Time k 3 4 5 6 7 rate

t = 0.001 L2-norm 1.98e-1 7.95e-2 3.00e-2 1.09e-2 3.95e-3 ≈ 1.51 (1.50)

H1-norm 5.56e0 4.06e0 2.83e0 2.02e0 1.41e0 ≈ 0.50 (0.50)

t = 0.01 L2-norm 6.61e-2 2.56e-2 9.51e-3 3.47e-3 1.25e-3 ≈ 1.52 (1.50)

H1-norm 1.84e0 1.30e0 9.10e-1 6.40e-1 4.47e-1 ≈ 0.50 (0.50)

t = 0.1 L2-norm 2.15e-2 8.13e-3 3.01e-3 1.09e-3 3.95e-4 ≈ 1.52 (1.50)

H1-norm 5.87e-1 4.14e-1 2.88e-1 2.03e-1 1.41e-1 ≈ 0.50 (0.50)

3.3.2 Inhomogenenous problems

Now we consider the problem (2.7) on the unit square Ω = (0, 1)2 for with zero initial data and the

following source data:

(d) Nonsmooth data: f(x, t) = (χ[1/2,1](t) + 1)χ[1/4,3/4]×[1/4,3/4].

(e) Very weak data: f(x, t) = (χ[1/2,1](t)+1)δΓ with Γ being the boundary of the square [1/4, 3/4]×

[1/4, 3/4] with 〈δΓ, φ〉 =
∫

Γ
φ(s)ds. One may view (v, χ) for χ ∈ Xh ⊂ Ḣ1/2+ε(Ω) as duality pair-

ing between the spaces H−1/2−ε(Ω) and Ḣ1/2+ε(Ω) for any small ε > 0 so that δΓ ∈ H−1/2−ε(Ω).

Numerical results for example (d) In this example the right hand side f(x, t) is in the space

L∞(0, 1; Ḣ1/2−ε(Ω)) for any small ε > 0 and the numerical results were computed at t = 1 for α =

0.1, 0.5 and 0.95; see Table 3.5. The slopes of the error curves in a log-log scale are 2 and 1 for L2(Ω)-

and H1(Ω)-norm, respectively, which agrees well with the theoretical results for the nonsmooth case.

We observe that the convergence rate is independent of α value.
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Table 3.5: Numerical results for example (d) at t = 1, with α = 0.1, 0.5 and 0.9, discretized on a

uniform mesh, h = 2−k.

α k 3 4 5 6 7 rate

α = 0.1 L2-norm 9.66e-4 2.48-4 6.26e-5 1.57e-5 3.93e-6 ≈ 1.99 (2.00)

H1-norm 2.06e-2 1.04e-2 5.24e-3 2.63e-3 1.31e-3 ≈ 0.99 (1.00)

α = 0.5 L2-norm 9.82e-4 2.52-4 6.36e-5 1.59e-5 3.99e-6 ≈ 1.99 (2.00)

H1-norm 2.10e-2 1.07e-2 5.35e-3 2.68e-3 1.34e-3 ≈ 0.99 (1.00)

α = 0.95 L2-norm 9.82e-4 2.52-4 6.36e-5 1.61e-5 4.02e-6 ≈ 1.99 (2.00)

H1-norm 2.13e-2 1.08e-2 5.42e-3 2.71e-3 1.36e-3 ≈ 0.99 (1.00)

Numerical results for example (e) In Table 3.6, we present the L2(Ω)- and H1(Ω)-norms of the

error for this example. The H1(Ω)-norm of the error decays at the theoretical rate, however the L2(Ω)-

norm of the error exhibits better convergence. This might be attributed to the fact that the boundary

Γ is fully aligned with element edges. In contrast, if we choose Phf as the discrete right hand side

for the lumped mass method instead of P̄hf , then the L2(Ω)-norm of the error converges only at the

standard order; see Table 3.7.

Table 3.6: Numerical results for example (e) at t = 1, discretized on a uniform mesh, h = 2−k.

α k 3 4 5 6 7 rate

α = 0.1 L2-norm 4.61e-3 1.25e-3 3.31e-4 8.68e-5 2.39e-5 ≈ 1.90 (1.50)

H1-norm 1.60e-1 9.92e-2 6.43e-2 4.43e-2 3.16e-2 ≈ 0.58 (0.50)

α = 0.5 L2-norm 4.67e-3 1.26e-3 3.34e-4 8.76e-5 2.40e-5 ≈ 1.91 (1.50)

H1-norm 1.60e-1 9.92e-2 6.44e-2 4.50e-2 3.17e-2 ≈ 0.58 (0.50)

α = 0.95 L2-norm 4.70e-3 1.27e-3 3.36e-4 8.81e-5 2.42e-5 ≈ 1.91 (1.50)

H1-norm 1.61e-1 9.98e-2 6.46e-2 4.50e-2 3.17e-2 ≈ 0.58 (0.50)
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Table 3.7: Numerical results for example (e) at t = 1, with fh = Phf , discretized on a uniform mesh,

h = 2−k.

α k 3 4 5 6 7 rate

α = 0.5 L2-norm 1.19e-2 4.55e-3 1.69e-3 6.15e-4 2.22e-4 ≈ 1.44 (1.50)

H1-norm 3.28e-1 2.32e-1 1.67e-1 1.13e-1 8.21e-2 ≈ 0.50 (0.50)

3.4 Extension to multi-term fractional diffusion

In this section, we develop a semidiscrete scheme and extend the error analysis in Section 3.1 to

the multi-term counterpart (2.15). First we describe the semidiscrete scheme, and then derive almost

optimal error estimates for the homogeneous and inhomogeneous problems separately. Analogous to

(3.3),we may write the spatially discrete scheme as

P (∂t)uh(t)−∆huh(t) = fh(t) for t ≥ 0 with uh(0) = vh, (3.48)

where fh = Phf and vh is the Ritz or L2-approximation of v. This represents a system of fractional

ordinary differential equations.

3.4.1 Error analysis

Spatial semidiscrete schemes. Like before, we give a solution representation of (3.48) using the

eigenvalues and eigenfunctions {λhj }Nj=1 and {ϕhj }Nj=1 of the discrete Laplacian −∆h. Next we introduce

the operators Eh and Ēh, the discrete analogues of (2.17) and (2.18), for t > 0, defined respectively by

Eh(t)vh =

N∑
j=1

E~α,1(−λhj tα,−b1tα−α1 , ...,−bmtα−αm)(v, ϕhj )ϕhj

+

m∑
i=1

bit
α−αi

N∑
j=1

E~α,1+α−αi(−λhj tα,−b1tα−α1 , ...,−bmtα−αm)(v, ϕhj )ϕhj ,

(3.49)

and

Ēh(t)fh =

N∑
j=1

tα−1E~α,α(−λhj tα,−b1tα−α1 , ...,−bmtα−αm) (fh, ϕ
h
j )ϕhj . (3.50)
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Then the solution uh of the discrete problem (3.48) can be expressed by:

uh(t) = Eh(t)vh +

∫ t

0

Ēh(t− s)fh(s) ds. (3.51)

Lemma 3.4.1. Assume that the mesh Th is quasi-uniform. Then for any vh ∈ Xh the function

uh(t) = Eh(t)vh satisfies

|||(P (∂t))
`uh(t)|||Ḣp(Ω) ≤ Ct

−α(`+(p−q)/2)|||vh|||Ḣq(Ω), t > 0,

where for ` = 0, 0 ≤ p− q ≤ 2 and for ` = 1, p ≤ q ≤ p+ 2.

Proof. Upon noting |||P (∂t)Eh(t)vh|||Ḣp(Ω) = |||Eh(t)vh|||Ḣp+2(Ω), it suffices to show the case ` = 0.

Using the representation (3.51) and Lemma 2.2.2, we have for 0 ≤ p− q ≤ 2

|||Eh(t)vh|||2Ḣp(Ω)
≤ C

N∑
j=1

(λhj )p

(1 + λhj t
α)2
|(vh, ϕhj )|2

≤ Ct−(p−q)α
N∑
j=1

(λhj t
α)p−q

(1 + λhj t
α)2

(λhj )q|(vh, ϕhj )|2

≤ Ct−(p−q)α|||vh|||2Ḣq(Ω)
,

where the last inequality follows from sup1≤j≤N
(λhj t

α)p−q

(1+λhj t
α)2
≤ C for 0 ≤ p− q ≤ 2.

The next result is a discrete analogue to Lemma 2.4.1.

Lemma 3.4.2. Let Ēh be defined by (3.50) and χ ∈ Xh. Then for all t > 0

|||Ēh(t)χ|||Ḣp(Ω) ≤


Ct−1+α(1+(q−p)/2)|||χ|||Ḣq(Ω), 0 ≤ p− q ≤ 2,

Ct−1+α|||χ|||Ḣq(Ω), p < q.

Proof. The proof for the case 0 ≤ p − q ≤ 2 is similar to Lemma 2.4.1. The other assertion follows

from the fact that {λhj }Nj=1 are bounded from zero independent of h.

3.4.1.1 Error estimates for homogeneous problems. We first consider the case of smooth

initial data, i.e., v ∈ Ḣ2(Ω), and derive error estimates. To this end, we split the error uh(t) − u(t)

into two terms:

uh − u = (uh −Rhu) + (Rhu− u) := ϑ+ %.
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By Lemma 3.1.1 and Theorem 2.4.1, we have for any t > 0

‖%(t)‖L2(Ω) + h‖∇%(t)‖L2(Ω) ≤ Ch2‖v‖Ḣ2(Ω). (3.52)

So it suffices to get proper estimates for ϑ(t), which is given below. The proof is identical to that of

Lemma 3.1.6 and hence omitted.

Lemma 3.4.3. The function ϑ(t) := uh(t)−Rhu(t) satisfies for p = 0, 1

‖ϑ(t)‖Ḣp(Ω) ≤ Ch
2−p‖v‖Ḣ2(Ω).

Using (3.52), Lemma 3.4.3 and the triangle inequality, we arrive at our first estimate, which is

formulated in the following Theorem:

Theorem 3.4.1. Let v ∈ Ḣ2(Ω) and f ≡ 0, and u and uh be the solutions of (2.15) with v ∈ Ḣq(Ω)

and (3.48) with vh = Rhv, respectively. Then

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Ch2‖v‖Ḣ2(Ω).

Now we turn to the nonsmooth case, i.e., v ∈ Ḣq(Ω) with −1 < q ≤ 1. Since the Ritz projection

Rh is not well-defined for nonsmooth data, we use instead the L2(Ω)-projection vh = Phv and split

the error uh − u into:

uh − u = (uh − Phu) + (Phu− u) := ϑ̃+ %̃. (3.53)

By Lemma 3.1.1 and Theorem 2.4.1 we have for −1 < q ≤ 1

‖%̃(t)‖L2(Ω) + h‖∇%̃(t)‖L2(Ω) ≤ Ch2+min(0,q)‖u(t)‖Ḣ2+min(0,q)(Ω)

≤ Ch2+min(0,q)t−α(1−max(q/2,0))‖v‖Ḣq(Ω).

Thus, we only need to estimate the term ϑ̃(t), which is stated in the following lemma and is an analogue

to Lemma 3.1.9.

Lemma 3.4.4. Let ϑ̃(t) = uh(t)−Phu(t). Then for p = 0, 1, −1 < q ≤ 1, there holds (with `h = | lnh|)

‖ϑ̃(t)‖Ḣp(Ω) ≤ Ch
min(q,0)+2−p`ht

−α(1−max(q/2,0))‖v‖Ḣq(Ω).
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Now the triangle inequality yields an error estimate for nonsmooth initial data.

Theorem 3.4.2. Let f ≡ 0, u and uh be the solutions of (2.15) with v ∈ Ḣq(Ω), −1 < q ≤ 1, and

(3.48) with vh = Phv, respectively. Then with `h = | lnh|, there holds

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Chmin(q,0)+2 `h t
−α(1−max(q/2,0))‖v‖Ḣq(Ω).

Remark 3.4.1. The log factor can be removed by the Fujita and Suzuki’s technique analogue to The-

orem 3.1.3.

54



3.4.1.2 Error estimates for inhomogeneous problems. Now we derive error estimates for

the semidiscrete Galerkin approximation of the inhomogeneous problem with f ∈ L∞(0, T ; Ḣq(Ω)),

−1 < q ≤ 0, and v ≡ 0, in L∞-norm in time. To this end, we appeal again to the splitting (3.53). By

Theorem 2.4.2 and Lemma 3.1.1, the following estimate holds for %̃:

‖%̃(t)‖L2(Ω) + h‖∇%̃(t)‖L2(Ω) ≤ Ch2+q−εt−εα‖u(t)‖Ḣ2+q−ε(Ω) ≤ Cε
−1h2+q−ε‖f‖L∞(0,t;Ḣq(Ω)),

where the last inequality follows from the fact t ≤ T , and tεα is bounded. Now the choice `h =

| lnh|, ε = 1/`h, yields

‖%̃(t)‖L2(Ω) + h‖∇%̃(t)‖L2(Ω) ≤ C`hh2+q‖f‖L∞(0,t;Ḣq(Ω)). (3.54)

Thus, it suffices to bound the term ϑ̃; see the lemma below.

Lemma 3.4.5. Let ϑ̃(t) be defined by (3.53), and f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 0. Then with

`h = | lnh|, there holds

‖ϑ̃(t)‖L2(Ω) + h‖∇ϑ̃(t)‖L2(Ω) ≤ Ch2+q`2h‖f‖L∞(0,t;Ḣq(Ω)).

An inspection of the proof of Lemma 3.4.5 indicates that for 0 < q < 1, one can get rid of one

factor `h. Now we can state an error estimate in L∞-norm in time.

Theorem 3.4.3. Let v ≡ 0, f ∈ L∞(0, T ; Ḣq(Ω)), −1 < q ≤ 0, and u and uh be the solutions of

(2.15) and (3.48) with fh = Phf , respectively. Then with `h = | lnh| and t > 0, there holds

‖uh(t)− u(t)‖L2(Ω) + h‖∇(uh(t)− u(t))‖L2(Ω) ≤ Ch2+q`2h‖f‖L∞(0,t;Ḣq(Ω)).

3.4.2 Numerical results

In this part we present two-dimensional numerical experiments on the unit square Ω = (0, 1)2 to

verify the error estimates in Sections 3.4.1. We consider the following datas:

(a) Nonsmooth initial data: v = χ(0,1/2)×(0,1) and f ≡ 0.

(b) Very weak initial data: v = δΓ with Γ being the union of {1/4} × [1/4, 3/4] ∪ [1/4, 3/4]× {3/4}

clockwise and [1/4, 3/4] × {1/4} ∪ {3/4} × [1/4, 3/4] counterclockwise. The duality is defined
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by 〈δΓ, φ〉 =
∫

Γ
φ(s) ds. By Hölder’s inequality and the continuity of the trace operator from

Ḣ1/2+ε(Ω) to L2(Γ) [3], we deduce δΓ ∈ H−1/2−ε(Ω).

(c) Nonsmooth right hand side: f(x, t) = (χ[1/20,1/10](t) + 1)χ(0,1/2)×(0,1)(x) and v ≡ 0.

To discretize the problem, we divide each direction into N = 2k equally spaced subintervals, with

a mesh size h = 1/N so that the domain (0, 1)2 is divided into N2 small squares. We get a symmetric

mesh by connecting the diagonal of each small square. In order to check the convergence rate of the

semidiscrete scheme, we discretize the fractional derivatives using the L1 scheme (4.8) with a small

time step τ so that the temporal discretization error is negligible.

The numerical results for example (a) are shown in Table 3.8, which agree well with Theorem 3.4.2,

with a rate O(h2) and O(h), respectively, for the L2- and H1-norm of the error. Interestingly, for

example (b), both the L2-norm and H1-norm of the error exhibit super-convergence, cf. Table 3.9.

The numerical results for example (c) confirm the theoretical results; see Table 3.10. The solution

profiles for examples (b) and (c) at t = 0.1 are shown in Fig. 3.2, from which the nonsmooth region of

the solution can be clearly observed.

Table 3.8: Numerical results for (a) with α = 0.5 and β = 0.2 at t = 0.1, 0.01, 0.001, discretized on a

uniform mesh, h = 2−k and τ = t/104.

t k 3 4 5 6 7 rate

t = 0.1 L2-norm 5.25e-3 1.35e-3 3.38e-4 8.24e-5 1.98e-5 ≈ 2.06 (2.00)

H1-norm 9.10e-2 4.53e-2 2.25e-2 1.09e-2 4.99e-3 ≈ 1.04 (1.00)

t = 0.01 L2-norm 1.25e-2 3.23e-3 8.09e-4 1.97e-4 4.65e-5 ≈ 2.05 (2.00)

H1-norm 2.18e-1 1.08e-1 5.35e-2 2.62e-2 1.27e-2 ≈ 1.05 (1.00)

t = 0.001 L2-norm 3.02e-2 7.84e-3 1.97e-3 4.81e-4 1.16e-4 ≈ 2.03 (2.00)

H1-norm 5.30e-1 2.64e-1 1.31e-1 6.38e-2 3.14e-2 ≈ 1.04 (1.00)
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Figure 3.2: Numerical solutions of examples (b) and (c) with h = 2−6, α = 0.5, β = 0.2 at t = 0.1

Table 3.9: Numerical results for example (b) with α = 0.5 and β = 0.2 at t = 0.1, 0.01, 0.001 for a

uniform mesh with h = 2−k and τ = t/104.

t k 3 4 5 6 7 rate

t = 0.1 L2-norm 1.18e-2 3.18e-3 8.41e-4 2.18e-4 5.41e-5 ≈ 1.92 (1.50)

H1-norm 2.25e-1 1.13e-1 6.60e-2 3.40e-2 1.66e-2 ≈ 0.92 (0.50)

t = 0.01 L2-norm 2.82e-2 7.62e-3 2.28e-3 5.26e-4 1.25e-4 ≈ 1.95 (2.00)

H1-norm 5.66e-1 3.09e-1 1.65e-1 8.52e-2 4.19e-2 ≈ 0.94 (1.00)

t = 0.001 L2-norm 6.65e-2 1.83e-3 4.98e-3 1.33e-3 3.30e-4 ≈ 1.91 (2.00)

H1-norm 1.66e0 8.93e-1 4.75e-1 2.43e-1 1.21e-1 ≈ 0.95 (1.00)
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Table 3.10: Numerical results for example (c) with α = 0.5 and β = 0.2 at t = 0.1, 0.01, 0.001 for a

uniform mesh with h = 2−k and τ = t/104.

t k 3 4 5 6 7 rate

t = 0.1 L2-norm 2.28e-3 5.86e-4 1.47e-4 3.58e-5 7.91e-6 ≈ 2.07 (2.00)

H1-norm 3.97e-2 1.97e-2 9.77e-3 4.76e-3 2.13e-3 ≈ 1.06 (1.00)

t = 0.01 L2-norm 1.06e-3 2.73e-4 6.86e-5 1.67e-6 3.70e-7 ≈ 2.06 (2.00)

H1-norm 1.85e-2 9.18e-3 4.56e-3 2.22e-3 9.94e-3 ≈ 1.06 (1.00)

t = 0.001 L2-norm 8.66e-4 2.28e-4 5.75e-5 1.40e-6 3.11e-6 ≈ 2.04 (2.00)

H1-norm 1.56e-2 7.82e-3 3.88e-3 1.90e-3 8.47e-4 ≈ 1.05 (1.00)

3.5 Extension to the diffusion-wave equation

Our analysis can be also extended to the diffusion-wave models (2.22) in the domain Ω ⊂ Rd,

d = 1, 2, 3. ∗ Like before, the semidiscrete Galerkin scheme for problem (2.22) reads: find uh(t) ∈ Xh

such that for t > 0

C∂αt uh(t) +Ahuh(t) = fh(t), with uh(0) = vh and ∂tuh(0) = bh, (3.55)

where Ah = −∆h and vh ∈ Xh and bh ∈ Xh are approximations to the initial data v and b, respectively.

Following [73], we choose vh ∈ Xh and bh ∈ Xh depending on the smoothness of the data.

3.5.1 Error analysis

Next we derive error estimates for the semidiscrete scheme (3.55). To this end we employ an operator

technique developed in [16] due to the lack of smoothing properties and insufficiency of the spectral

decomposition method in this case. First we derive an integral representation of the solution. Since

the solution u : (0, T ]→ L2(Ω) can be analytically extended to the sector {z ∈ C; z 6= 0, | arg z| < π/2}

[68], we may apply the Laplace transform to (2.22) to deduce

zαû(z) +Aû(z) = zα−1v + zα−2b, (3.56)

∗The results for the diffusion-wave model given in this section were published in [29].
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with A = −∆. Hence the solution u(t) can be represented by

u(t) =
1

2πi

∫
Γθ,δ

ezt(zαI +A)−1(zα−1v + zα−2b) dz, (3.57)

where the contour Γθ,δ is given by (3.19). Throughout, we choose the angle θ such that π/2 < θ <

min(π, π/α) and hence zα ∈ Σθ′ with θ′ = αθ < π for all z ∈ Σθ := {z ∈ C : | arg z| ≤ θ}. Then there

exists a constant C which depend only on θ and α such that

‖(zαI +A)−1‖ ≤ Cz−α, ∀z ∈ Σ′θ with Σ′θ = Σθ\{0}. (3.58)

Similarly, the solution uh to (3.55) can be represented by

uh(t) =
1

2πi

∫
Γθ,δ

ezt(zα +Ah)−1(zα−1vh + zα−2bh) dz. (3.59)

The next lemma shows an important error estimate [16, 6].

Lemma 3.5.1. Let ϕ ∈ L2(Ω), z ∈ Σθ, w = (zαI + A)−1ϕ, and wh = (zαI + Ah)−1Phϕ. Then there

holds

‖wh − w‖L2(Ω) + h‖∇(wh − w)‖L2(Ω) ≤ Ch2‖ϕ‖L2(Ω). (3.60)

Now we can state an error estimate for the scheme (3.55) with nonsmooth initial data.

Theorem 3.5.1. Let u and uh be the solutions of problem (2.22) and (3.55) with v, b ∈ L2(Ω),

vh = Phv and bh = Phb, respectively. Then for t > 0, there holds:

‖u(t)− uh(t)‖L2(Ω) + h‖∇(u(t)− uh(t))‖L2(Ω) ≤ Ch2
(
t−α‖v‖L2(Ω) + t1−α‖b‖L2(Ω)

)
.

Proof. By (3.57) and (3.59), the error e(t) := u(t)− uh(t) can be represented as

e(t) =
1

2πi

∫
Γθ,δ

ezt
(
zα−1(wv − wvh) + zα−2(wb − wbh)

)
dz,

with wv = (zαI +A)−1v, wb = (zαI +A)−1b, wvh = (zαI +Ah)−1Phv and wbh = (zαI +Ah)−1Phb. By
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Lemma 3.1.8 and choosing δ = 1/t we have

‖∇e(t)‖L2(Ω) ≤ Ch

(∫ θ

−θ
ecosψt−αdψ +

∫ ∞
1/t

ert cos θρα−1dρ

)
‖v‖L2(Ω)

+ Ch

(∫ θ

−θ
ecosψt1−α dψ +

∫ ∞
1/t

ert cos θρα−2 dρ

)
‖b‖L2(Ω)

≤ Ch
(
t−α‖v‖L2(Ω) + t1−α‖b‖L2(Ω)

)
.

A similar argument yields the L2-estimate.

Next we turn to the case of smooth initial data, i.e., v, b ∈ Ḣ2(Ω).

Theorem 3.5.2. Let u and uh be the solutions of problems (2.22) and (3.55) with v, b ∈ Ḣ2(Ω),

vh = Rhv and bh = Rhb, respectively. Then for t > 0, there holds

‖u(t)− uh(t)‖L2(Ω) + h‖∇(u(t)− uh(t))‖L2(Ω) ≤ Ch2(‖v‖Ḣ2(Ω) + t‖b‖Ḣ2(Ω)). (3.61)

Proof. Like before, the error e(t) := u(t)− uh(t) can be represented as

e(t) =
1

2πi

∫
Γθ,δ

eztzα−1
(
(zαI +A)−1 − (zαI +Ah)−1Rh

)
v dz

+
1

2πi

∫
Γθ,δ

eztzα−2
(
(zαI +A)−1 − (zαI +Ah)−1Rh

)
b dz.

Using the equality zα(zαI +A)−1 = I − (zαI +A)−1A, we deduce

e(t) =
1

2πi

(∫
Γθ,1/t

eztz−1(wv(z)− wvh(z)) dz +

∫
Γθ,1/t

eztz−1(v −Rhv) dz

)

+
1

2πi

(∫
Γθ,1/t

eztz−2(wb(z)− wbh(z)) dz +

∫
Γθ,1/t

eztz−2(b−Rhb) dz

)
= I + II,

where wv(z) = (zαI +A)−1Av and wvh(z) = (zαI +Ah)−1AhRhv. Now Lemma 3.1.8 and the identity

AhRh = PhA yield

‖wv(t)− wvh(t)‖L2(Ω) + h‖∇(wv(t)− wvh(t))‖L2(Ω) ≤ Ch2‖Av‖L2(Ω).
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Consequently,

‖I‖L2(Ω) ≤ Ch2‖Av‖L2(Ω)

∣∣∣∣ 1

2πi

∫
Γθ,δ

eztz−1 dz

∣∣∣∣
≤ Ch2‖Av‖L2(Ω)

(∫ ∞
1/t

ert cos θr−1 dr +

∫ θ

−θ
ecosψ dψ

)
≤ Ch2‖v‖Ḣ2(Ω).

We derive a bound for II in a similar way:

‖II‖L2(Ω) ≤ Ch2‖Ab‖L2(Ω)

∣∣∣∣ 1

2πi

∫
Γ

eztz−2 dz

∣∣∣∣ ≤ Ch2t‖b‖Ḣ2(Ω),

and the L2-error estimate follows. The H1-error estimate is established analogously.

Remark 3.5.1. For smooth initial data, we may also choose vh = Phv and bh = Phb. Then

E(t)v − EhPhv = E(t)v − Eh(t)Rhv + Eh(Rhv − Phv),

where E and Eh are solution operators. The first term is already bounded in Theorem 3.5.2. By the

same argument in Theorem 2.5.1, there holds the boundedness of Eh and then

‖Eh(t)(Phv −Rhv)‖Ḣp(Ω) ≤ C‖Phv −Rhv‖Ḣp(Ω) ≤ Ch
2−p‖v‖Ḣ2(Ω), p = 0, 1.

An estimate on bh follows analogously. Hence the error estimate (3.61) holds also for the choice

vh = Phv and bh = Phb. By Theorem 3.1.3 and interpolation, we deduce that for vh = Phv, bh = Phb,

all q, r ∈ [0, 2], and t > 0, there holds

‖u(t)− uh(t)‖L2(Ω) + h‖∇(u(t)− uh(t))‖L2(Ω)

≤ Ch2(t−α(2−q)/2‖v‖Ḣq(Ω) + t1−α(2−r)/2‖b‖Ḣr(Ω)).

3.5.2 Numerical results

We consider the following five examples (with ε ∈ (0, 1/2)):

(a) Ω = (0, 1), b = 0, (a1) v = x(1− x) ∈ Ḣ3/2−ε(Ω) and (a2) v = 1 ∈ Ḣ1/2−ε(Ω).

(b) Ω = (0, 1), v = 0, (b1) b = xχ[0,1/2)+(1−x)χ[1/2,1] ∈ Ḣ3/2−ε(Ω) and (b2) b = x−1/4 ∈ Ḣ1/4−ε(Ω).
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(c) Ω = (0, 1)2, v = sin(2πx)y(1− y) and b = χ(0,1/2]×(0,1).

The first two examples have a vanishing initial condition b = 0, and the next two examples have a

vanishing initial condition v = 0. These examples allow us to examine the solution behavior with

respect to the initial data v and b separately. To observe the spatial error, we apply the SBD (second-

order backward difference) time stepping method (from Chapter 5) to discretize the fractional derivative

and let set the the time step τ = 10−4 so that the temporal error is negligible. The fully discrete scheme

will be analyzed later in Chapter 5.

Numerical results for examples (a): From Figure 3.3 for example (a1) we observe a spatial

convergence rate O(h2) and O(h) in the L2-norm and H1-norm, respectively. These results are in full

agreement with the analysis in Section 3.5.1. These observations remain valid for nonsmooth data, cf.

Table 3.11 and the spatial error deteriorates slightly as t→ 0.

It is widely accepted that as the fractional order α increases from one to two, the model (2.22)

transit from the classical diffusion equation to the wave equation [17]. This transition can be observed

numerically: for α values close to unity, the solution is very diffused and thus smooth, whereas for α

values close to two, the plateau in the initial data v is well preserved, reflecting a “finite” speed of

wave propagation, cf. Figure 3.4. Further, the closer is the fractional order α to 2, the slower is the

decay of the solution (for t close to zero).
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Figure 3.3: Errors of scheme SBD for example (a): N = 1000 and t = 0.1

Finally, in Table 3.12 we show the L2-norm of the error for examples (a1) and (a2), for fixed

h = 2−13 and t→ 0. We observe that in the case of smooth data the error essentially stays unchanged,

whereas in the case of nonsmooth data the error deteriorates like O(t−1.13) as t→ 0. This is in excellent
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agreement with the theory: in view of Remark 3.5.1, the spatial error deteriorates as t→ 0 like

‖uh(t)− u(t)‖L2(Ω) ≤ Ct−α(3+2ε)/4h2‖v‖Ḣ1/2−ε(Ω) for any ε > 0.
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Figure 3.4: Numerical results for example (a2) using SBD method: t = 0.1, h = 2−13, N = 160.

Table 3.11: Numerical results example (e): α = 1.5, h = 2−k.

t k 7 8 9 10 11 rate

0.1 L2-norm 1.23e-4 3.08e-5 7.67e-6 1.90e-6 4.53e-7 ≈ 2.01 (2.00)

H1-norm 2.84e-2 1.42e-2 7.07e-3 3.51e-3 1.71e-3 ≈ 1.01 (1.00)

0.01 L2-norm 1.58e-3 4.05e-4 1.01e-4 2.51e-5 6.00e-6 ≈ 2.01 (2.00)

H1-norm 3.98e-1 1.92e-1 9.46e-2 4.67e-2 2.29e-2 ≈ 1.02 (1.00)

0.001 L2-norm 1.32e-2 4.28e-3 1.28e-3 3.30e-4 7.97e-5 ≈ 1.92 (2.00)

H1-norm 5.72e0 2.84e0 1.37e0 6.42e-1 3.07e-1 ≈ 1.00 (1.00)
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Table 3.12: The L2-norm of the error for examples (a1), (a2), (b1) and (b2) with α = 1.5: t → 0,

h = 2−13, and N = 105.

t 1 1e-1 1e-2 1e-3 1e-4 1e-5 rate

(a1) 1.31e-9 4.85e-9 5.72e-9 5.86e-9 5.88e-9 5.89e-9 ≈ -0.02 (0)

(a2) 1.19e-9 2.30e-8 3.04e-7 4.06e-6 5.37e-5 5.66e-4 ≈ -1.12 (-1.13)

(b1) 3.91e-10 6.62e-10 1.57e-10 3.72e-11 8.81e-12 2.04e-12 ≈ 0.63 (0.63)

(b2) 4.81e-10 1.84e-9 3.59e-9 7.16e-9 1.43e-8 2.75e-8 ≈ -0.30 (-0.31)

Numerical results for examples (b): Similarly to the results for example (a), we observe a first-

and second-order convergence for the H1- and L2-norm of the error, cf. Figure 3.5. All the convergence

rates are independent of the fractional order α. For the nonsmooth case, i.e., example (b2), we are

particularly interested in the errors for t close to zero, thus we also plot the error at t = 0.1, 0.01 and

0.001. These results fully confirm the analysis in Section 3.5.1. Further, by Remark 3.5.1

‖u(t)− uh(t)‖L2(Ω) ≤ Ch2t
1−α(2−r)/2
N ‖b‖Ḣr(Ω),

which is fully confirmed by 3.12.
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Figure 3.5: Numerical results for diffusion-wave equations using SBD with N = 1000.

Numerical results for example (c): Finally, we present numerical solutions of the two-dimensional

example. The errors are showed in Table 3.13. The empirical results fully confirm our analysis. In

Figure 3.6, we plot the solution profiles at t = 0.01 and t = 0.1.

Table 3.13: Numerical results for example (h) with α = 1.5, at t = 0.1 with h = 2−k.

t k 7 8 9 10 11 rate

0.1 L2-norm 2.06e-2 5.31e-3 1.34e-3 3.33e-4 7.97e-5 ≈ 2.02 (2.00)

H1-norm 4.45e-1 2.19e-1 1.19e-1 5.39e-2 2.63e-2 ≈ 1.02 (1.00)

0.01 L2-norm 1.65e-2 5.74e-3 1.47e-3 3.80e-4 9.26e-5 ≈ 1.99 (2.00)

H1-norm 5.14e-1 3.32e-1 1.59e-1 7.86e-2 3.81e-2 ≈ 1.02 (1.00)
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Figure 3.6: Numerical solutions of examples (h) with h = 2−6 and N = 1000, α = 1.5 at t = 0.1 and

t = 0.01.

3.6 Conclusion and comments

In this chapter, we consider two spatial semidiscrete schemes for fractional diffusion model (2.7)

using the standard Galerkin FEM and lumped mass FEM methods. The error estimate for homoge-

neous problems based on spectral representation is from [28], while the improved error bound in case

of nonsmooth data relies on the argument by Fujita and Suzuki [16]; see also [26, 6]. The discussion

on much weaker initial data, e.g. v ∈ Ḣ−q(Ω) with q ∈ (0, 1) was proposed in [25]. Further, results

for inhomogeneous problem were first discussed in [27]. The extension to the multi-term fractional d-

iffusions and diffusion-wave equations were established in [23] and [29] respectively. For related works,

we refer to [63, 55] for the discussion on fractional diffusions with a Riemann-Liouville type fractional

derivative and [48, 56, 57] for evolution equations with a positive memory term.
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4. FULLY DISCRETE SCHEME BY L1 APPROXIMATION∗

In this chapter, we consider the L1 time-stepping scheme for the fractional diffusion model (2.7).

It was shown in [45, equation (3.3)] (see also [72, Lemma 4.1]) that the local truncation error of the

L1 approximation is bounded by cτ2−α for some constant c depending only on u, provided that the

solution u is twice continuously differentiable in time. Since its first appearance, the L1 scheme has

been extensively used in practice, and currently it is one of the most popular and successful numerical

methods for (2.7), including the case of nonsmooth data arising in inverse problems (see, e.g., [31]).

However, numerical experiments indicates that the O(τ2−α) convergence rate actually does not

hold even for smooth initial data v, see Table 4.1. This is due to the lack of smoothness of the solution

especially for t close to 0, cf. (1.6). The goal of this chapter is to fill the gap between the existing

convergence theory and the numerical experiments, namely, establishing of optimal error bounds that

are expressed directly in terms of the regularity of the problem data.

The rest of the chapter is organized as follows. In Section 4.1, we first recall preliminaries on the

semidiscrete scheme in Chapter 3, and derive the solution representation for both semidiscrete and

fully discrete schemes, which play an important role in the error analysis. The full technical details of

the convergence analysis are presented in Subsections 4.1.1 and 4.1.2. The analysis can be applied to

some generalized cases, such as replacing −∆ by a general sectorial operator or a multi-term fractional

model (2.15), see Sections 4.2 and 4.3. Numerical results are presented in Section 4.4 to confirm the

convergence theory and the robustness of the scheme. Throughout, the notation c, with or without

a subscript, denotes a generic constant, which may differ at different occurrences, but it is always

independent of the spatial mesh-size h and the time step-size τ .

4.1 Fully discrete schemes by L1 time stepping

In order to establish an analysis for the time stepping, we first derive a proper solution representation

for (2.7). Since the solution u : (0, T ]→ L2(Ω) can be analytically extended to the sector {z ∈ C; z 6=

0, | arg z| < π/2} [68, Theorem 2.1], when f ≡ 0, we may apply the Laplace transform to equation

(2.7) to deduce

zαû(z) +Aû(z) = zα−1v, (4.1)

∗The results in Sections 4.1, 4.2 and 4.4 of this chapter is reprinted with permission from ”An analysis of the L1
scheme for the subdiffusion equation with nonsmooth data” by Bangti Jin, Raytcho Lazarov and Zhi Zhou, IMA Journal
of Numerical Analysis, in press, Copyright [2015] by Oxford University Press.
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with the operator A = −∆ with a homogeneous Dirichlet boundary condition. Hence the solution u(t)

can be represented by

u(t) =
1

2πi

∫
Γθ,δ

ezt(zαI +A)−1zα−1v dz, (4.2)

where the contour Γθ,δ is given by

Γθ,δ = {z ∈ C : |z| = δ, | arg z| ≤ θ} ∪ {z ∈ C : z = ρe±iθ, ρ ≥ δ}.

Throughout, we choose the angle θ ∈ (π/2, π). Then zα ∈ Σθ′ with θ′ = αθ < π for all z ∈ Σθ := {z ∈

C : | arg z| ≤ θ}. Then there exists a constant c which depends only on θ and α such that

‖(zαI +A)−1‖ ≤ cz−α, ∀z ∈ Σ′θ with Σ′θ = Σθ\{0}. (4.3)

Now we briefly recall the spatial semidiscrete scheme based on the Galerkin finite element method.

Let Th be a shape regular and quasi-uniform triangulation of the domain Ω into d-simplexes, denoted

by T . On the triangulation Th we define a continuous piecewise linear finite element space Vh by

Vh =
{
vh ∈ H1

0 (Ω) : vh|T is a linear function, ∀T ∈ Th
}
.

On the space Vh, we define the L2(Ω)-orthogonal projection Ph : L2(Ω)→ Vh and the Ritz projection

Rh : H1
0 (Ω)→ Vh, respectively, by

(Phϕ, χ) = (ϕ, χ) ∀χ ∈ Vh,

(∇Rhϕ,∇χ) = (∇ϕ,∇χ) ∀χ ∈ Vh,

where (·, ·) denotes the L2(Ω)-inner product. Then the semidiscrete Galerkin scheme for problem (2.7)

reads: find uh(t) ∈ Vh such that

(C∂αt uh, χ) + (∇uh,∇χ) = (f, χ) ∀χ ∈ Vh, (4.4)

with uh(0) = vh ∈ Vh. Upon introducing the discrete Laplacian ∆h : Vh → Vh defined by

−(∆hϕ, χ) = (∇ϕ,∇χ) ∀ϕ, χ ∈ Vh,
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the spatial semidiscrete scheme (4.4) can be rewritten into

C∂αt uh(t) +Ahuh(t) = fh(t), t > 0 (4.5)

with uh(0) = vh ∈ Vh, fh = Phf and Ah = −∆h. Like before, the solution uh to (4.5) with fh ≡ 0 can

be represented by

uh(t) =
1

2πi

∫
Γθ,δ

ezt(zα +Ah)−1zα−1vh dz. (4.6)

Further, for later analysis, we let wh = uh − vh. Then wh satisfies the problem:

C∂αt wh +Ahwh = −Ahvh,

with wh(0) = 0. The Laplace transform gives

zαŵh(z) +Ahŵh(z) = −z−1Ahvh.

Hence, ŵh(z) = K1(z)vh, with

K1(z) = −z−1(zαI +Ah)−1Ah,

and the desired representation for wh(t) follows from the inverse Laplace transform

wh(t) =
1

2πi

∫
Γθ,δ

eztK1(z)vhdz. (4.7)

Now we describe the fully discrete scheme based on the L1 approximation. To this end, we divide

the interval [0, T ] into a uniform grid with a time step size τ = T/N , N ∈ N, so that 0 = t0 < t1 <

. . . < tN = T , and tn = nτ , n = 0, . . . , N . The L1 approximation of the Caputo fractional derivative
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C∂αt u(x, tn) is given by [45, Section 3]

C∂αt u(x, tn) =
1

Γ(1− α)

n−1∑
j=0

∫ tj+1

tj

∂u(x, s)

∂s
(tn − s)−α ds

≈ 1

Γ(1− α)

n−1∑
j=0

u(x, tj+1)− u(x, tj)

τ

∫ tj+1

tj

(tn − s)−αds

=

n−1∑
j=0

bj
u(x, tn−j)− u(x, tn−j−1)

τα

= τ−α[b0u(x, tn)− bn−1u(x, t0) +

n−1∑
j=1

(bj − bj−1)u(x, tn−j)] =: Ln1 (u),

(4.8)

where the weights bj are given by

bj = ((j + 1)1−α − j1−α)/Γ(2− α), j = 0, 1, . . . , N − 1.

Then the fully discrete scheme reads: find Unh ∈ Vh for n = 1, 2, . . . , N

(b0I + ταAh)Unh = bn−1U
0
h +

n−1∑
j=1

(bj−1 − bj)Un−jh + ταFnh , (4.9)

with U0
h = vh and Fnh = Phf(tn). We focus on the homogeneous case, i.e., f ≡ 0. Throughout, we

denote by

ω̃(ξ) =

∞∑
j=0

ωjξ
j

the generating function of a sequence {ωj}∞j=0. To analyze the fully discrete scheme (4.9), we first derive

a discrete analogue of the solution representation (4.7). The fully discrete solution Wn
h := Unh − U0

h

satisfies the following time-stepping scheme for n = 1, 2, ..., N

Ln1 (Wh) +AhW
n
h = −Ahvh,

with W 0
h = 0. Next multiplying both sides of the equation by ξn and summing from 1 to ∞ yields

∞∑
n=1

Ln1 (Wh)ξn +AhW̃h(ξ) = − ξ

1− ξ
Ahvh.
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Now we focus on the term
∑∞
n=1 L

n
1 (Wh)ξn. By the definition of the difference operator Ln1 , we have

∞∑
n=1

Ln1 (Wh)ξn = τ−α
∞∑
n=1

b0Wn
h +

n−1∑
j=1

(bj − bj−1)Wn−j
h

 ξn

= τ−α
∞∑
n=1

n−1∑
j=0

bjW
n−j
h

 ξn − τ−α
∞∑
n=1

n−1∑
j=1

bj−1W
n−j
h

 ξn

:= I − II.

Using the fact W 0
h = 0 and the convolution rule of generating functions (discrete Laplace transform),

the first term I can be written as

I = τ−α
∞∑
n=1

 n∑
j=0

bjW
n−j
h

 ξn = τ−αb̃(ξ)W̃h(ξ).

Similarly, the second term II can be written as

II = τ−α
∞∑
n=1

 n∑
j=1

bj−1W
n−j
h

 ξn = τ−αξ

∞∑
n=1

n−1∑
j=0

bjW
n−1−j
h

 ξn−1 = τ−αξb̃(ξ)W̃h(ξ).

Hence, we arrive at
∞∑
n=1

Ln1 (Wh)ξn = τ−α(1− ξ)̃b(ξ)W̃h(ξ).

Next we derive a proper representation for b̃(ξ):

b̃(ξ) =
1

Γ(2− α)

∞∑
j=0

((j + 1)1−α − j1−α)ξj

=
1− ξ

ξΓ(2− α)

∞∑
j=1

j1−αξj =
(1− ξ)Liα−1(ξ)

ξΓ(2− α)
,

where Lip(z) denotes the polylogarithm function defined by (see [37])

Lip(z) =

∞∑
j=1

zj

jp
.

The polylogarithm function Lip(z) is well defined for |z| < 1, and it can be analytically continued

to the split complex plane C \ [1,∞); see [14]. With z = 1, it recovers the Riemann zeta function
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ζ(p) = Lip(1). Therefore, the fully discrete solution W̃h(ξ) can be represented by

W̃h(ξ) = − ξ

1− ξ

(
(1− ξ)2

ξταΓ(2− α)
Liα−1(ξ) +Ah

)−1

Ahvh.

Simple calculation shows that the function W̃h(ξ) is analytic at ξ = 0. Hence the Cauchy theorem

implies that for % small enough, there holds

Wn
h = − 1

2πi

∫
|ξ|=%

1

(1− ξ)ξn

(
(1− ξ)2

ξταΓ(2− α)
Liα−1(ξ) +Ah

)−1

Ahvh dξ.

Upon changing variable ξ = e−zτ , we obtain

Wn
h = − 1

2πi

∫
Γ0

eztn−1
τ

1− e−zτ

(
(1− e−zτ )2

e−zτταΓ(2− α)
Liα−1(e−zτ ) +Ah

)−1

Ahvh dz,

where the contour Γ0 := {z = − ln(%)/τ + iy : |y| ≤ π/τ} is oriented counterclockwise. By deforming

the contour Γ0 to Γτ := {z ∈ Γθ,δ : |=(z)| ≤ π/τ} and using the periodicity of the exponential function,

we obtain the following alternative representation for Wn
h

Wn
h = − 1

2πi

∫
Γτ

eztn−1
τ

1− e−zτ

(
(1− e−zτ )2

e−zτταΓ(2− α)
Liα−1(e−zτ ) +Ah

)−1

Ahvh dz. (4.10)

This representation is the basis of the error analysis.

4.1.1 Error estimate for nonsmooth initial data

In this part, we derive optimal error estimates for the fully discrete scheme (4.9) in case of nonsooth

data, i.e. v ∈ L2(Ω). The analysis is based on the representations of the semidiscrete and fully discrete

solutions, i.e., (4.7) and (4.10). Upon subtracting them, we may write the difference between Wn
h and

wh(tn) as

wh(tn)−Wn
h = I + II,

where the terms I and II are defined as

I =
1

2πi

∫
Γθ,δ\Γτ

eztnK1(z)vhdz
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and

II =
1

2πi

∫
Γτ

eztn(K1(z)− e−zτK2(z))vhdz,

where the kernel functions K1(z) and K2(z) are given by

K1(z) := −z−1(zα +Ah)−1Ah =: z−1B1(z) (4.11)

and

K2(z) := − τ

1− e−zτ

(
1− e−zτ

τα
ψ(zτ) +Ah

)−1

Ah =:
τ

1− e−zτ
B2(z), (4.12)

respectively, and the auxiliary function ψ is define by

ψ(zτ) =
ezτ − 1

Γ(2− α)
Liα−1(e−zτ ).

Since the function |e−zτ | is uniformly bounded on the contour Γτ , we deduce

‖K1(z)− e−zτK2(z)‖ ≤ |e−zτ |‖K1(z)−K2(z)‖+ |1− e−zτ |‖K1(z)‖

≤ c‖K1(z)−K2(z)‖+ c|z|τ‖K1(z)‖

≤ c‖K1(z)−K2(z)‖+ cτ,

(4.13)

where the last line follows from the inequality, in view of (4.3):

‖K1(z)‖ = |z|−1‖ − I + zα(zα +Ah)−1‖ ≤ c|z|−1.

Thus it suffices to establish a bound on ‖K1(z) −K2(z)‖, which will be carried out below. First we

give some bounds on the function χ(z) = τ−1(1− e−zτ ).

Lemma 4.1.1. Let χ(z) = τ−1(1− e−zτ ). Then for all z ∈ Γτ , there hold for some c1, c2 > 0

|χ(z)− z| ≤ c|z|2τ and c1|z| ≤ |χ(z)| ≤ c2|z|.

Proof. We note that |z|τ ≤ π/ sin θ for z ∈ Γτ . Then the first assertion follows by

|χ(z)− z| ≤ |z|2τ
∣∣∣∣ ∞∑
j=0

|z|jτ j

(j + 2)!

∣∣∣∣ ≤ c|z|2τ for z ∈ Γτ .
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Next we consider the second claim. The upper bound on χ(z) is trivial. Thus it suffices to verify the

lower bound. To this end, we split the contour Γτ into three disjoint parts Γτ = Γ+
τ ∪ Γcτ ∪ Γ−τ , with

Γ+
τ and Γ−τ being the rays in the upper and lower half planes, respectively, and Γcτ being the circular

arc. Here we set ξ = −zτ with ρ ≡ |ξ| ∈ (0, π/ sin θ). We first consider the case of z ∈ Γ+
τ , for which

ξ = ρe−i(π−θ), ρ ∈ (1, π/ sin θ). Using the trivial inequality | cos(ρ sin θ)| ≤ 1, we obtain

∣∣∣∣1− e−zτzτ

∣∣∣∣ =

∣∣∣∣eξ − 1

ξ

∣∣∣∣ =
|e−ρ cos θ cos(ρ sin θ)− 1− ie−ρ cos θ sin(ρ sin θ)|

ρ

≥ (e−2ρ cos θ + 1− 2e−ρ cos θ)1/2

ρ
=
e−ρ cos θ − 1

ρ
≥ − cos θ > 0

(4.14)

due to positivity and monotonicity of (e−ρ cos θ − 1)/ρ as a function of ρ over the interval (0,∞). The

case of z ∈ Γ−τ follows analogously. Last, we consider z ∈ Γcτ , where Γcτ is the circular arc. In this case,

by means of Taylor expansion, we have

χ(z) = z

1 +

∞∑
j=1

(−1)j
zjτ j

(j + 1)!

 .

From this and the fact that ρ = |zτ | < 1, it follows directly that |χ(z)| ≥ c|z| for z ∈ Γcτ . This

completes the proof of the lemma.

Then by the trivial inequality ‖B1(z)‖ ≤ c and Lemma 4.1.1, we deduce that

‖K1(z)−K2(z)‖ ≤ |z−1 − χ(z)−1|‖B1(z)‖+ |χ(z)|−1‖B1(z)−B2(z)‖

≤ |z − χ(z)|
|zχ(z)|

+ c|z|−1‖B1(z)−B2(z)‖

≤ cτ + c|z|−1‖B1(z)−B2(z)‖.

(4.15)

Thus it suffices to establish a bound on ‖B1(z)− B2(z)‖. This will be done using a series of lemmas.

To this end, first we recall an important singular expansion of the function Lip(e
−z) [14, Theorem 1].

Lemma 4.1.2. For p 6= 1, 2, . . ., the function Lip(e
−z) satisfies the singular expansion

Lip(e
−z) ∼ Γ(1− p)zp−1 +

∞∑
k=0

(−1)kζ(p− k)
zk

k!
as z → 0, (4.16)

where ζ is the Riemann zeta function.
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Remark 4.1.1. The singular expansion in Lemma 4.1.2 is stated only for z → 0. However, we note

that the expansion is valid in the sector Σθ,δ [14, pp. 377, proof of Lemma 2].

For the subsequent analysis we shall need some additional results. The first result gives the absolute

convergence of a special series involving the Riemann zeta function ζ.

Lemma 4.1.3. Let |z| ≤ π/ sin θ with θ ∈ (π/2, 5π/6), and p = α−1. Then the series (4.16) converges

absolutely.

Proof. Using the following well-known functional equation for the Riemann zeta function (see e.g., [34]

for a short proof): for z /∈ Z, there holds

ζ(1− z) =
2

(2π)z
cos
(zπ

2

)
Γ(z)ζ(z),

we obtain for p = α− 1 ∈ (−1, 0)

ζ(p− k) = ζ(1− (1− p+ k))

=
2

(2π)1−p+k cos

(
(1− p+ k)π

2

)
Γ(1− p+ k)ζ(1− p+ k).

By Stirling’s formula for the Gamma function Γ(x), x→∞ [1, pp. 257]

Γ(x+ 1) = xx+1e−x
√

2π

x

(
1 +O(x−1)

)
and that ζ(1− p+ k)→ 1 as k →∞, we have

lim
k→∞

k

√
|ζ(p− k)||z|k

k!
≤ 1

2 sin θ
∀|z| ≤ π/ sin θ.

Since for θ ∈ (π/2, 5π/6), 2 sin θ > 1, the series converges absolutely.

Next we state an error estimate for the function 1−e−zτ
τα ψ(zτ) with respect to zα.

Lemma 4.1.4. Let ψ(z) = ez−1
Γ(2−α)Liα−1(e−z). Then for the choice θ ∈ (π/2, 5π/6), there holds

|1− e
−zτ

τα
ψ(zτ)− zα| ≤ c|z|2τ2−α ∀z ∈ Γτ .

Proof. Upon noting the fact 0 ≤ |zτ | ≤ π/ sin θ and using Taylor expansion and (4.16), we deduce that
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for z ∈ Γτ , there holds

ezτ − 1 =

∞∑
j=1

(zτ)j

j!
,

Liα−1(e−zτ ) = Γ(2− α)(zτ)α−2 +

∞∑
k=0

(−1)kζ(1− α− k)
(zτ)k

k!
.

Hence, the function ψ(z) can be represented by

ψ(zτ) =

∞∑
j=1

(zτ)j

j!

[
(zτ)α−2 +

∞∑
k=0

(−1)kζ(−α− k)

Γ(2− α)

(zτ)k

k!

]

=

∞∑
j=1

(zτ)α+j−2

j!
+
∞∑
j=1

(zτ)j

j!

∞∑
k=0

(−1)kζ(−α− k)

Γ(2− α)

(zτ)k

k!
,

and

1− e−zτ

τα
ψ(zτ) = τ−α

∞∑
l=0

(−1)l
(zτ)l+1

(l + 1)!

 ∞∑
j=1

(zτ)α+j−2

j!
+

∞∑
j=1

(zτ)j

j!

∞∑
k=0

(−1)kζ(−α− k)

Γ(2− α)

(zτ)k

k!


= zα +

ζ(α− 1)

Γ(2− α)
z2τ2−α +O(z2+ατ2).

In view of the choice θ ∈ (π/2, 5π/6) and Lemma 4.1.3, the bound is uniform, since the series converges

uniformly for z ∈ Γτ . Consequently,

|1− e
−zτ

τα
ψ(zτ)− zα| ≤ |z|2τ2−α

(
− ζ(α− 1)

Γ(2− α)
+O((zτ)α)

)
≤ c|z|2τ2−α,

from which the desired assertion follows.

The next result gives a uniform lower bound on the function ψ(z) on the contour Γτ .

Lemma 4.1.5. Let ψ(z) = ez−1
Γ(2−α)Liα−1(e−z). Then for any θ close to π/2, there holds for any

δ < π/2τ

|ψ(zτ)| ≥ c > 0 ∀z ∈ Γτ .

Proof. Since for z ∈ Γτ , |Iz| ≤ π/τ and z /∈ (−∞, 0], by [55, Lemma 1], there holds

ψ(z) = cα

∫ ∞
0

sα−1

1− e−z−s
1− e−s

s
ds,

76



with the constant cα = sin(π(1− α))/π. To prove the assertion, we again split the contour Γτ into

Γ = Γ+
τ ∪Γcτ ∪Γ−τ , where Γ+

τ and Γ−τ are the rays in the upper and lower half planes, respectively, and

Γcτ is the circular arc of the contour Γτ , and discuss the three cases separately. We first consider the

case z ∈ Γ+
τ and set zτ = ρeiθ = ρ cos θ + iρ sin θ with δ < ρ < π/ sin θ. Upon letting r = ρ cos θ and

φ = ρ sin θ then

ψ(zτ) = cα

∫ ∞
0

sα−1

1− e−(r+iφ)−s
1− e−s

s
ds

= cα

∫ ∞
0

sα−2(1− e−s)
1− e−r−s cosφ+ ie−r−s sinφ

ds

= cα

∫ ∞
0

sα−2(1− e−s)(1− e−r−s cosφ− ie−r−s sinφ)

(1− e−r−s cosφ)2 + e−2r−2s sin2 φ
ds.

It suffices to show that the real part

<ψ(zτ) = cα

∫ ∞
0

sα−2(1− e−s)(1− e−r−s cosφ)

1− 2e−r−s cosφ+ e−2r−2s
ds

is bounded from below by some positive constant c. First we consider the case φ = ρ sin θ ∈ [π/2, π],

for which cosφ ≤ 0 and thus

0 < 1− e−r−s cosφ ≤ 1− 2e−r−s cosφ ≤ 1− 2e−r−s cosφ+ e−2r−2s.

Consequently,

<ψ(zτ) ≥ cα
∫ ∞

0

sα−2(1− e−s) ds = c0.

Next we consider the case φ ∈ (0, π/2), for which cosφ > 0. Further we fix θ = π/2, and thus

r = ρ cos θ = 0 and e−r cosφ = cos(ρ sin θ) = cos ρ > 0. Then

1− e−r−s cosφ > 1− e−s and 0 ≤ 1− 2e−r−s cosφ+ e−2r−2s ≤ 2,
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and accordingly the real part <ψ(zτ) simplifies to

<ψ(zτ) = cα

∫ ∞
0

sα−2(1− e−s)(1− e−s cos ρ)

1− 2e−s cos ρ+ e−2s
ds

≥ cα
2

∫ ∞
0

sα−2(1− e−s)2ds ≥ c1.

Then by continuity of <ψ(zτ), we may choose an angle θ ∈ (π/2, 5π/6) such that for any z ∈ Γ+
τ , there

holds <ψ(zτ) ≥ c2. Repeating the above argument shows also the assertion for the case z ∈ Γ−τ . It

remains to show the case z ∈ Γcτ . For any fixed ρ ∈ (0, π/2) and θ ∈ [−π/2, π/2], cosφ = cos(ρ sin θ) ≥

0, r = ρ cos θ ≥ 0. Consequently

1− e−r−s cosφ ≥ 1− e−s cosφ ≥ 1− e−s,

and

1− 2e−r−s cosφ+ e−2r−2s ≤ 1 + e−2r−2s ≤ 2.

These two inequalities directly imply

<ψ(zτ) = cα

∫ ∞
0

sα−2(1− e−s)(1− e−r−s cosφ)

1− 2e−r−s cosφ+ e−2r−2s
ds

≥ cα
2

∫ ∞
0

sα−2(1− e−s)2 ds ≥ c3.

Then by continuity, we may choose an angle θ > π/2 such that for z ∈ Γcτ , there holds Rψ(zτ) ≥ c4 >

0.

The next result shows a “sector-preserving” property of the mapping χ1(z): there exists some

θ0 < π, such that χ1(z) ∈ Σθ0 for all z ∈ Σθ. This property plays a fundamental role in the error

analysis below.

Lemma 4.1.6. Let ψ(z) = ez−1
Γ(2−α)Liα−1(e−z) and χ1(z) = 1−e−zτ

τα ψ(zτ). Then there exists some

θ0 ∈ (π/2, π) such that χ1(z) ∈ Σθ0 for all z ∈ Σθ.

Proof. Like before, for zτ = ρeiθ, we denote by r = ρ cos θ, φ = ρ sin θ and cα = sin(π(1−α))/π. Then

the real part <χ1(z) and the imaginary part =χ1(z) of the kernel χ1(z) are given by

<χ1(z) =
cα
τα

∫ ∞
0

sα−2(1− e−s)(1 + e−2r−s − e−r−s cosφ− e−r cosφ)

1− 2e−r−s cosφ+ e−2r−2s
ds (4.17)
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and

=χ1(z) =
cα
τα

∫ ∞
0

sα−2(1− e−s)2e−r sinφ

1− 2e−r−s cosφ+ e−2r−2s
ds, (4.18)

respectively. Obviously, for θ ∈ [−π/2, π/2] then r = ρ cos θ ≥ 0, 0 < e−r ≤ 1 and thus

1 + e−2r−s − e−r−s cosφ− e−r cosφ ≥ 1 + e−2r−s − e−r−s − e−r

=(1− e−r−s)(1− e−r) ≥ (1− e−s)(1− e−r).

Meanwhile, r ≥ 0 implies 0 ≤ 1− 2e−r−s cosφ+ e−2r−2s ≤ 4, and consequently

<χ1(z) ≥ cα(1− e−r)
4τα

∫ ∞
0

sα−2(1− e−s)2 ds =
c′α
τα

(1− e−r),

with the constant c′α = cα
4

∫∞
0
sα−2(1− e−s)2ds.

Next we consider the case |θ| > π/2. It suffices to consider the case θ > π/2, and the other case

θ < −π/2 can be treated analogously. Let zτ = ρeiθ with ρ ∈ (0,∞). First, clearly, for φ = ρ sin θ ∈

[π/2, π], cosφ ≤ 0, and there holds

0 < 1− 2e−r−s cosφ+ e−2r−2s ≤ (1 + e−r−s)2,

and thus

<χ1(z) ≥ cα
τα(1 + e−r)2

∫ ∞
0

sα−2(1− e−s) ds > 0.

Second, we consider φ = ρ sin θ ∈ (0, π/2). There are two possible situations: (a) 1− e−r cosφ ≥ 0 and

(b) 1− e−r cosφ < 0. In case (a), we have

1 + e−2r−s − e−r−s cosφ− e−r cosφ ≥ 1 + e−2r−s cos2 φ− e−r−s cosφ− e−r cosφ

=(1− e−r−s cosφ)(1− e−r cosφ) ≥ (1− e−s)(1− e−r cosφ).

Consequently,

<χ1(z) ≥ cα(1− e−r cosφ)

τα

∫ ∞
0

sα−2(1− e−s)2

1− 2e−r−s cosφ+ e−2r−2s
ds ≥ 0.
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In case (b), we may further assume <χ1(z) < 0, otherwise the statement follows directly. Then

appealing to (4.17) and using the trivial inequality | cosφ| ≤ 1, we deduce that e−r > 1 and

1− e−r cosφ < 0 and e−2r − e−r cosφ > 0.

With the help of these two inequalities, and the assumption <χ1(z) < 0, we arrive at

0 > 1 + e−2r−s − e−r−s cosφ− e−r cosφ = (1− e−r cosφ) + e−s(e−2r − e−r cosφ)

≥ (cosφ− e−r) + e−s(e−2r − e−r cosφ) ≥ e−r(cosφ− e−r) + e−s(e−2r − e−r cosφ)

= (1− e−s)(e−r cosφ− e−2r),

where the first and fourth inequalities follow from <χ1(z) < 0 and e−r > 1, respectively. Consequently,

|Rχ1(z)| ≤ c1
τα

(e−2r − e−r cosφ),

with the constant

c1 = c1(r, φ) = cα

∫ ∞
0

sα−2(1− e−s)2

1− 2e−r−s cosφ+ e−2r−2s
ds.

Meanwhile, it follows directly from (4.18) that

|Iχ1(z)| = c1
τα
e−r sinφ.

Therefore,

|=χ1(z)|
|<χ1(z)|

≥ sin(ρ sin θ)

e−ρ cos θ − cos(ρ sin θ)
=: g(ρ).

Now set g1(ρ) = sin(ρ sin θ) and g2(ρ) = e−ρ cos θ − cos(ρ sin θ). Since for ρ ∈ (0, π/(2 sin θ)) and

θ > π/2,

lim
ρ→0

g(ρ) = − tan θ, g1(ρ), g2(ρ) ≥ 0, g′1(ρ) ≤ 0 and g′2(ρ) ≥ 0,

i.e., the function g(ρ) is monotonically decreasing on the interval [0, π/2 sin θ], we deduce

inf
ρ∈(0,π/(2 sin θ))

g(ρ) = g(π/(2 sin θ)) = eπ cot θ/2 > 0.

This completes the proof of the lemma.
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Remark 4.1.2. By the proof of Lemma 4.1.6, the sector Σθ0 depends on the choice of the angle θ.

For θ → π/2, it is contained in the sector Σ3π/4−ε, for any ε > 0.

Lemma 4.1.7. Let θ be close to π/2, and δ < π/2τ . Then for K1(z) and K2(z) defined in (4.11) and

(4.12), respectively, there holds

‖K1(z)−K2(z)‖ ≤ cτ ∀z ∈ Γτ .

Proof. For the operators B1(z) and B2(z) defined in (4.11) and (4.12), respectively, we have

B1(z) = −I + zα(zα +Ah)−1 and B2(z) = −I + χ1(z)(χ1(z) +Ah)−1,

where χ1(z) = 1−e−zτ
τα ψ(zτ). Then by Lemma 4.1.4

‖B1(z)−B2(z)‖ ≤ |χ1(z)− zα|‖(χ1(z) +Ah)−1‖+ |z|α‖(χ1(z) +Ah)−1 − (zα +Ah)−1‖

≤ c|z|2τ2−α‖(χ1(z) +Ah)−1‖+ |z|α|χ1(z)− zα|‖(χ1(z) +Ah)−1(zα +Ah)−1‖

≤ c|z|2τ2−α‖(χ1(z) +Ah)−1‖.

Now we note that

|χ1(z)| = |χ(z)|τ1−α|ψ(zτ)| ≥ c|z|τ1−α.

By Lemma 4.1.6, χ(z) ∈ Σθ0 for some θ0 ∈ (π/2, π). Thus by Lemma 4.1.5 and the resolvent estimate

(4.3), we have

‖K1(z)−K2(z)‖ ≤ c|z|−1|z|2τ2−α|χ1(z)|−1 + cτ ≤ cτ,

and the desired estimate follows immediately.

Now we can state an error estimate for the discretization error in time for nonsmooth initial data,

i.e., v ∈ L2(Ω).

Theorem 4.1.1. Let uh and Unh be the solutions of problems (4.5) and (4.9) with v ∈ L2(Ω), U0
h =

vh = Phv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ cτt−1
n ‖v‖L2(Ω).
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Proof. It suffices to bound the terms I and II. With the choice δ = t−1
n and (4.3), we arrive at the

following bound for the term I

‖I‖L2(Ω) ≤ cτ‖vh‖L2(Ω)

(∫ π/(τ sin θ)

1/tn

ertn cos θ dr +

∫ θ

−θ
ecosψt−1

n dψ

)

≤ ct−1
n τ‖vh‖L2(Ω).

(4.19)

By Lemma 4.1.7 and direct calculation, we bound the term II by

‖II‖L2(Ω) ≤ c
∫ ∞
π/(τ sin θ)

ertn cos θr−1 dr‖vh‖L2(Ω)

≤ cτ‖vh‖L2(Ω)

∫ ∞
0

ertn cos θ dr ≤ cτt−1
n ‖vh‖L2(Ω).

(4.20)

Combining estimates (5.17) and (5.16) yields ‖wh(tn) −Wn
h ‖L2(Ω) ≤ cτt−1

n ‖vh‖L2(Ω) and the desired

result follows from the identity Unh − uh(tn) = Wn
h − wh(tn) and the stability of the projection Ph in

L2(Ω).

Hence, the error estimates for the fully discrete scheme (4.9) in case of nonsmooth data follow from

Theorems 3.1.3, 4.1.1 and the triangle inequality.

Theorem 4.1.2. Assume that v ∈ L2(Ω) and f ≡ 0. Let u and Unh be the solutions of problems (2.7)

and (4.9) with U0
h = Phv, respectively. Then it holds that

‖u(tn)− Unh ‖L2(Ω) ≤ c(τt−1
n + h2t−αn )‖v‖L2(Ω).

Remark 4.1.3. The L2(Ω) stability of the L1 scheme follows directly from Theorem 4.1.1 by

‖Unh ‖L2(Ω) ≤ ‖Unh − uh(tn)‖L2(Ω) + ‖uh(tn)‖L2(Ω) ≤ c(τt−1
n + 1)‖v‖L2(Ω) ≤ c‖v‖L2(Ω).

4.1.2 Error estimate for smooth initial data

Next we turn to case of smooth initial data, i.e., v ∈ D(A) = Ḣ2(Ω). To this end, we first state an

alternative estimate on the solution kernels.

Lemma 4.1.8. Let θ be close to π/2, and δ < π/2τ . Further, let Ks
1(z) = −z−1(zα + Ah)−1 and
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Ks
2(z) = −χ(z)−1(χ1(z) +Ah)−1. Then for any z ∈ Σδ,θ, there hold

‖Ks
1(z)−Ks

2(z)‖ ≤ c|z|−ατ.

Proof. Like before, we set Bs1(z) = −(zα + Ah)−1 and Bs2(z) = −(χ1(z) + Ah)−1. Then by Lemmas

4.1.4 and 4.1.5, we have

‖Bs1(z)−Bs2(z)‖ ≤ |χ1(z)− zα|‖(zα +Ah)−1‖‖(χ1(z) +Ah)−1‖

≤ c|z|2τ2−α|z|−α|χ1(z)|−1 ≤ c|z|1−ατ.

The rest follows analogously to the derivation (4.13).

Now we can state an error estimate for v ∈ Ḣ2(Ω).

Theorem 4.1.3. Let uh and Unh be the solutions of problems (4.5) and (4.9) with v ∈ Ḣ2(Ω), U0
h =

vh = Rhv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ cτtα−1
n ‖v‖Ḣ2(Ω).

Proof. Let Ks
1(z) = −z−1(zα +Ah)−1 and Ks

2(z) = −χ(z)−1(χ1(z) +Ah)−1. Then we can rewrite the

error as

wh(tn)−Wn
h =

1

2πi

∫
Γθ,δ\Γτ

eztnKs
1(z)Ahvhdz

+
1

2πi

∫
Γτ

eztn(Ks
1(z)− e−zτKs

2(z))Ahvhdz = I + II.

(4.21)

By Lemma 4.1.8 we have for z ∈ Γτ

‖Ks
1(z)− e−zτKs

2(z)‖ ≤ c|z|−ατ.

By setting δ = 1/tn and for all z ∈ Γδ,θ, we derive the following bound for the term II

‖II‖L2(Ω) ≤ cτ‖Ahvh‖L2(Ω)

(∫ π/(τ sin θ)

1/tn

ertn cos θr−αdr +

∫ θ

−θ
ecosψtα−1

n dψ

)

≤ ctα−1
n τ‖Ahvh‖L2(Ω).

(4.22)
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Now (4.3) implies that for all z ∈ Γδ,θ

‖I‖L2(Ω) ≤ c‖Ahvh‖L2(Ω)

∫ ∞
π/(τ sin θ)

ertn cos θr−α−1 dr

≤ cτ‖Ahvh‖L2(Ω)

∫ ∞
0

ertn cos θr−α dr ≤ cτtα−1
n ‖Ahvh‖L2(Ω).

(4.23)

Then the desired result follows directly from (4.22), (4.23) and the identities Unh−uh(tn) = Wn−wh(tn)

and AhRh = PhA.

Remark 4.1.4. The convergence behavior of the L1 scheme is identical with that for the convolution

quadrature generated by the backward Euler method, which also converges at an O(τ) rate, cf. [29]. In

particular for smooth initial data v ∈ D(A), the time discretization error by both schemes contains a

singularity tα−1
n . This singularity reflects the limited smoothing property of the solution u [68, Theorem

2.1]

‖C∂αt u(t)‖L2(Ω) ≤ c‖Av‖L2(Ω),

whereas the first order derivative u′(t) is unbounded at t = 0.

Example 4.1.4. To illustrate the convergence rate in Theorem 4.1.3, we give a trivial example. Con-

sider the following initial value problem for the fractional ordinary differential equation:

C∂αt u+ u = 0, ∀t > 0, with u(0) = 1.

The exact solution u at t = τ is given by u(τ) = Eα,1(−τα), where Eα,1(z) =
∑∞
k=0 z

k/Γ(αk + 1) is

the Mittag-Leffler function. For small τ , the L1 scheme at the first step is given by

U1 = (1 + Γ(2− α)τα)−1 = 1 +

∞∑
n=1

(−1)n(Γ(2− α)τα)n.

Then the difference between U1 and u(τ) is given by

u(τ)− U1 = (Γ(2− α)− Γ(α+ 1)−1)τα + cττ
2α,

with cτ =
∑∞
n=2(−1)n(Γ(nα+ 1)−1 − Γ(2− α)n)τ (n−2)α. Since |cτ | ≤ c0 for small τ , we deduce that

|u(τ)− U1| ≤ cτα = cτtα−1
1 .
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This confirms the convergence order in Theorem 4.1.3.

Last, the error estimates for the fully discrete scheme (4.9) in case of smooth data follow from

Theorems 3.1.1, 4.1.3 and the triangle inequality.

Theorem 4.1.5. Assume that v ∈ L2(Ω) and f ≡ 0. Let u and Unh be the solutions of problems (2.7)

and (4.9) with U0
h = Rhv, respectively. Then it holds that

‖u(tn)− Unh ‖L2(Ω) ≤ c(τtα−1
n + h2)‖Av‖L2(Ω).

Remark 4.1.5. For v ∈ D(A), we can also choose vh = Phv by the stability of the L1 scheme. Hence,

by interpolation we deduce

‖u(tn)− Unh ‖L2(Ω) ≤ c(τt−1+ασ
n + h2t−α(1−σ)

n )‖Aσv‖L2(Ω), 0 ≤ σ ≤ 1.

4.2 Extension to a more general sectorial operator

In this section, we show that our analysis maintains valid for a more general sectorial operator A

(a) The resolvent set ρ(A) contains the sector {z : θ ≤ | arg z| ≤ π} for some θ ∈ (0, π/4);

(b) ‖(zI +A)−1‖ ≤M/|λ| for z ∈ Σπ−θ and some constant M .

The technical restriction θ ∈ (0, π/4) stems from Remark 4.1.2. This in particular covers the Riemann-

Liouville fractional derivative of order β ∈ (3/2, 2); see Lemma 4.2.1 below. Specifically, we consider

the following one-dimensional space-time fractional differential equation

C∂αt u−R0Dβ
x u = f, in Ω = (0, 1) T ≥ t > 0,

u = 0, on ∂Ω T ≥ t > 0, (4.24)

u(0) = v, in Ω,

with α ∈ (0, 1) and β ∈ (3/2, 2). Here R
0D

β
x with n − 1 < β < n, n ∈ N, denotes the left-sided

Riemann-Liouville fractional derivative R0D
β
x u of order β defined by [33, pp. 70]:

R
0D

β
x u =

1

Γ(n− β)

dn

dxn

∫ x

0

(x− s)n−β−1u(s)ds. (4.25)
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The right-sided version of Riemann-Liouville fractional derivative is defined analogously

R
xD

β
1 u =

(−1)n

Γ(n− β)

dn

dxn

∫ 1

x

(s− x)n−β−1u(s)ds.

The model (4.24) is often adopted to describe anomalous diffusion process involving both long range

interactions and history mechanism.

The variational formulation of (4.24) is to find u ∈ H̃β/2(D) ≡ Hβ/2
0 (Ω) such that (see [24])

(C∂αt u, ϕ) +A(u, ϕ) = (f, ϕ) ∀ϕ ∈ H̃β/2(D), (4.26)

with u(0) = v, where the sesquilinear form A(·, ·) is given by

A(ϕ,ψ) = −
(
R
0D

β/2
x ϕ, RxD

β/2
1 ψ

)
.

It is known (see [13, Lemma 3.1] and [24, Lemma 4.2]) that the sesquilinear form A(·, ·) is coercive and

bounded on the space H̃β/2(D). Then Riesz representation theorem implies that there exists a unique

bounded linear operator Ã : H̃β/2(D)→ H−β/2(Ω) such that

A(ϕ,ψ) = 〈Ãϕ, ψ〉, ∀ϕ,ψ ∈ H̃β/2(D).

Define D(A) = {ψ ∈ H̃β/2(D) : Ãψ ∈ L2(Ω)} and an operator A : D(A)→ L2(Ω) by

A(ϕ,ψ) = (Aϕ,ψ), ϕ ∈ D(A), ψ ∈ H̃β/2(D). (4.27)

We recall that the domain D(A) consists of functions of the form 0I
β
x f − ( 0I

β
x f)(1)xβ−1, where f ∈

L2(Ω), cf. [24]. The term xβ−1 ∈ H̃β−1+δ
L (D), δ ∈ [1− β/2, 1/2), appears because it is in the kernel of

the operator R0D
β
x . The presence of the term xβ−1 indicates that the solution u usually can only have

limited regularity.

Lemma 4.2.1. For β ∈ (3/2, 2), the resolvent set ρ(A) contains the sector {z : θ ≤ | arg(z)| ≤ π} for

any θ ∈ ((2− β)π/2, π/4).
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Proof. Let ũ be the zero extension of u. Recall that for s ∈ (1/2, 1) and Ω = (0, 1),

‖u‖H̃s(D) = ‖|ξ|sF(ũ)(ξ)‖L2(R),

where F(ũ) is the Fourier transform of ũ, is a consistent and well-defined norm on H̃s(D). Further,

we note that for u ∈ H̃β/2(D) (see [13] and [24])

<(A(u, u)) ≥ c0‖u‖2H̃β/2(D)
with c0 = cos((2− β/2)π).

Further, we recall the fact that for u ∈ C∞0 (Ω) and s ∈ (1/2, 1)

‖R0Ds
xu‖L2(Ω) = ‖ R

−∞D
s
x ũ‖L2(Ω) ≤ ‖ R

−∞D
s
x ũ‖L2(R) = ‖F( R

−∞D
s
x ũ)‖L2(R)

= ‖F( R
−∞D

s
x ũ)‖L2(R) = ‖|ξ|sF(ũ)(ξ)‖L2(R) = ‖u‖H̃s(D).

By the density of C∞0 (Ω) in H̃s(D) for s ∈ (1/2, 1) we obtain for all u ∈ H̃β/2(D)

‖R0Dβ/2
x u‖L2(Ω) ≤ ‖u‖H̃β/2(D).

Likewise, the right sided case follows:

‖RxD
β/2
1 u‖L2(Ω) ≤ ‖u‖H̃β/2(D).

Thus for u, v ∈ H̃β/2(D), there holds

|A(u, v)| ≤ c1‖u‖H̃β/2(D)‖v‖H̃β/2(D) with c1 = 1.

Then by Lemma 2.1 of [26], we conclude that the resolvent set ρ(A) contains the sector {z : θ ≤ | arg z| ≤ π}

for all θ ∈ ((2− β/2)π, π/2). In particular, for β > 3/2, we may choose θ ∈ ((2− β/2)π, π/4).

By Lemma 4.2.1 and Remark 4.1.2, we can apply the theory in Section 4.1 to derive a fully discrete

scheme based on the L1 scheme in time and the Galerkin finite element approximation in space. First

we partition the unit interval Ω into a uniform mesh with a mesh size h = 1/M . We then define Vh to

be the set of continuous functions in V which are linear when restricted to the subintervals [xi, xi+1],
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i = 0, . . . ,M − 1. Further, we define the discrete operator Ah : Vh → Vh by

(Ahϕ, χ) = A(ϕ, χ) ∀ϕ, χ ∈ Vh.

The corresponding Ritz projection Rh : H̃β/2(D)→ Vh is defined by

A(Rhψ, χ) = A(ψ, χ) ∀ψ ∈ H̃β/2(D), χ ∈ Vh. (4.28)

Then the fully discrete scheme for problem (4.24) based on the L1 approximation (4.8) reads: find Unh

for n = 1, 2, . . . , N

(I + ταAh)Unh = bnU
0
h +

n∑
j=1

(bj−1 − bj)Un−jh + ταFnh , (4.29)

with U0
h = vh and Fnh = Phf(tn).

Last, we state the error estimates for the fully discrete scheme (4.29). These estimates follow from

Theorems 4.1.1 and 4.1.3 and the error estimates for the semidiscrete Galerkin scheme, which can be

proved using the operator trick in [26], and thus the proof is omitted.

Theorem 4.2.1. Let u and Unh be the solutions of problems (4.24) and (4.29) with U0
h = vh and f ≡ 0,

respectively. Then for δ ∈ [1− β/2, 1/2) the following estimates hold.

(a) If v ∈ D(A) and vh = Rhv, then for n ≥ 1

‖u(tn)− Unh ‖L2(Ω) ≤ c(τtα−1
n + hβ−1+δ)‖Av‖L2(Ω).

(b) If v ∈ L2(Ω) and vh = Phv, then for n ≥ 1

‖u(tn)− Unh ‖L2(Ω) ≤ c(τt−1
n + hβ−1+δt−αn )‖v‖L2(Ω).

4.3 Extension to multi-term fractional diffusion

In this section, we extend our discussion to the following multi-term time fractional diffusion (2.15).

The fully discrete scheme reads [23, (4.7)]: Find Now we arrive at the following fully discrete scheme:

find Un+1 ∈ Xh such that

(Pτ (∂̄t)U
n+1, χ) + (∇Un+1,∇χ) = (Fn+1, χ) ∀χ ∈ Xh, (4.30)
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where Fn+1 = f(x, tn+1) and the discrete differential operator Pτ (∂̄t) is defined by

Pτ (∂̄t)u(tn+1) :=
1

Γ(2− α)

n∑
j=0

Pj
u(x, tn+1−j)− u(x, tn−j)

τα
, (4.31)

where the coefficients {Pj} are defined by

Pj = dα,j +

m∑
i=1

Γ(2− α)bidαi,jτ
α−αi

Γ(2− αi)
, j ∈ N.

In [23], the authors showed that the convergence is of order O(τ2−α) provided that u is sufficiently

smooth. Unfortunately, this assumption is too restricted in general as the case of fractional diffusion,

see Theorem 2.4.1. The goal of this section is to develope a robust error bound with respect to the

data regularity.

We first recall that the solution regularity and analysis for the semidiscrete schemes were given

in Section 2.4 and 3.4, respectively. Analogous to the argument in Section 4.1, we should first derive

integral representations of wh = uh − vh and Wn
h = Unh − vh. Like before, the laplace transform gives

formula for wh

wh(t) =
1

2πi

∫
Γθ,δ

eztK1(z)vhdz with K1(z) = −z−1 (g(z) +Ah)
−1
Ah, (4.32)

where

g(z) = zα +

m∑
i=1

biz
αi (4.33)

and the formula for Wn
h

Wn
h = − 1

2πi

∫
Γτ

eztn−1
τ

1− e−zτ
K2(z)vh dz, (4.34)

where the operator K2(z) are defined as

K2(z) =

(
1− e−zτ

τα

(
ψα(zτ) +

m∑
i=1

biτ
α−αiψαi(zτ)

)
+Ah

)−1

Ah, (4.35)

with the function

ψβ(z) =
ez − 1

Γ(2− β)
Liβ(e−z). (4.36)

Next, analogue to Lemmas 4.1.4–4.1.6, we have the following results. Here we omit proofs since
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they are the same as those of fractional diffusions.

Lemma 4.3.1. Let g(z) and ψβ(z) be respectively defined in (4.33) and (4.36). Then for the choice

θ ∈ (π/2, 5π/6), there holds

∣∣∣∣1− e−zττα

(
ψα(zτ) +

m∑
i=1

biτ
α−αiψαi(zτ)

)
− g(z)

∣∣∣∣ ≤ c|z|2τ2−α ∀z ∈ Γτ .

Lemma 4.3.2. Let ψβ(z) be defined in (4.33). Then for any θ close to π/2, there holds for any

δ < π/2τ ∣∣∣∣ψα(zτ) +

m∑
i=1

biτ
α−αiψαi(zτ)

∣∣∣∣ ≥ c > 0 ∀z ∈ Γτ .

Lemma 4.3.3. Let ψβ(z) be defined in (4.33) and

χ1(z) =
1− e−zτ

τα

(
ψα(zτ) +

m∑
i=1

biτ
α−αiψαi(zτ)

)
.

Then there exists some θ0 ∈ (π/2, π) such that χ1(z) ∈ Σθ0 for all z ∈ Σθ.

As a result, we get get the following bound for ‖K1(z)−K2(z)‖.

Lemma 4.3.4. Let θ be close to π/2, and δ < π/2τ . Then for K1(z) and K2(z) defined in (4.32) and

(4.35), respectively, there holds

‖K1(z)−K2(z)‖ ≤ cτ ∀z ∈ Γτ .

Then the estimate for ‖uh − Unh ‖ follows directly from Lemma 4.3.1–4.3.4.

Theorem 4.3.1. Let uh and Unh be the solutions of problems (3.48) and (4.30) with v ∈ L2(Ω),

U0
h = vh = Phv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ cτt−1
n ‖v‖L2(Ω).

Hence, the error estimate for the fully discrete scheme (4.9) in case of nonsmooth data follow from

Theorems 3.4.2, 4.3.1 and the triangle inequality.

Theorem 4.3.2. Assume that v ∈ L2(Ω) and f ≡ 0. Let u and Unh be the solutions of problems (2.15)
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and (4.30) with U0
h = Phv, respectively. Then it holds that

‖u(tn)− Unh ‖L2(Ω) ≤ c(τt−1
n + h2`ht

−α
n )‖v‖L2(Ω).

Further the error estimate follows from the similar argument in Section 4.1.2.

Theorem 4.3.3. Assume that v ∈ L2(Ω) and f ≡ 0. Let u and Unh be the solutions of problems (2.15)

and (4.30) with U0
h = Rhv, respectively. Then it holds that

‖u(tn)− Unh ‖L2(Ω) ≤ c(τtα−1
n + h2)‖Av‖L2(Ω).

4.4 Numerical results

Now we present numerical results to verify the convergence theory, i.e., the O(τ) convergence

rate. We consider the fractional diffusion case (2.7), time-space fractional case (4.24) and multi-term

fractional case (2.15) separately. For each model, we consider the following two initial data:

(a) Ω = (0, 1), and v = sin(2πx) ∈ H2(Ω) ∩H1
0 (Ω).

(b) Ω = (0, 1), and v = x−1/4 ∈ H1/4−ε(Ω), with ε ∈ (0, 1/4);

We measure the error en = u(tn) − Unh by the normalized errors ‖en‖L2(Ω)/‖v‖L2(Ω). In the compu-

tations, we divide the unit interval Ω = (0, 1) into M equally spaced subintervals with a mesh size

h = 1/M . Likewise, we fix the time step size τ at τ = t/N , where t is the time of interest. In this work,

we only examine the temporal convergence rate, since the space convergence rate has been examined

earlier in Chapter 3. To this end, we take a small mesh size h = 2−13, so that the spatial discretization

error is negligible.

Fractional diffusion. The exact solution can be written explicitly by spectral decomposition as an

infinite series involving the Mittag-Leffler function, which can be evaluated efficiently by the algorithm

developed in [70]. The numerical results for cases (a) and (b) are shown in Table 4.1, where rate

refers to the empirical convergence rate, and the number in the bracket refers to the theoretical rate.

The results fully confirm the theoretical prediction: for both smooth and nonsmooth data, the fully

discrete solution Unh converges at a rate O(τ), and the rate is independent of the fractional order α.

Further, for fixed t, the error increases with the fractional order α. This might be attributed to the

local decay behavior of the solution u: the larger is the fractional order α, the slower is the solution
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decay around t = 0. According to Remark 4.1.5, we have

‖u(tn)− Unh ‖L2(Ω) ≤ C(N−1tασn + h2t−α(1−σ)
n )‖Aσv‖L2(Ω), σ ∈ [0, 1].

Thus the temporal error deteriorates as the time tn → 0 at a rate like tαn and t
α/8−αε
n for Av ∈ L2(Ω)

and v ∈ D(A1/8−ε), with ε ∈ (0, 1/8), respectively. In particular, for fixed N , the error behaves like

t
1/2
n and t

1/16
n for cases (a) and (b) with α = 0.5, respectively. This is clearly observed in Table 4.2,

thereby showing the sharpness of the error estimates. Further, we observe that the L1 scheme fails to

converge uniformly (in time) at a first order even though the initial data v in case (a) is very smooth,

i.e., v ∈ D(Ap) for any p ≥ 0, cf. Table 4.2. This numerically confirms the observation in Remark

4.1.4.

Table 4.1: The L2-norm of the error for the fractional diffusion equation with initial data (a) and (b)

at t = 0.1 with h = 2−13, τ = 1/N .

α N 10 20 40 80 160 320 rate

α = 0.1 Case (a) 1.46e-4 7.18e-5 3.55e-5 1.77e-5 8.82e-6 4.40e-6 ≈ 1.01 (1.00)

Case (b) 3.95e-4 1.93e-4 9.57e-5 4.76e-5 2.38e-5 1.19e-5 ≈ 1.00 (1.00)

α = 0.5 Case (a) 1.22e-3 5.89e-4 2.88e-4 1.43e-4 7.08e-5 3.52e-5 ≈ 1.01 (1.00)

Case (b) 3.65e-3 1.73e-3 8.36e-4 4.09e-4 2.02e-4 1.00e-4 ≈ 1.02 (1.00)

α = 0.9 Case (a) 7.01e-3 3.05e-3 1.39e-3 6.53e-4 3.12e-4 1.50e-4 ≈ 1.07 (1.00)

Case (b) 1.54e-2 7.67e-3 3.79e-3 1.87e-3 9.23e-4 4.55e-4 ≈ 1.02 (1.00)

92



Table 4.2: The L2-norm of the error for the fractional diffusion equation with initial data (a) and (b)

with α = 0.5, h = 2−13 and N = 10.

t 1e-5 1e-6 1e-7 1e-8 1e-9 1e-10 rate

(a) 2.94e-3 1.05e-3 3.45e-4 1.11e-4 3.51e-5 1.11e-5 ≈ 0.50 (0.50)

(b) 3.02e-3 2.56e-3 2.18e-3 1.86e-3 1.58e-3 1.35e-3 ≈ 0.07 (0.06)

Time-space fractional problem. Now we present numerical results for the time-space fractional

problem. Since the exact solution is not available in closed form, we compute the reference solution

by the second-order backward difference scheme [29] on a much finer mesh, i.e., N = 1000. The

numerical results for case (a) with different α and β values are presented in Table 4.3. A first-order

convergence is observed, and the convergence rate is independent of the time- and space-fractional

orders. Interestingly, the observation is valid also for the case β = 5/4, for which the theory in Section

4.2 does not cover, awaiting further study. For a fixed α value, the error decreases with the increase

of the fractional order β, which indicates that the solution decays faster as β approaches two. This is

also consistent with the fact that the smaller is the β value, the more singular is the solution, and thus

more challenging to approximate numerically [24]. For the nonsmooth case (b), we are particularly

interested in the case of small t. Thus we present the numerical results for t = 0.1, t = 0.01 and

t = 0.001 in Table 4.4. The experiment shows the first order convergence is robust for nonsmooth

data even if t is close to zero. Like before, for fixed n, let tn → 0, the error behaves like tαn for case

(a), which is fully confirmed by the numerical results, cf. Table 4.5, indicating the sharpness of the

estimate in Theorem 4.2.1.
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Table 4.3: The L2-norm of the error for the time-space fractional problem with initial data (a) at

t = 0.1 with h = 2−13, τ → 0.

α β\N 5 10 20 40 80 rate

β = 1.25 1.37e-3 6.55e-4 3.21e-4 1.59e-4 7.90e-5 ≈ 1.01 (1.00)

α = 0.1 β = 1.5 8.41e-4 4.03e-4 1.98e-4 9.78e-5 4.87e-5 ≈ 1.01 (1.00)

β = 1.75 5.08e-4 2.44e-4 1.19e-4 5.92e-5 2.94e-5 ≈ 1.01 (1.00)

β = 1.25 1.52e-2 6.69e-3 3.12e-3 1.50e-3 7.32e-4 ≈ 1.03 (1.00)

α = 0.5 β = 1.5 8.22e-3 3.70e-3 1.75e-3 8.49e-4 4.17e-4 ≈ 1.05 (1.00)

β = 1.75 4.69e-3 2.14e-3 1.02e-3 4.97e-4 2.45e-4 ≈ 1.03 (1.00)

β = 1.25 6.01e-2 3.19e-2 1.62e-2 8.07e-3 3.99e-4 ≈ 1.01 (1.00)

α = 0.9 β = 1.5 5.61e-2 2.86e-2 1.42e-2 6.95e-3 3.39e-3 ≈ 1.03 (1.00)

β = 1.75 3.58e-2 1.66e-2 7.74e-3 3.66e-3 1.75e-3 ≈ 1.07 (1.00)

Table 4.4: The L2-norm of the error for the time-space fractional problem with initial data (b) with

β = 1.5, h = 2−13, t = 0.1, 0.01 and 0.001.

α t\N 5 10 20 40 80 rate

t = 0.1 1.53e-3 7.32e-4 3.59e-4 1.77e-4 8.83e-5 ≈ 1.01 (1.00)

α = 0.1 t = 0.01 1.74e-3 8.34e-4 4.08e-4 2.02e-4 1.01e-4 ≈ 1.01 (1.00)

t = 0.001 1.94e-3 9.31e-4 4.56e-4 2.25e-4 1.12e-4 ≈ 1.01 (1.00)

t = 0.1 1.39e-2 6.36e-3 3.01e-3 1.45e-3 7.11e-4 ≈ 1.04 (1.00)

α = 0.5 t = 0.01 1.22e-2 5.86e-3 2.85e-3 1.40e-3 6.89e-4 ≈ 1.03 (1.00)

t = 0.001 8.02e-3 3.83e-3 1.86e-3 9.12e-4 4.50e-4 ≈ 1.02 (1.00)

t = 0.1 1.99e-2 1.02e-2 5.15e-3 2.60e-3 1.31e-3 ≈ 1.00 (1.00)

α = 0.9 t = 0.01 1.21e-2 6.10e-3 3.05e-3 1.52e-3 7.53e-4 ≈ 1.00 (1.00)

t = 0.001 7.63e-3 3.83e-3 1.91e-3 9.51e-4 4.73e-4 ≈ 1.00 (1.00)
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Table 4.5: The L2-norm of the error for the time-space fractional problem with initial data (a) and

(b), α = 0.5 and β = 1.5, as t→ 0 with h = 2−13 and N = 5.

t 1e-5 1e-6 1e-7 1e-8 1e-9 1e-10 rate

(a) 2.60e-3 8.90e-4 2.96e-4 9.71e-5 3.17e-5 1.03e-5 ≈ 0.48 (0.50)

(b) 4.74e-3 3.76e-3 3.02e-3 2.44e-3 1.99e-3 1.63e-3 ≈ 0.09 (—)

Multi-term fractional differential equations. In this part, we perform numerical experiments

for the multi-term time fractional diffusion equation (2.15) to verify theoretical convergence rates in

Theorem 4.3.2 and 4.3.3. In order to find a reference solution, we compute the result on a much finer

mesh, i.e., N=2000, since the closed form of the solution is unavailable. For simplicity, we consider the

case k = 1 with α1 = 0.1 and b1 = 1. We present L2-norm of the error and its behaviors when tn → 0

for fixed n = 10 in Tables 4.6 and 4.7, respectively. We observe that the convergence order and the

error behaviors are the same as those of standard diffusion equations, which confirm our theoretical

findings.

Table 4.6: The L2-norm of the error for the multi-term fractional diffusion equation with initial data

(a) and (b) with α1 = 0.1 at t = 0.1 with h = 2−12, τ = 1/N .

α N 10 20 40 80 160 320 rate

α = 0.25 Case (a) 9.19e-4 4.47e-4 2.19e-4 1.79e-4 5.27e-5 2.52e-5 ≈ 1.03 (1.00)

Case (b) 3.95e-4 1.93e-4 9.57e-5 4.76e-5 2.38e-5 1.19e-5 ≈ 1.03 (1.00)

α = 0.5 Case (a) 1.30e-3 6.26e-4 3.05e-4 1.49e-4 7.27e-5 3.47e-5 ≈ 1.04 (1.00)

Case (b) 2.26e-3 1.07e-3 5.19e-4 2.52e-4 1.22e-4 5.82e-5 ≈ 1.05 (1.00)

α = 0.75 Case (a) 2.76e-3 1.25e-3 5.91e-4 2.82e-4 1.35e-4 6.35e-4 ≈ 1.07 (1.00)

Case (b) 6.14e-3 2.86e-3 1.35e-3 6.44e-4 3.05e-4 1.43e-4 ≈ 1.08 (1.00)
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Table 4.7: The L2-norm of the error for the the multi-term fractional diffusion equation with initial

data (a) and (b) with α = 0.5, α1 = 0.1, h = 2−13 and N = 10.

t 1e-5 1e-6 1e-7 1e-8 1e-9 1e-10 rate

(a) 2.88e-3 1.04e-3 3.43e-4 1.10e-4 3.49e-5 1.11e-5 ≈ 0.49 (0.50)

(b) 3.44e-3 2.95e-3 2.53e-3 2.17e-3 1.87e-3 1.61e-3 ≈ 0.07 (0.06)

4.5 Conclusion and comments

In this chapter we discussed the popular L1 time-stepping scheme for discretizing the Caputo

fractional derivative of order α ∈ (0, 1), arising in the modeling of fractional diffusion (2.7), and

rigorously established the first order convergence for both smooth and nonsmooth initial data. The

extensive numerical experiments fully verify the sharpness of the estimates and robustness of the

scheme. The convergence analysis is valid for more general sectorial operators, and in particular,

it covers also the space-time fractional differential equations. Last, we extend our discussion to the

multi-term time fractional differential equations. We refer to our previous paper [30] for more details.

In view of the solution singularity for time t close to zero, it is natural to consider the L1 scheme

on a nonuniform time mesh in order to arrive at a uniform first-order convergence. The generating

function approach used in our analysis does not work directly in this case, and it is an interesting

open question to rigorously establish error estimates directly in terms of the data regularity. The mesh

graded time stepping based on discontinuous Petrov-Galerkin finite element method was discussed

in [62]. In [55, 63, 61], the authors considered fractional diffusion involving a Riemann-Liouville type

fractional derivative and discontinuous Galerkin finite element method in time with variable time steps.

Some interesting results for an evolution equation with a positive-type memory term were provided in

[58].
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5. FULLY DISCRETE SCHEMES BY CONVOLUTION QUADRATURE∗

In this chapter, we develop two time stepping schemes based on convolution quadrature for the

model (2.7) and to derive optimal error bounds for the approximate solution that are expressed in

terms of the smoothness of the data, including the case of nonsmooth data, namely, v ∈ L2(Ω). For

example, this case is important in inverse problems and optimal control [31].

This chapter is organized as follows. In Section 5.1, we develop two fully discrete schemes using

the Galerkin FEM in space and convolution quadrature in time. The error analysis of the schemes is

presented in Section 5.2. The analysis exploits the operational calculus framework [10] and recently also

used in [6] for the Rayleigh-Stokes problem. A different approach for error analysis is given in Section

5.3 using the discrete Laplace transform. In Section 5.4, we present extensive one and two-dimensional

numerical experiments to illustrate the convergence behavior of the schemes. A detailed comparison

with several existing methods is also included. The numerical results indicate that the schemes can

achieve first and second-order convergence, and they are robust with respect to data regularity. Finally,

we extend the technique to the multi-term fractional diffusion and diffusion wave equations in Section

5.5. Throughout, the notation C denotes a generic constant, which may differ at different occurrences,

but is always independent of the solution u, the spatial mesh-size h and the time step-size τ .

5.1 Fractional convolution quadrature

In this part, we develop two fully discrete schemes for problem (2.7). This is achieved by applying

convolution quadrature [47, 46] to the Riemann-Liouville derivative R∂
α
t defined by (2.1). Specifically,

we rewrite the semidiscrete problem (3.1) using the defining relation of the Caputo derivative (2.3). In

particular, in the cases of subdiffusion, 0 < α < 1,

C∂αt ϕ = R∂αt (ϕ(t)− ϕ(0)).

Hence for t > 0 the spatial semidiscrete scheme (3.1) can be rewritten as

R∂αt (uh − vh) +Ahuh = fh, for 0 < α < 1 (5.1)

∗Sections 5.1.2, 5.2 and 5.4 is reprinted with permission from ”On two schemes for fractional diffusion and diffusion
wave equations” by Bangti Jin, Raytcho Lazarov and Zhi Zhou, submitted to SIAM Journal of Scientific Computing,
Copyright [2015] by Society for Industrial and Applied Mathematics.
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respectively, where fh = Phf(t).

5.1.1 Approximating fractional derivatives by convolution quadrature

First, we briefly introduce the idea of convolution quadratures developed in [46, 47]. By Laplace

transform and integration by parts, we may represent the Riemann-Liouville type fractional derivative

(2.1) by

R∂αt ϕ(t) =
d

dt

∫ t

0

s−α

Γ(1− α)
ϕ(t− s) ds =

d

dt

∫ t

0

(
1

2πi

∫
Γ

ezszα−1 dz

)
ϕ(t− s) ds

=
1

2πi

∫
Γ

zα−1

(
d

dt

∫ t

0

ezsϕ(t− s) ds
)
dz.

We set y =
∫ t

0
ezsϕ(t − s) ds and g(t) = y′ and note that y is the solution of y′ = zy + ϕ with

y(0) = 0. Next we use a stable and consistent linear multistep method to approximate yn = y(tn).

We consider a uniform grid on the interval [0, T ] with a time step size τ = T/N , N ∈ N, so that,

0 = t0 < t1 < . . . < tN = T , and tn = nτ , n = 0, . . . , N . Then by setting ϕn = ϕ(jτ) for j ≥ 0, the

multistep method with generating functions (see, e.g. [22, p. 27, Lemma 2.3])

σ(ξ) = akξ
k + ...+ a0 and ρ(ξ) = bkξ

k + ...+ b0

gives for n ≥ 0
k∑
j=0

ajyn+j−k = τ

k∑
j=0

bj (zyn+j−k + ϕn+j−k) , (5.2)

with starting values y−k = ... = y−1 = 0 and ϕ−k = ... = ϕ−1 = 0. Multiplying (5.2) by ξn and

summing over n from 0 to ∞ we obtain

(a0ξ
k + ...+ ak)ỹ(ξ) = τ(b0ξ

k + ...+ bk)(zỹ(ξ) + ϕ̃(ξ)),

with the generating series ỹ(ξ) =
∑∞
n=0 ynξ

n and ϕ̃(ξ) =
∑∞
n=0 ϕnξ

n. Then rearranging the terms and

solving this equation we get

ỹ(ξ) = (δ(ξ)/τ − z)−1ϕ̃(ξ),
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where δ(ξ) = σ(1/ξ)/ρ(1/ξ) is the quotient of the generating polynomials of the linear multistep

method. Further, the similar argument yields

g̃(ξ) = (δ(ξ)/τ)ỹ(ξ) = (δ(ξ)/τ)(δ(ξ)/τ − z)−1ϕ̃(ξ).

Then by the Cauchy integral formula, the approximation for R∂αt ϕ(tn) is the n-th coefficient of

1

2πi

∫
Γ

zα−1(δ(ξ)/τ)(δ(ξ)/τ − z)−1ϕ̃(ξ) dz = (δ(ξ)/τ)αϕ̃(ξ),

which can be explicitly expressed as

R∂αt ϕ(tn) ≈
∑

0≤jτ≤tn

ωjϕ(tn − jτ) := ∂̄ατ ϕ(tn), n ≥ 0, (5.3)

where the quadrature weights {ωj}∞j=0 are determined by the generating function:
∑∞
j=0 ωjξ

j =

(δ(ξ)/τ)α. Then the fully discrete scheme follows from the semidiscrete scheme (5.1) and the ap-

proximation (5.3).

5.1.2 Discrete operational calculus framework

In order to derive an error estimate for the fully discrete schemes, we describe the framework

developed in [10, Sections 2 and 3], initiated in [46, 47]. Let K be a complex valued or operator valued

function which is analytic in a sector Σθ := {z ∈ C : | arg z| ≤ θ}, θ ∈ (0, π/2) and is bounded by

‖K(z)‖ ≤M |z|−µ ∀z ∈ Σθ, (5.4)

for some µ, M ∈ R. Then K(z) is the Laplace transform of a distribution k on the real line, which

vanishes for t < 0, has its singular support empty or concentrated at t = 0, and which is an analytic

function for t > 0. For t > 0, the analytic function k(t) is given by the inversion formula

k(t) =
1

2πi

∫
Γ

K(z)eztdz, t > 0,

where Γ is a contour lying in the sector of analyticity, parallel to its boundary and oriented with

increasing imaginary part. With ∂t being time differentiation, we define K(∂t) as the operator of

(distributional) convolution with the kernel k : K(∂t)g = k ∗ g for a function g(t) with suitable
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smoothness. Further, we note that the convolution rule of Laplace transforms gives the following

associativity property: for the operators K1 and K2 (generated by the kernels k1 and k2), we have

K1(∂t)K2(∂t) = (K1K2)(∂t). (5.5)

Now we describe the time discretization process. We divide the interval [0, T ] into a uniform grid

with a time step size τ = T/N , N ∈ N, with 0 = t0 < t1 < . . . < tN = T , and tn = nτ , n = 0, . . . , N .

Then the convolution quadrature K(∂̄τ )g(t) of K(∂t)g(t) is defined by (see e.g. [47]):

K(∂̄τ )g(t) =
∑

0≤jτ≤t

ωjg(t− jτ), t > 0, (5.6)

where the quadrature weights {ωj}∞j=0 are determined by the generating function:
∑∞
j=0 ωjξ

j =

K(δ(ξ)/τ). Here δ is the quotient of the generating polynomials of a stable and consistent linear

multistep method. Here we consider the backward Euler (BE) method and second-order backward

difference (SBD) method, for which

δ(ξ) =


(1− ξ), BE,

(1− ξ) + (1− ξ)2/2, SBD.

We remark that the quadrature weights {ωj} can be computed efficiently via the fast Fourier transform

[67]. The associativity property is also valid for convolution quadratures:

K1(∂̄τ )K2(∂̄τ ) = (K1K2)(∂̄τ ). (5.7)

Next we derive the fully discrete schemes. First, we rewrite the semidiscrete scheme (5.1) in the

form

uh = (∂αt +Ah)−1∂αt vh + (∂αt +Ah)−1fh. (5.8)

Then the associativity property (5.7) yields the BE scheme for the case 0 < α < 1:

Unh = (∂̄ατ +Ah)−1∂̄ατ vh + (∂̄ατ +Ah)−1fh. (5.9)

100



It is equivalent to the following method: find Unh for n = 1, 2, . . . , N such that

∂̄ατ U
n
h +AhU

n
h = ∂̄ατ vh + Fnh , with U0

h = vh, Fnh = Phf(tn). (5.10)

Remark 5.1.1. In the BE scheme, the term at j = 0 can be omitted since by construction uh(0)−vh =

0. Further, we note that the first-order convergence remains valid for the modified scheme even if the

condition ϕ(0) = 0 does not hold [69, 48].

Next we turn to the SBD scheme. It is known that the convolution quadrature (5.6) is only first-

order accurate if g(0) 6= 0, e.g., for g ≡ 1 [47, Theorem 5.1] [10, Section 3]. Hence, to get a second-order

approximation one needs to introduce some correction. For this we follow the approach proposed in

[48, 10]. Using the notation ∂βt u, β < 0 for the Riemann-Liouville integral

∂βt u =
1

Γ(−β)

∫ t

0

(t− s)−β−1u(s)ds and (∂αt +Ah)−1 = ∂−αt − (I + ∂−αt Ah)−1∂−αt Ah,

after splitting fh = fh,0 + f̃h, with fh,0 = fh(0) and f̃h = fh− fh,0, we rewrite the semidiscrete scheme

(5.8) as

uh = vh − (∂αt +Ah)−1Ahvh + (∂αt +Ah)−1(fh,0 + f̃h)

= vh − (∂αt +Ah)−1∂t∂
−1
t Ahvh + (∂αt +Ah)−1(∂t∂

−1
t fh,0 + f̃h).

Now with ∂̄ατ being the convolution quadrature for the SBD formula we get

Unh = vh − (∂̄ατ +Ah)−1∂̄τ∂
−1
t Ahvh + (∂̄ατ +Ah)−1(∂̄τ∂

−1
t fh,0 + f̃h). (5.11)

The purpose of keeping the operator ∂−1
t is to achieve a second-order accuracy. Letting 1τ = (0, 3/2, 1, . . .),

using the identity 1τ = ∂̄τ∂
−1
t 1 at grid points tn [10], and the associativity (5.7), the scheme (5.11)

can be rewritten as

(∂̄ατ +Ah)(Unh − vh) = −1τAhvh + 1τfh,0 + f̃h.

Hence the second-order fully discrete scheme for the fractional diffusion case is: find Unh , n ≥ 1 such

that

∂̄ατ U
1
h +AhU

1
h + 1

2AhU
0
h = ∂̄ατ U

0
h + F 1

h + 1
2F

0
h ,

∂̄ατ U
n
h +AhU

n
h = ∂̄ατ U

0
h + Fnh , 2 ≤ n ≤ N.

(5.12)
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Here Fnh = Phf(tn) and U0
h = vh.

The purpose of the modification at the first step is to achieve a second order convergence. Otherwise,

the scheme can only achieve a first-order convergence, unlike that for the classical parabolic problem

[73].

Remark 5.1.2. It is known that without a correction the SBD scheme in general is only first-order

accurate. Lubich [46, 47] developed various modifications for the first step to obtain second-order

method. Here we have used his ideas. Even though these modifications are now well understood in the

numerical PDEs community, it seems that this is not the case in the community of fractional differential

equations. Inadvertent implementation can compromise the convergence rate [74, Section 3.2].

Last we remark that the quadrature weights {ωj} can be computed efficiently via the fast Fourier

transform [67]. Specifically, if f(z) is an analytic function in the closed unit disc, then the expansion

coefficients {fj} can be computed by Cauchy integrals, i.e.,

f(z) =

∞∑
j=0

fjz
j , fj =

1

2πi

∫
C
z−j−1f(z)dz,

where the contour C is the unit disc oriented counterclockwise. Upon introducing the variable z = eiψ,

the coefficient fj can be determined by

fj =
1

2π

∫ 2π

0

e−ijψf(eiψ)dψ,

which can be evaluated efficiently via the fast Fourier transform.

Remark 5.1.3. The SBD scheme for the Riemann-Liouville derivative was recently analyzed in [38],

by means of a Fourier transform and uses substantially the zero extension ϕ̄ of ϕ for t < 0. In

particular, the assumption R
−∞D

3−α
t ϕ̄ ∈ L1(R) requires ϕ(0) = ϕ′(0) = 0 and also ϕ′′(0) = 0 for

α close to zero. These conditions are very restrictive, and do not hold even in the simplest case of

a homogeneous problem [68]. In view of Remark 5.1.2, these conditions are not needed for the SBD

scheme. To avoid these restrictions, we have employed the elegant technique developed in [10].

5.2 Error analysis by discretized operational calculus

Now we analyze the fully discrete schemes derived in Section 5.2. Our goal and main achievements

are error estimates that are expressed not by some assumed regularity of the solution but directly in
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terms of the initial data, including nonsmooth data. The analysis is done in two steps. The semidiscrete

method (3.1) and the appropriate error bounds for the error u(t)−uh(t) have been discussed in Chapter

3. Next we analyze the error uh(tn)−Unh between the solutions of the semidiscrete and the fully discrete

problems.

5.2.1 Error analysis for BE method

Now we derive L2 error estimates for the fully discrete schemes (5.10) using the technique developed

in [47, 10]. Here we denote for z ∈ Σθ, θ ∈ (π/2, π), G(z) = zα(zα+Ah)−1. Then for the homogeneous

problem (f ≡ 0), by (5.8) and (5.9), the difference between Unh and uh(tn) can be represented by

Unh − uh(tn) = (G(∂̄τ )−G(∂t))vh. (5.13)

For the error analysis, we need the following estimate [47, Theorem 5.2].

Lemma 5.2.1. Let K(z) be analytic in Σθ and (5.4) hold. Then for g(t) = ctβ−1, the convolution

quadrature based on the BE method satisfies

‖(K(∂t)−K(∂̄τ ))g(t)‖ ≤

 Ctµ−1τβ , 0 < β ≤ 1,

Ctµ+β−2τ, β ≥ 1.

Then an estimate for uh(tn)− Unh for v ∈ L2(Ω) follows immediately.

Lemma 5.2.2. Let uh and Unh be the solutions of problem (3.1) and (5.10) with v ∈ L2(Ω), U0
h =

vh = Phv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτt−1
n ‖v‖L2(Ω), n ≥ 1.

Proof. By (4.3), there holds G(z) ≤ C for z ∈ Σθ. Hence (5.13) and Lemma 5.2.1 (with µ = 0 and

β = 1) give

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτt−1
n ‖vh‖L2(Ω).

and the desired result follows directly from the L2(Ω) stability of Ph.

Remark 5.2.1. The stability of the fully discrete scheme follows from Lemma 5.2.2

‖Unh ‖L2(Ω) ≤ ‖Unh − uh(tn)‖L2(Ω) + ‖uh(tn)‖L2(Ω) ≤ C‖U0
h‖L2(Ω).
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Next we turn to the case of smooth initial data, i.e., v ∈ Ḣ2(Ω).

Lemma 5.2.3. Let uh and Unh be the solutions of problem (3.1) and (5.10) with v ∈ Ḣ2(Ω), U0
h =

vh = Rhv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτtα−1
n ‖Av‖L2(Ω), n ≥ 1.

Proof. Using the fact G(z) = I−(zα+Ah)−1Ah and denoting Gs(z) = (zα+Ah)−1, then Unh −uh(tn) =

(Gs(∂̄τ )−Gs(∂t))Ahvh. Now using (4.3) and Lemma 5.2.1 (with µ = α and β = 1) gives

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτtα−1
n ‖Ahvh‖L2(Ω).

Now the desired result follows directly from the fact that AhRh = PhA.

The error estimates for the fully discrete scheme (5.10) follows from the triangle inequality and

Theorems 3.1.1, 3.1.3.

Theorem 5.2.1. Let u and Unh be the solutions of problem (2.7) and (5.10) with U0
h = vh and f ≡ 0,

respectively. Then the following estimates hold

(a) If v ∈ Ḣ2(Ω) and vh = Rhv, then for n ≥ 1

‖u(tn)− Unh ‖L2(Ω) ≤ C(τtα−1
n + h2)‖v‖Ḣ2(Ω).

(b) If v ∈ L2(Ω) and vh = Phv, then for n ≥ 1

‖u(tn)− Unh ‖L2(Ω) ≤ C(τt−1
n + h2t−αn )‖v‖L2(Ω).

The next corollary gives the error estimate for the intermediate case, i.e., v ∈ Ḣ1(Ω).

Corollary 5.2.1. Using Remark 5.2.1 and interpolation we can get the following bound for data of

intermediate smoothness, i.e., for v ∈ Ḣ1(Ω) and vh = Phv:

‖u(tn)− Unh ‖L2(Ω) ≤ C(τtα/2−1
n + h2t−α/2n )‖v‖Ḣ1(Ω).
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5.2.2 Error analysis for the SBD scheme

Now we turn to the analysis of the SBD scheme. Like Lemma 5.2.1, the following estimate holds

[47, Theorem 5.2].

Lemma 5.2.4. Let K(z) be analytic in Σθ and (5.4) hold. Then for g(t) = ctβ−1, the convolution

quadrature based on the SBD satisfies

‖(K(∂t)−K(∂̄τ ))g(t)‖ ≤

 Ctµ−1τβ , 0 < β ≤ 2,

Ctµ+β−3τ2, β ≥ 2.

Now we state the following result for the nonsmooth data, i.e., v ∈ L2(Ω).

Lemma 5.2.5. Let uh and Unh be the solutions of problem (3.1) and (5.12) with v ∈ L2(Ω), U0
h =

vh = Phv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτ2t−2
n ‖v‖L2(Ω).

Proof. Like before, the difference between uh(tn) and Unh can be represented by

uh(tn)− Unh = (G(∂αt )−G(∂̄τ ))∂−1
t (Ahvh)(tn),

where G(z) = −z(zα +Ah)−1Ah. By (4.3) and the identity

G(z) = −z(zα +Ah)−1Ah = −zI + zα+1(zα +Ah)−1) ∀z ∈ Σθ,

there holds ‖G(z)‖ ≤ C|z|, for z ∈ Σθ. Then Lemma 5.2.4 (with µ = −1 and β = 2) gives

‖Unh − uh(tn)‖L2(Ω) ≤ Cτ2t−2
n ‖vh‖L2(Ω),

and the desired result follows directly from the L2(Ω) stability of Ph.

Next we turn to smooth initial data, i.e., v ∈ Ḣ2(Ω).

Lemma 5.2.6. Let uh and Unh be the solutions of problem (3.1) and (5.12) with v ∈ Ḣ2(Ω), U0
h =
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vh = Rhv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτ2tα−2
n ‖Av‖L2(Ω).

Proof. By setting Gs(z) = −z(zα +Ah)−1, Unh − uh(tn) can be written by

Unh − uh(tn) = (Gs(∂̄τ )−Gs(∂t))Ahvh.

From (4.3), we deduce

‖Gs(z)‖ ≤M |z|1−α ∀z ∈ Σθ.

Now Lemma 5.2.4 (with µ = α− 1 and β = 2) gives

‖Unh − uh(tn)‖L2(Ω) ≤ Cτ2tα−2
n ‖Ahvh‖L2(Ω),

and the desired estimate follows from the identity AhRh = PhA.

Then the error estimates for the fully discrete scheme (5.12) follows from the triangle inequality

and Theorems 3.1.1, 3.1.3.

Theorem 5.2.2. Let u and Unh be the solutions of problem (2.7) and (5.12) with U0
h = vh and f ≡ 0,

respectively. Then the following estimates hold

(a) If v ∈ Ḣ2(Ω) and vh = Rhv, then for n ≥ 1

‖u(tn)− Unh ‖L2(Ω) ≤ C(τ2tα−2
n + h2)‖v‖Ḣ2(Ω).

(b) If v ∈ L2(Ω) and vh = Phv, then for n ≥ 1

‖u(tn)− Unh ‖L2(Ω) ≤ C(τ2t−2
n + h2t−αn )‖v‖L2(Ω).
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5.3 Error analysis by discrete Laplace transform

We note that the error estimates in Theorems 5.2.1 and 5.2.2 can be derived using the technique

discussed in Chapter 4. To this end, we consider the following splittings

wh = uh − vh and Wn
h = Unh − vh.

5.3.1 Error analysis for the BE method

We first consider the BE scheme (5.10). Recall that the integral representation of wh has been

given by

wh(t) =
1

2πi

∫
Γθ,δ

eztK(z)vh dz (5.14)

with K(z) = −z−1(zαI +Ah)−1Ah, while the representation of Wh is given in the following lemma.

Lemma 5.3.1. Let K(z) = −z−1(zαI +Ah)−1Ah. Then Wh
n can be represented by

Wn
h (t) =

1

2πi

∫
Γτ

eztn−1K(
1− e−zτ

τ
)vh dz,

with the contour Γτ = {z ∈ Γδ,θ : |=(z)| ≤ π/τ}.

Proof. By the definition, Wn
h satisfies the time-stepping scheme

∂̄ατW
n
h +AWn

h = −Ahvh, (5.15)

with W 0
h = 0 and ∂̄ατW

n
h is defined in Section 5.1. Now multiplying both sides of the equation by ξn

and summing from 1 to ∞ yields

∞∑
n=1

(∂̄ατW
n
h )ξn +AhW̃h(ξ) = −1̃s(ξ)Ahvh,

where 1s denotes the right-sided shifted identity vector, i.e., 1s = (0, 1, 1, ...) and hence 1̃s(ξ) = ξ/(1−ξ).

Using the fact W 0
h = 0, we have

∞∑
n=1

(∂̄ατW
n
h )ξn =

∞∑
n=0

τ−α
n∑
j=0

(
ωn−jξ

n−j) (W j
hξ
j
)

= ((1− ξ)/τ)αW̃h(ξ).
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Thus by simple calculation we have

W̃h(ξ) = (ξ/τ)K((1− ξ)/τ)vh.

Since W̃h(ξ) is analytic at ξ = 0, Cauchy theorem implies that for % small enough

Wn
h =

1

2τπi

∫
|ξ|=%

ξ−nK((1− ξ)/τ)vh dξ.

Now by changing variable ξ = e−zτ we obtain

Wn
h =

1

2πi

∫
Γ0

eztn−1K((1− e−ztn/τ))vh dz,

where the contour Γ0 = {z = − ln(%)/τ + iy : |y| ≤ π/τ} is oriented counterclockwise. Finally, we

obtain the desired representation by deforming the contour Γ0 to Γτ = {z ∈ Γθ,δ : |=(z)| ≤ π/τ} and

using the periodicity of the exponential function.

The next lemma provides basic estimates on the kernel K. The estimates follow analogously to

that in Chapter 4, and hence the proof is omitted.

Lemma 5.3.2. Let K(z) = −z−1Ah(zαI +Ah)−1. Then

‖K(z)‖ ≤ C|z|−1 and ‖K ′(z)‖ ≤ C|z|−2 ∀z ∈ Σ′θ,

‖e−zτK(
1− e−zτ

τ
)−K(z)‖ ≤ Cτ ∀z ∈ Γτ .

Now we can state an estimate for the temporal error for v ∈ L2(Ω).

Theorem 5.3.1. Let uh and Unh be the solutions of problem (3.1) and (5.10) with v ∈ L2(Ω), U0
h =

vh = Phv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτt−1
n ‖v‖L2(Ω).
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Proof. By Lemma 5.3.1, the error can be split by

wh(tn)−Wn
h =

1

2πi

∫
Γτ

eztn
(
K(z)− e−zτK(

1− e−zτ

τ
)

)
vh dz

+
1

2πi

∫
Γθ,δ\Γτ

eztnK(z)vhdz = I + II.

By Lemma 5.3.2, we arrive at the following bound on II

‖II‖L2(Ω) ≤ C‖vh‖L2

∫ ∞
π/τ

ertn cos θr−1dr

≤ Cτ‖vh‖L2

∫ ∞
π/τ

ertn cos θdr ≤ Cτt−1
n ‖v‖L2 .

(5.16)

With the choice δ = t−1
n and Lemma 5.3.2 we bound the term I

‖I‖L2(Ω) ≤ Cτ‖vh‖L2(Ω)

(∫ π/(τ sin θ)

π/(tn sin θ)

e−rtn cos θ dr +

∫ π−θ

−π+θ

ecosψt−1
n dψ

)

≤ Ct−1
n τ‖vh‖L2(Ω).

(5.17)

Then (5.17), (5.16) and the L2-stability of the projection Ph yields

‖wh(tn)−Wn
h ‖L2(Ω) ≤ Cτt−1

n ‖v‖L2(Ω).

Then the desired result follows directly from the identity Unh − uh(tn) = Wn
h − wh(tn).

Remark 5.3.1. Note that high order estimates of the term II can be improved by

‖II‖L2(Ω) ≤ Cτ2‖vh‖L2

∫ ∞
π/τ

ertn cos θrdr ≤ Cτ2t−2
n ‖v‖L2

Next we turn to smooth initial data, i.e., v ∈ Ḣ2(Ω). To this end, we first state some basic estimates

on the solution kernel Ks(z) = −z−1(zαI + Ah)−1. The proof is analogous to that in Chapter 4, and

hence omitted.

Lemma 5.3.3. Let Ks(z) = −z−1(zαI +Ah)−1. Then

‖Ks(z)‖ ≤ C|z|−α−1 and ‖K ′s(z)‖ ≤ C|z|−α−2 ∀z ∈ Σπ−θ,

‖e−zτKs(
1− e−zτ

τ
)−Ks(z)‖ ≤ Cτ |z|−α ∀z ∈ Γτ .
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Now we state an estimate of the temporal error for smooth initial data.

Theorem 5.3.2 (0 < α < 1). Let uh and Unh be the solutions of problem (3.1) and (5.10) with

v ∈ Ḣ2(Ω), U0
h = vh = Rhv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτtα−1
n ‖Av‖L2(Ω).

Proof. By Lemma 5.3.1, we may split the error into

uh(tn)− Unh =
1

2πi

∫
Γτ

eztn
(
Ks(z)− e−zτKs(

1− e−zτ

τ
)

)
Ahvh dz

+
1

2πi

∫
Γθ,δ\Γτ

eztnKs(z)Ahvhdz = I + II.

By Lemma 5.3.3 and choosing δ = 1/tn we bound the term I by

‖I‖L2(Ω) ≤ CT τ‖Ahvh‖L2(Ω)

(∫ π/(τ sin θ)

π/(tn sin θ)

e−rtn cos θr−αdr +

∫ π−θ

−π+θ

ecosψtα−1
n dψ

)

≤ Ctα−1
n τ‖Ahvh‖L2(Ω).

Appealing again to Lemma 5.3.3 yields

‖II‖L2(Ω) ≤ C‖Ahvh‖L2(Ω)

∫ ∞
π/(τ sin θ)

e−rtn cos θr−α−1 dr

≤ Cτ‖Ahvh‖L2(Ω)

∫ ∞
0

e−rtn cos θr−α dr ≤ Cτtα−1
n ‖Ahvh‖L2(Ω).

The desired result follows from these two estimates and the identity AhRh = PhA.

Remark 5.3.2. Note that high order estimates of the term II can be improved by

‖II‖L2(Ω) ≤ Cτ2‖Ahvh‖L2(Ω)

∫ ∞
0

e−rtn cos θr−α+1 dr ≤ Cτ2tα−2
n ‖Ahvh‖L2(Ω).

The error estimates in Theorem 5.2.1 follows from the triangle inequality and Section 3.1.

5.3.2 Error analysis for the SBD method

Now we derive the error estimates for the fully discrete scheme (5.12). Like before, we define

Wn
h = Unh − vh, which admits the following representation.
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Lemma 5.3.4. Let K(z) = −z−1(zαI +Ah)−1Ah. Then Wn
h can be represented by

Wn
h =

1

2πi

∫
Γτ

eztnµ(e−τz)K(δ(e−τz)/τ)vh dz,

with δ(ξ) = (1− ξ) + (1− ξ)2/2 and the contour Γτ = {z ∈ Γθ,δ : |=(z)| ≤ π/τ}.

Proof. By the definition of scheme (5.12), Wn
h satisfies

∂̄ατW
1
h +AhW

1
h = −3

2
AhU

0
h and ∂̄ατW

n
h +AhW

n
h = −1

2
AhU

0
h (5.18)

with W 0
h = 0. Multiplying by ξn (5.18), respectively, and summing from 1 to ∞, we obtain

(δ(ξ)/τ)αW̃h(ξ) +AhW̃h(ξ) = − 3ξ − ξ2

2(1− ξ)
Ahvh,

where δ(ξ) = (1− ξ) + (1− ξ)2/2. Consequently

W̃h(ξ) =
3ξ − ξ2

2(1− ξ)
B(δ(ξ)/τ)vh,

with B(z) = −Ah((δ(ξ)/τ)α + Ah)−1. Since W̃h(ξ) is analytic at ξ = 0, for % small enough, Wn
h , the

coefficient Wn
h of the Taylor series expansion of W̃h(ξ), according to Cauchy’s theorem, is given by

Wn
h =

1

2πi

∫
|ξ|=%

3ξ − ξ2

2(1− ξ)ξn+1
B(p(ξ)/τ)vh dξ =

1

2τπi

∫
|ξ|=%

ξ−n−1µ(ξ)K(p(ξ)/τ)vh dξ,

where µ(ξ) = ξ(3 − ξ)2/4. Analogous to the proof of Lemma 5.3.1, we change the variable ξ = e−τz

and deform the integral contour to arrived at the desired representation.

We state an analogue of Lemma 5.3.2 for the second-order scheme, which is key to the error analysis.

Lemma 5.3.5. Let µ(ξ) = ξ(3− ξ)2/4, and θ ∈ (π/2, 3π/4). Then for any z ∈ Γτ , we have

‖µ(e−τz)K(δ(e−τz)/τ)−K(z)‖ ≤ Cτ2|z|.
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Proof. By the triangle inequality

‖µ(e−τz)K(δ(e−τz)/τ)−K(z)‖ ≤ |µ(e−τz)− 1|‖K(δ(e−τz)/τ)‖

+ ‖K(δ(e−τz)/τ)−K(z)‖ = I + II.

(5.19)

By Taylor expansion of the exponential function, there holds

µ(e−τz) = 4−1(9e−τz − 6e−2τz + e−3τz)

= 1 + (τz)2
∞∑
n=0

(−1)n

(n+ 2)!
(9(τz)n − 6(2τz)n + (3τz)n) .

Now by observing |τz| ≤ π/ sin θ, the infinite series converges and can be bounded independent of z,

and thus

|µ(e−τz)− 1| ≤ Cτ2|z|2. (5.20)

Next we let χ(z) = p(e−τz)/τ = (3/2− 2e−τz + e−2τz/2)/τ . Like before, we split the contour Γτ into

Γτ = Γ+
τ ∪ Γcτ ∪ Γ−τ . Then

|χ(z)| = |z|
∣∣∣∣3− 4e−τz + e−2τz

2τz

∣∣∣∣ .
Upon setting ζ = −zτ = re−iθ and r′ = r cos θ and φ = r sin θ, we obtain

∣∣∣∣3− 4e−zτ + e−2τz

2zτ

∣∣∣∣ =

∣∣∣∣4eζ − e2ζ − 3

2ζ

∣∣∣∣ =
((e2r′ − 4er

′
cosφ+ 3)2 + 4e2r′ sin2(φ))1/2

2r
.

This together with the inequality (a2 + b2)1/2 ≥ (|a|+ |b|)/
√

2 for a, b ∈ R yields

∣∣∣∣3− 4e−zτ + e−2τz

2zτ

∣∣∣∣ ≥ |e2r′ − 4er
′
cosφ+ 3|

2
√

2r
+
er
′
sinφ√
2r

.

The quantity on the right hand side is bounded from above and below by positive constants, by noting

r ≤ π/ sin θ. Hence we obtain that

c|z| ≤ |χ(z)| ≤ C|z|. (5.21)

for some constants c, C > 0 independent of z. This together with (5.20) and Lemma 5.3.2 implies

I = |µ(e−τz)− 1|‖K(χ(z))‖ ≤ Cτ2|z|.
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Next we bound the second term II. By the mean value theorem, there exists some η ∈ [0, 1], zη =

ηχ(z) + (1− η)z, such that

‖K(χ(z))−K(z)‖ = ‖K ′(zη)‖
∣∣χ(z)− z

∣∣ ≤ C|zη|−2|z|3τ2,

where the last inequality follows from Lemma 5.3.2 and the estimate

|χ(z)− z| ≤ 1

2
τ2|z|3

∞∑
j=3

|τz|j−3

j!
(2j − 4) ≤ Cτ2|z|3.

Thus it suffices to show |zη| > c|z|. We note that Taylor expansion yields

|zη| = |z|

∣∣∣∣∣∣1 + η

 ∞∑
j=2

(−1)j+1 (2j − 2)(zτ)j

(j + 1)!

∣∣∣∣∣∣ ,
and |zτ | ≤ 1 for z ∈ Γcτ . Hence |zη| ≥ c|z| for z ∈ Γcτ .

Next we show =(χ(z)) ≥ 0 for z ∈ Γ+
τ . Let τz = rei(π−θ). Then

=(χ(z)) = τ−1(4er cos θ sin r sin θ − e2r cos θ sin 2r sin θ)

= 2τ−1er cos θ sin r sin θ(2− er cos θ cos r sin θ).

We note that for any fixed θ ∈ (0, π/2), the function er cos θ is increasing in r, whereas cos r sin θ is

decreasing in r (r sin θ ≤ π). Obviously, for r sin θ ∈ [π/2, π], =(χ) ≥ 0. It suffices to consider the case

r sin θ ∈ [0, π/2]. To this end, we consider the extreme of the function f(r) = 2− er cos θ cos r sin θ:

f ′(r) = −er cos θ((cos θ)(cos r sin θ)− (sin θ)(sin r sin θ)) = −er cos θ cos(θ + r sin θ).

By noting the range of θ and r sin θ, the only interior critical point is achieved at θ + r sin θ = π/2,

i.e., r sin θ = π/2− θ, and at this point, =(χ) achieves its minimum with a value

2τ−1er cos θ sin r sin θ(2− e(π/2−θ) cos θ/ sin θ sin θ).

For θ ∈ (π/4, π/2), the term in the bracket is positive, and thus =(χ) ≥ 0. This and (5.21) yield for
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z ∈ Γ+
τ

|zη| ≥ min(|z|, |χ(z)|) cos
π − θ

2
≥ c|z|.

Hence for z ∈ Γτ , we derive a bound for the second term II

II = ‖K(δ(e−τz)/τ)−K(z)‖ ≤ Cτ2|z|,

which completes the proof of the lemma.

Now we can state the time discretization error for the scheme (5.12).

Lemma 5.3.6. Let uh and Unh be the solutions of problem (3.1) and (5.12) with v ∈ L2(Ω), U0
h =

vh = Phv ∈ L2(Ω) and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτ2t−2
n ‖v‖L2(Ω).

Proof. Lemma 5.3.4 and the representation of wh in Lemma 5.3.1 give the following representation of

the error

Wn
h − wh(tn) =

1

2πi

∫
Γτ

eztn
(
µ(e−τz)K(δ(e−τz)/τ)−K(z)

)
vh dz

− 1

2πi

∫
Γδ,π−θ\Γτ

eztnK(z)vh dz = I + II.

For the term I, we appeal to Lemma 5.3.5 and the choice δ = 1/tn to deduce

‖I‖L2(Ω) ≤ CT τ2‖vh‖L2(Ω)

(∫ π/(τ sin θ)

0

e−rtn cos θr dr +

∫ π−θ

−π+θ

ecosψt−2
n dψ

)

≤ CT t−2
n τ2‖vh‖L2(Ω).

Then the error estimate for nonsmooth data follows by this, Remark 5.3.1 and Lemma 3.1.1.

Next we turn to the case of smooth initial data, i.e., v ∈ Ḣ2(Ω). We shall need the following

estimate. The proof is similar to Lemma 5.3.5 and hence omitted.

Lemma 5.3.7. Let Ks(z) = −z−1(zα + Ah)−1, µ(ξ) = ξ(3 − ξ)2/4, and θ ∈ (π/4, π/2). Then there
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exists a constant C independent of z such that

‖µ(e−zτ )Ks(δ(e
−τz)/τ)−Ks(z)‖ ≤ Cτ2(1 + |z|α) ∀z ∈ Γτ .

Lemma 5.3.8. Let uh and Unh be the solutions of problem (3.1) and (5.12) with v ∈ Ḣ2(Ω), U0
h =

vh = Rhv and f ≡ 0, respectively. Then there holds

‖uh(tn)− Unh ‖L2(Ω) ≤ Cτ2tα−2
n ‖v‖Ḣ2(Ω).

Proof. For v ∈ D(A) = Ḣ2(Ω), the error representation (4.21) can be rewritten as

Wn
h − wh(tn) =

1

2πi

∫
Γτ

eztn
(
µ(e−τz)Ks(δ(e

−τz)/τ)−Ks(z)
)
Ahvh dz

− 1

2πi

∫
Γθ,δ\Γτ

eztnK̂s(z)Ahvh dz = I + II.

(5.22)

By Lemma 5.3.7 and the choice δ = t−1
n , we derive the following bound:

‖I‖L2(Ω) ≤ CT τ2‖Ahvh‖L2(Ω)

(∫ π/(τ sin θ)

0

e−rtn cos θrα dr +

∫ π−θ

−π+θ

ecosψt−1−α
n dψ

)

≤ CT t−1+α
n τ2‖Ahvh‖L2(Ω).

This, Remark 5.3.2 and the identity AhRh = PhA yield the desired estimate.

The error estimates in Theorem 5.2.2 follow from Lemmas 5.3.6 and 5.3.8, the triangle inequality

and Section 3.1.

5.4 Numerical results

In this section, we present numerical results to illustrate the efficiency and accuracy of our fully

discrete schemes, and to verify the convergence theory in Section 5.2. We consider the following three

examples:

(a) Ω = (0, 1), and v = 1 ∈ Ḣ1/2−ε(Ω) with ε > 0;

(b) Ω = (0, 1)2, and v = xy(1− x)(1− y) ∈ Ḣ2(Ω);

(c) Ω = (0, 1)2, and v = χ(0,1/2]×(0,1) ∈ Ḣ1/2−ε(Ω) with ε > 0;
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Since the spatial convergence of the semidiscrete scheme for the fractional diffusion equation was

already studied in [28, 25], we focus on the temporal convergence rate at t = 0.1.

Numerical results for example (a): The numerical results for example (a) are shown in Table 5.1.

For comparison we have also included the numerical results obtained by the three existing schemes

described in [29, Section 2]. In all tables, rate refers to the empirical convergence rate of the errors

when the time step size τ halves, and the numbers in the bracket denote theoretical convergence rates.

The proposed schemes, BE (backward Euler) and SBD (second-order backward difference), achieve

first and second-order convergence, respectively, independently of the fractional order α. This is in

excellent agreement with the theory. We also present the numerical results for the L1 time stepping

schemes discussed in Chapter 4. As to the two schemes due to Zeng et al [77], the convergence of their

first scheme strongly depends on the fractional order α, and fails to achieve a first-order rate for α close

to unity. Their second scheme, which theoretically is O(τ2−α) accurate, can only achieve a first-order

convergence for nonsmooth data. These results indicates that existing time stepping schemes may not

work well for nonsmooth data, whereas our fully discrete schemes are robust and accurate.

Table 5.1: The L2-norm of the error for example (a) at t = 0.1 with h = 2−12.

α\N method 10 20 40 80 160 320 rate

BE 4.75e-4 2.35e-4 1.17e-4 5.82e-5 2.91e-5 1.45e-5 1.00 (1.00)

SBD 4.69e-5 1.10e-5 2.66e-6 6.57e-7 1.66e-7 4.44e-8 1.98 (2.00)

0.1 L1 4.48e-4 2.19e-4 1.09e-4 5.41e-5 2.70e-5 1.34e-5 1.00

Zeng I 1.04e-2 5.38e-3 2.77e-3 1.42e-3 7.28e-4 3.72e-4 0.96

Zeng II 3.89e-4 1.94e-4 9.70e-5 4.84e-5 2.42e-5 1.21e-5 1.00

BE 5.10e-3 2.51e-3 1.24e-3 6.20e-4 3.09e-4 1.54e-4 1.00 (1.00)

SBD 5.97e-4 1.39e-4 3.34e-5 8.22e-6 2.04e-6 5.14e-7 2.00 (2.00)

0.5 L1 4.15e-3 1.96e-3 9.50e-4 4.65e-4 2.29e-5 1.14e-5 1.02

Zeng I 5.12e-2 3.04e-2 1.80e-2 1.07e-2 6.33e-3 3.75e-3 0.75

Zeng II 1.62e-3 8.52e-4 4.36e-4 2.20e-4 1.11e-4 5.56e-5 1.00

BE 1.65e-2 8.36e-3 4.21e-3 2.11e-3 1.06e-3 5.30e-4 1.00 (1.00)

SBD 8.61e-4 2.20e-4 5.54e-5 1.39e-5 3.49e-6 8.82e-7 1.99 (2.00)

0.9 L1 1.75e-2 8.72e-3 4.31e-3 2.13e-3 1.04e-3 5.18e-4 1.01

Zeng I 9.94e-2 6.77e-2 4.60e-2 3.10e-2 2.07e-2 1.35e-2 0.55

Zeng II 1.71e-2 1.75e-3 3.09e-4 1.60e-4 8.17e-5 4.12e-5 1.00
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Numerical results for examples (b) and (c): In Table 5.2, we report the numerical results for

examples (b) and (c) with α = 0.5; see also Figure 5.1 for the solution profiles. For both examples,

a convergence rate O(τ) and O(τ2) is observed for the BE and the SBD scheme, respectively, which

agrees with our convergence theory in Section 5.2. Further, if the spatial error is negligible, N is fixed

and tN → 0, then we deduce from Theorem 5.2.1 and interpolation that

‖UNh − u(tN )‖L2(Ω) ≤ Ct
qα/2
N N−1‖v‖Ḣq(Ω). (5.23)

In Table 5.3 and Figure 5.2 we show the L2-norm of the error for examples (b) and (c), for fixed N = 10

and tN → 0 with α = 0.5. It is observed that in the smooth case (b), the temporal error decreases

like O(t1/2), whereas in the nonsmooth case (c), it decays like O(t1/8). Note that in example (c), the

initial data v ∈ Ḣ1/2−ε(Ω) for any ε > 0, (5.23) predicts an error decay rate O(tα/4) = O(t1/8). Hence

the empirical rates in Table 5.3 and Figure 5.2 agree well with the theoretical prediction.

Table 5.2: The L2-norm of the error for examples (b) and (c) for t = 0.1, α = 0.5, and h = 2−9.

N method 5 10 20 40 80 rate

(b) BE 7.00e-3 3.34e-3 1.63e-3 8.05e-4 4.00e-4 1.00 (1.00)

SBD 2.00e-3 4.20e-4 9.79e-5 2.42e-5 6.54e-6 1.98 (2.00)

(c) BE 4.39e-3 2.09e-3 1.02e-3 5.05e-4 2.51e-4 1.01 (1.00)

SBD 1.25e-3 2.64e-4 6.13e-5 1.49e-5 3.79e-6 2.05 (2.00)

Table 5.3: The L2-norm of the error for examples (b) and (c) as t→ 0 with h = 2−9 and N = 10.

t 1e-3 1e-4 1e-5 1e-6 1e-7 1e-8 rate

(b) 6.16e-3 2.64e-3 8.93e-4 2.88e-4 9.20e-5 2.93e-5 0.49 (0.50)

(c) 5.86e-3 4.61e-3 3.32e-3 2.51e-3 1.92e-3 1.51e-3 0.12 (0.13)
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Figure 5.1: Numerical solutions of examples (b) and (c) by SBD with h = 2−7 and N = 1000, α = 0.5
at t = 0.1
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Figure 5.2: Numerical results for examples (b) and (c) using the BE method with h = 2−9 and N = 10,

α = 0.5 for t→ 0.

5.5 Extensions

In this section, we show that the framework discussed in Sections 5.1–5.4 can be extended to other

fractional models, such as diffusion-wave equation (2.22) and multi-term model (2.15).

5.5.1 Extension to the diffusion-wave equation

Now we first establish the fully discrete schemes for diffusion-wave equations (2.22). To this end,

we recall (2.3) and noting that

C∂αt ϕ = R∂αt (ϕ(t)− ϕ(0)− tϕ′(0)), for α ∈ (1, 2).
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Hence we may rewrite the spatial semidiscrete scheme (3.55) by

∂αt (uh − vh − tbh) +Ahuh = fh. (5.24)

Using the same framework in Section 5.1 we get the approximation of the diffusion-wave equation. In

this case the fully discrete scheme is: find Unh for n = 1, 2, ..., such that

∂̄ατ U
n
h +AhU

n
h = ∂̄ατ vh + (∂̄ατ t)bh + Fnh , with U0

h = vh, Fnh = Phf(tn), (5.25)

where ∂̄ατ is defined in Section 5.1 based on δ(ξ) = 1− ξ.

Further, the second-order fully discrete scheme reads

∂̄ατ U
1
h +AhU

1
h + 1

2AhU
0
h = ∂̄ατ U

0
h + ∂̄ατ (tbh) + F 1

h + 1
2F

0
h ,

∂̄ατ U
n
h +AhU

n
h = ∂̄ατ U

0
h + ∂̄ατ (tbh) + Fnh , 2 ≤ n ≤ N,

(5.26)

with U0
h = vh and Fnh = Phf(tn). Here ∂̄ατ is defined in Section 5.1 based on δ(ξ) = (1−ξ)+(1−ξ)2/2.

Then applying Lemma 5.2.1 and the same argument as that in Section 5.2.1 we arrive at the

following error bounds for the fully discrete scheme (5.25) for the diffusion-wave equation.

Theorem 5.5.1 (1 < α < 2, backward Euler). Let u and Unh be the solutions of problem (2.22) and

(5.25) with U0
h = vh and f ≡ 0, respectively. Then the following estimates hold

(a) If v, b ∈ Ḣ2(Ω) and vh = Rhv and bh = Rhv, then

‖u(tn)− Unh ‖L2(Ω) ≤ C
((
τtα−1
n + h2

)
‖v‖Ḣ2(Ω) +

(
τtαn + h2tn

)
‖b‖Ḣ2(Ω)

)
.

(b) If v, b ∈ L2(Ω) and vh = Phv and bh = Phb, then

‖u(tn)− Unh ‖L2(Ω) ≤ C
((
τt−1
n + h2t−αn

)
‖v‖L2(Ω) +

(
τ + h2t1−αn

)
‖b‖L2(Ω)

)
.

Then for the fully discrete scheme (5.26), we may derive the following error estimate by Theorems

3.5.1, 3.5.1, Lemma 5.2.4 and the same argument as that in Section 5.2.2.

Theorem 5.5.2 (1 < α < 2, second-order backward scheme). Let u and Unh be the solutions of problem

(2.22) and (5.26) with U0
h = vh and f ≡ 0, respectively. Then the following estimates hold
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(a) If v, b ∈ Ḣ2(Ω) and vh = Rhv and bh = Rhv, then

‖u(tn)− Unh ‖L2(Ω) ≤ C
((
τ2tα−2

n + h2
)
‖v‖Ḣ2(Ω) +

(
τ2tα−1

n + h2tn
)
‖b‖Ḣ2(Ω)

)
.

(b) If v, b ∈ L2(Ω) and vh = Phv and bh = Phb, then

‖u(tn)− Unh ‖L2(Ω) ≤ C
((
τ2t−2

n + h2t−αn
)
‖v‖L2(Ω) +

(
τ2t−1

n + h2t1−αn

)
‖b‖L2(Ω)

)
.

5.5.2 Extension to the multi-term fractional diffusion

In this part, we consider the multi-term fractional differential equation (2.15). The spatial semidis-

crete scheme (3.48) can be written as

P (∂̄τ )(uh − vh) +Ahuh = fh. (5.27)

Using the same framework in Section 5.1 we get the the fully discrete scheme. The backward Euler

scheme is: find Unh for n = 1, 2, ..., such that

P (∂̄τ )Unh +AhU
n
h = P (∂̄τ )vh + (P (∂̄τ )t)bh + Fnh , with U0

h = vh, Fnh = Phf(tn). (5.28)

where the symbol P (∂̄τ ) is defined by P (∂̄τ ) = ∂̄ατ +
∑m
k=1 bk∂̄

αk
τ and ∂̄ατ is defined in Section 5.1 based

on δ(ξ) = 1− ξ.

Further, the second-order backward finite difference scheme reads

P (∂̄τ )U1
h +AhU

1
h + 1

2AhU
0
h = P (∂̄τ )U0

h + ∂̄ατ (tbh) + F 1
h + 1

2F
0
h ,

P (∂̄τ )Unh +AhU
n
h = P (∂̄τ )U0

h + P (∂̄τ )(tbh) + Fnh , 2 ≤ n ≤ N,
(5.29)

with U0
h = vh and Fnh = Phf(tn). Here ∂̄ατ is defined in Section 5.1 based on δ(ξ) = (1−ξ)+(1−ξ)2/2.

Then the following error estimates follows from the same argument as that in Section 5.1.

Theorem 5.5.3 (Multi-term). Let u and Unh be the solutions of problem (2.15). Then the following

estimates hold for 0 ≤ q ≤ 2.
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(a) If Unh is the solution of the fully discrete scheme (5.28) with vh = Phv, then

‖u(tn)− Unh ‖L2(Ω) ≤ c
(
τtαq−1
n + h2t−(2−q)α/2

n

)
‖v‖Ḣq(Ω).

(b) If Unh is the solution of the fully discrete scheme (5.29) with vh = Phv, then

‖u(tn)− Unh ‖L2(Ω) ≤ c
(
τ2tαq−2

n + h2t−(2−q)α/2
n

)
‖v‖Ḣq(Ω).

5.5.3 Numerical results

In this section, we present numerical results for diffusion-wave equation. We consider the following

five examples (with ε ∈ (0, 1/2)):

(a) Ω = (0, 1), b = 0, (a1) v = x(1− x) ∈ Ḣ2(Ω) and (a2) v = 1 ∈ Ḣ1/2−ε(Ω).

(b) Ω = (0, 1), v = 0, (b1) b = xχ[0,1/2) + (1− x)χ[1/2,1] ∈ Ḣ3/2−ε(Ω) and b = x−1/4 ∈ Ḣ1/4−ε(Ω).

(c) Ω = (0, 1)2, v = sin(2πx)y(1− y) and b = χ(0,1/2]×(0,1).

The first two examples have a vanishing initial condition b = 0, and the next two examples have a

vanishing initial condition v = 0. These examples allow us to examine the solution behavior with

respect to the initial data v and b separately.

Numerical results for examples (a): From Table 5.4 and Figure 3.3 for example (a1) we observe a

temporal convergence rate O(τ) and O(τ2) for the BE and SBD scheme, respectively. These results are

in full agreement with the analysis in Section 5.5.1. These observations remain valid for nonsmooth

data (a2), cf. Tables 5.5. Further, we observe that in Table 5.5, the convergence of the SBD for

α = 1.9 is only of order O(τ1.68). The culprit of the apparent suboptimal convergence is due to the

large time step τ at the beginning. Asymptotically, it remains second-order convergence, cf. Table 5.6.

In Tables 5.4 and 5.5, we present also the results by the popular Crank-Nicolson scheme [72, 79, 39],

which converges at a rate O(τ3−α) for smooth solutions [72]. For smooth data, i.e., example (a1), the

theoretical rate does hold for large α values, e.g., α ≥ 1.5; but for small α values, e.g., α = 1.1, the

Crank-Nicolson scheme fails to achieve the theoretical rate, despite the fact that the initial data v is

fairly smooth. In the case of nonsmooth data, the Crank-Nicolson scheme can only achieve a first-order

convergence, due to a lack of solution regularity.
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Table 5.4: The L2-norm of the error for example (a1) at t = 0.1 with h = 2−13.

α N 10 20 40 80 160 rate

BE 1.34e-2 6.83e-3 3.45e-3 1.73e-3 8.68e-4 ≈ 0.99 (1.00)

1.1 SBD 4.76e-4 1.05e-4 2.47e-5 5.97e-6 1.46e-6 ≈ 2.03 (2.00)

CN 9.00e-5 2.73e-5 8.95e-6 2.88e-6 8.94e-7 ≈ 1.66

BE 4.95e-3 2.59e-3 1.32e-3 6.69e-4 3.36e-4 ≈ 0.98 (1.00)

1.5 SBD 4.25e-4 1.11e-4 2.79e-5 6.98e-6 1.76e-6 ≈ 1.99 (2.00)

CN 1.24e-3 4.59e-4 1.67e-4 6.00e-5 2.15e-5 ≈ 1.47

BE 5.38e-3 2.72e-3 1.37e-3 6.89e-4 3.45e-4 ≈ 1.00 (1.00)

1.9 SBD 3.08e-4 8.81e-5 2.41e-5 6.28e-6 1.60e-6 ≈ 1.95 (2.00)

CN 4.33e-3 2.05e-3 9.67e-4 4.54e-5 2.12e-5 ≈ 1.09

Like before, if the spatial error is negligible then for fixed N and tN → 0, the error decay estimate

(5.23) holds. In Table 5.7, we present the results for the BE scheme for the case α = 1.5. The L2-norm

of the error decays at the theoretical rate O(t3/2) for the example (d) and O(t3/8) for the example (e),

respectively, thereby confirming the estimate (5.23).

Table 5.5: The L2-norm of the error for example (a2) at t = 0.1 with h = 2−13.

α N 10 20 40 80 160 320 rate

BE 1.21e-2 6.16e-3 3.11e-3 1.56e-3 7.82e-4 3.92e-4 ≈ 1.00 (1.00)

1.1 SBD 1.01e-3 1.77e-4 3.88e-5 9.13e-6 2.21e-6 5.35e-7 ≈ 2.07 (2.00)

CN 9.63e-2 6.67e-2 4.59e-2 3.14e-2 2.10e-2 1.35e-2 ≈ 0.63

BE 2.58e-2 1.39e-2 7.30e-3 3.75e-3 1.90e-3 9.58e-4 ≈ 0.98 (1.00)

1.5 SBD 7.40e-3 1.93e-3 4.69e-4 1.16e-4 2.87e-5 7.12e-6 ≈ 2.02 (2.00)

CN 5.48e-2 3.49e-2 2.17e-2 1.28e-2 6.39e-3 1.91e-3 ≈ 0.97

BE 7.11e-2 5.00e-2 3.37e-2 2.17e-2 1.31e-2 7.63e-3 ≈ 0.74 (1.00)

1.9 SBD 4.82e-2 2.78e-2 1.36e-2 5.28e-3 1.62e-3 4.25e-4 ≈1.68 (2.00)

CN 5.48e-2 3.49e-2 2.04e-2 1.10e-2 5.71e-3 2.94e-3 ≈ 0.92
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Table 5.6: The L2-norm of the error for example (a2) with α = 1.9 at t = 0.1 with h = 2−14.

N 80 160 320 640 1280 rate

BE 2.17e-2 1.32e-2 7.63e-3 4.21e-3 2.24e-3 ≈0.91 (1.00)

SBD 5.28e-3 1.62e-3 4.25e-4 1.06e-4 2.88e-5 ≈ 1.94 (2.00)

Table 5.7: The L2-norm of the error for examples (a1), (a2), (b1) and (b2) with α = 1.5: t → 0,

h = 2−13, and N = 10.

t 1 1e-1 1e-2 1e-3 1e-4 1e-5 rate

(a1) 1.71e-2 4.95e-3 2.84e-4 9.52e-6 3.04e-7 1.13e-8 ≈ 1.47 (1.50)

(a2) 1.54e-2 2.58e-2 1.06e-2 4.48e-3 1.87e-3 7.30e-4 ≈ 0.38 (0.38)

(b1) 2.20e-2 1.56e-3 1.17e-5 8.79e-8 6.61e-10 5.73e-12 ≈ 2.11 (2.13)

(b2) 1.75e-2 1.67e-3 1.02e-4 6.42e-5 4.14e-6 4.18e-7 ≈ 1.15 (1.19)

Numerical results for example (b): Similarly to the results for examples (b1) and (b2), we observe

a first-order and second-order convergence for the BE and SBD scheme, respectively, cf. Tables 5.8.

All the convergence rates are independent of the fractional order α. For the nonsmooth case, i.e.,

example (b2), we are particularly interested in the errors for t close to zero, thus we also plot the

error at t = 0.1, 0.01 and 0.001. These results fully confirm the analysis in Section 5.5.1. Further, by

Theorems 5.5.1 and 5.5.2

‖u(tN )− UNh ‖L2(Ω) ≤ C
(
N−1t

1+αr/2
N + h2t

1−α(2−r)/2
N

)
‖b‖Ḣr(Ω).

Hence, if we fix α = 1.5, N = 10 and let t → 0, this estimate predicts a behavior O(t
17/8−3ε/4
N ) and

O(t
19/16−3ε/4
N ) for examples (b1) and (b2), respectively, if the spatial error is negligible, which agree

with the results in Table 5.7.
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Table 5.8: The L2-norm of the error for examples (b1) and (b2) at t = 0.1 with h = 2−13.

Case α N 10 20 40 80 160 320 rate

1.1 BE 1.99e-3 1.01e-3 5.12e-4 2.57e-4 1.29e-4 6.41e-5 ≈ 1.00 (1.00)

SBD 2.34e-5 4.15e-6 8.38e-7 1.83e-7 4.00e-8 7.15e-9 ≈ 2.31 (2.00)

(f) 1.5 BE 1.56e-3 7.83e-4 3.92e-4 1.96e-4 9.81e-5 4.91e-5 ≈ 1.00 (1.00)

SBD 1.12e-4 2.85e-5 7.17e-6 1.79e-6 4.43e-7 1.04e-7 ≈ 2.03 (2.00)

1.9 BE 8.78e-4 4.39e-4 2.20e-4 1.10e-4 5.52e-5 2.76e-5 ≈ 1.00 (1.00)

SBD 9.03e-5 2.56e-5 6.88e-6 1.76e-6 4.28e-7 9.65e-8 ≈ 2.02 (2.00)

1.1 BE 1.58e-3 8.04e-4 4.06e-4 2.04e-4 1.02e-4 5.12e-5 ≈ 1.00 (1.00)

SBD 3.08e-5 6.54e-6 1.52e-6 3.67e-7 8.83e-8 2.00e-8 ≈ 2.08 (2.00)

(g) 1.5 BE 1.68e-3 8.71e-4 4.45e-4 2.25e-4 1.13e-4 5.68e-5 ≈ 0.99 (1.00)

SBD 2.18e-4 5.65e-5 1.40e-5 3.46e-6 8.39e-7 1.89e-7 ≈ 2.07 (2.00)

1.9 BE 2.92e-3 1.70e-3 9.70e-4 5.38e-4 2.91e-4 1.53e-4 ≈ 0.90 (1.00)

SBD 1.04e-3 4.64e-4 1.77e-4 5.63e-5 1.51e-5 3.54e-6 ≈ 1.92 (2.00)

Numerical results for example (c): Finally, we present numerical solutions of the two-dimensional

example. The temporal error is showed in Table 5.9. The empirical results fully confirm our analysis.

Table 5.9: The L2-norm of the error for example (c) at t = 0.1 with α = 1.5 and h = 2−9.

N 5 10 20 40 80 rate

BE 1.11e-1 5.93e-2 3.09e-2 1.58e-2 7.97e-3 ≈ 0.97 (1.00)

SBD 1.60e-2 4.70e-3 1.29e-3 3.30e-4 8.23e-5 ≈ 1.95 (2.00)

Numerical results for multi-term time-fractional diffusion: Now we present numerical results

to confirm our theory for the multi-term counterpart, i.e.,

(C∂αt +

m∑
j=1

bj
C∂

βj
t )u(x, t)−∆u(x, t) = f(x, t) (x, t) ∈ Ω× (0, T ). (5.30)
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with 1 > α > β1 > β2 > ... > βm > 0 and constant coefficients bj > 0, j = 1, 2, ...,m. Error

estimates for the space semidiscrete Galerkin FEM for problem (5.30) with nonsmooth initial data

were established in [23]. Now we illustrate the scheme for α = 0.5, β = 0.1 and b = 1 with the

nonsmooth initial data v = 1 ∈ Ḣ1/2−ε(Ω). The results indicate that the BE and SBD schemes yield

a first- and second-order convergence for (5.30), respectively, cf. Tables 5.10 and 5.11.

Table 5.10: Numerical results for muti-term time-fractional parabolic equation with α = 0.5, β = 0.1
at t = 0.1 with h = 2−12 and N = 5× 2k.

N 10 20 40 80 160 rate
BE 4.47e-3 2.20e-3 1.09e-3 5.43e-4 2.71e-4 ≈ 1.00 (1.00)

SBD 5.12e-4 1.19e-4 2.87e-5 7.06e-6 1.76e-6 ≈ 2.00 (2.00)

Table 5.11: The L2-norm of the error for muti-term time-fractional parabolic equation as t → 0 with
h = 2−9 and N = 10.

τ 1e-3 1e-4 1e-5 1e-6 1e-7 1e-8 rate
BE 3.79e-3 2.74e-3 2.09e-3 1.57e-3 1.17e-3 8.79e-4 ≈ 0.13 (0.13)

SBD 3.00e-4 2.39e-4 1.80e-4 1.36e-4 1.05e-4 8.46e-5 ≈ 0.11 (0.13)

5.6 Conclusions and comments

In this chapter we develop two simple fully discrete schemes for the fractional diffusion equation-

s. The time stepping schemes employ the convolution quadrature generated by the backward Euler

method and the second-order backward difference method. We provide a complete error analysis for

both schemes, and derived optimal error estimates for both smooth and nonsmooth initial data. The

analysis in Section 5.1 and the extension to the diffusion-wave equations were proposed in [29].

There are several questions deserving further investigation. First, in view of the solution singularity

for nonsmooth data, it is of practical interest to develop time stepping schemes using a nonuniform

in time mesh and provide rigorous error analysis. Second, our experiments indicate that existing time

stepping schemes may yield only suboptimal convergence for nonsmooth data. This motivates revisiting
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these popular schemes for nonsmooth data, especially sharp error estimates. Last, it is natural to look

into extensions to inhomogeneous problems.
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6. CONCLUSIONS AND FUTURE WORK

This dissertation has provided a rigorous analysis of various numerical schemes for fractional-order

differential equations, which models anomalous diffusion phenomena in highly heterogeneous aquifers

and complex viscoelastic materials. Our analysis focuses on the fractional diffusion model and then

extends to diffusion-wave and multi-term counterparts.

Due to significant potentials of problem (2.7) in practical applications, a number of efficient schemes,

notably based on finite difference in space and various discretizations in time, have been developed.

The corresponding error analysis is often based on Taylor expansion and the error bounds are expressed

in terms of certain smoothness of the solution. Many existing numerical methods for problem (1.1)

require that the solution is a C2 or C3 function in time, cf. Table 1.1. Unfortunately, the high regularity

requirement in the convergence analysis in these works is too restrictive. The goal of our research is

to construct fully discrete schemes and establish optimal error bounds that are expressed directly in

terms of the regularity of the problem data. We are especially interested in the case of nonsmooth

data arising in many practical applications, e.g., inverse and control problems.

In Chapter 3 we have constructed two semidiscrete schemes by standard Galerkin finite element

method and lumped mass method. Error estimates for homogeneous and inhomogeneous problems

were established separately in terms of the smoothness of the data. In Chapter 4 we revisited the most

popular fully discrete scheme based on L1-type approximation in time and Galerkin finite element

method in space. The gap between the existing convergence theory and numerical results was filled.

We showed the first order convergence by the discrete Laplace transform technique. Two fully discrete

schemes based on convolution quadratures were developed in Chapter 5. The error bounds were given

using two different techniques, i.e., discretized operational calculus and discrete Laplace transform.

Our analysis can be easily extended to some other fractional-order differential models.

Next we list several perspectives for our future research:

1. In view of the solution singularity for time t close to zero, it is natural to consider the time

stepping on a nonuniform time mesh in order to arrive at a uniform higher order convergence.

The generating function approach used in our analysis does not work directly in this case, and

it is still an open question to rigorously establish error estimates directly in terms of the data

regularity.
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2. A second interesting topic is to developing a fast algorithm for solving (2.7). Due to the nonlocal

property of the fractional derivative, all previous solutions have to be saved in order to compute

the solution at the current time level. Hence the fully discrete scheme based on finite differ-

ence/element method requires substantial storage. One possible choice is the proper orthogonal

decomposition Galerkin finite element method [35]. We hope to derive error estimates depending

on the number of POD basis functions and on the time discretization.

3. In Chapters 4 and 5, we only considered fully discrete schemes on homogeneous problem with

initial data, i.e., f ≡ 0 since the generating function approach to inhomogeneous problems are

still unclear. The technical difficulty is that the kernel Ē(t) of solution representation (3.6) is

weakly singular. That may requires higher regularity of the source data f . One open question is

the development of robust error analysis for L1 time stepping on diffusion-wave equations even

for the homogeneous case f ≡ 0.

4. Finally, it is of interest to analyze related control and inverse problems [32].
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