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ABSTRACT

Characterization of shape memory alloy materials is demonstrated using modern

full-field experimental techniques. The methods presented are designed to reduce

the number of experiments required for full characterization of the material. Several

experiments have been explored in this work; for each type of experiment, particular

attention has been given to the particular measurement methods that have been uti-

lized. For characterization of shape memory alloys as actuators, a new experimental

method has been presented as an alternative to testing multiple separate specimens

or performing several experiments on the same specimen. For the actuator material

experiments, temperature was measured using infra-red thermography with an accu-

racy of up to 2.14 ◦C, and a resolution of 0.39 mm. Strain was measured using digital

image correlation (DIC) with a resolution of 0.09 mm. For pseudoelastic shape mem-

ory alloy material characterization, experiments have been designed which provide

data demonstrating the anisotropic behavior of the material, which are not shown

by previous methods of characterization. For these experiments, the DIC measure-

ment had a resolution of 0.08 mm. For microscopic shape memory alloy applications,

particular in-situ characterization has been demonstrated which is not possible by

traditional methods of characterization. DIC measurements were performed simul-

taneously at a micro-scale with a resolution of 0.25 µm and at a macro-scale with a

resolution of 0.022 mm. The information provided herein presents these experiments

in great detail in order to demonstrate characterization methods which are currently

the most reliable and efficient for analysis of shape memory alloy materials.
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1. INTRODUCTION

1.1 Motivation

Experimental methods for characterizing shape memory alloy (SMA) materials

are the focus of the work presented in this thesis. The work was motivated by a

need for more suitable methods for characterization which utilize modern measure-

ment and combined measurement/ computation techniques to optimize the process

of material characterization. Due to the fact that the behavior of SMAs is highly

dependent on the application intended for the particular SMA material in question,

the work review herein was performed from several separate standpoints, each based

on a different intended application of the material system. In particular, three sets

of experiments were performed, each separate and distinct from the next. This intro-

ductory section provides a review of measurement techniques and of past character-

ization methods and other concepts, as well as an introduction to each experimental

method. First, experiments were performed which demonstrate an experimental

technique for characterizing SMAs as would be used for actuation devices. Second,

experiments were demonstrated which are ideal for characterizing SMAs utilized in

the pseudoelastic sense as dampening or sensing mechanisms. Finally, a method

to characterize microscopic SMAs for use as sensory particles embedded within a

structural material is reviewed.

1.2 A definition of shape memory alloys

Shape memory alloys (SMAs) are a class of material that are able to be restored

to a set shape even after severe non-linear deformations (D. Lagoudas (2008), ch.

1). These deformations may be achieved via either stress or temperature induced

diffusionless phase transformation between two solid phases (J. A. Shaw & Kyri-

1



akides, 1995). Under sufficient load at a sufficiently cool temperature, SMA material

regions in the low temperature martensite phase may be induced to reconfigure their

many martensitic variants into a load-favored assembly, which remain after the load

is removed. Sufficient heating will transform the regions toward the parent high

temperature austenite phase, eliminating the load-favored variants and restoring the

original shape. This is known as the shape memory effect. Furthermore, when a

material is initially in austenite (i.e., it is at a sufficiently high temperature), it

may experience large non-linear deformations when a load is applied as the stress

induces phase transformation to martensite. If the material has been properly pro-

cessed, these deformations may be completely recovered upon unloading and this

effect is known as pseudoelasticity. These two phenomena (shape memory effect and

pseudoelasticity) are used widely in different types of applications. Classified by

the phenomenon employed, SMA actuators can be designed by taking advantage of

the shape memory effect (SME); SMA pseudoelasticity is utilized in applications for

dampening, vibration control, and sensing.

Figure 1.1 shows a phase diagram schematic typical for SMA materials, and

demonstrates the temperature and stress-induced phase transformation loading path

variations. For example, consider the SMA thermally induced actuation loading

path, α − β − γ − δ − ε. Describing the transformation behavior according to four

descriptive phase transformation boundaries: when the material is cooled at a ap-

plied stress level from austenite to below the martensite start temperature (Ms)

at point β, the material begins forward transformation from austenite to marten-

site. When the temperature is below martensite finish (Mf ), point γ, the material

is fully-martensite. When the material is reheated and reaches the austenite start

(As) temperature at point δ, reverse transformation begins. The material returns to

the parent austenite phase when the temperature is above austenite finish (Af ) at

2



point ε. From the standpoint of stress induced pseudoelastic loading indicated by

points 1−2−3−4−5 in Figure 1.1, the material undergoes forward transformation

from zero load under a high temperature (point 1) from the stress level of the Ms

boundary (point 2) until a load above the Mf boundary (point 3). During unload-

ing, reverse transformation will occur when the load is between the As (point 4)

and Af (point 5) boundaries. As phase transformation occurs for both temperature

and stress induced transformation, the martensitic volume fraction (ξ) changes from

zero as austenite to unity as martensite. This parameter is useful for describing the

state of the material, and is especially used in constitutive modeling of the material

(D. Lagoudas, Hartl, Chemisky, Machado, & Popov, 2012) which will be discussed in

a later section. As phase transformation occurs in the material, ξ changes between

zero and unity linearly with either temperature or stress.
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Figure 1.1: Phase diagram schematic showing temperature induced and stress in-
duced loading paths for SMA (D. J. Hartl & Lagoudas, 2007).
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Furthermore, SMA phase transformation occurs as a solid-to-solid phase trans-

formation between the austenite and martensite phases. The austenite phase, or

high temperature parent phase, exhibits a highly ordered cubic microstructure. The

low temperature martensite phase has a tetragonal or monoclinic microstructure.

Furthermore, for temperature induced load-free forward transformation, the crystal

structure adopts an energetically favorable twinned configuration (Otsuka & Way-

man, 1999) (Patoor, Lagoudas, Entchev, Brinson, & Gao, 2006) (D. C. Lagoudas

et al., 2006). When a critical level of stress is applied to the cooled material, the

martensite variants become reoriented causing severe non-linear displacements which

are recovered upon reheating. This behavior is seen by path A−B−C−D−E−F in

Figure 1.1. For stress-induced forward transformation, reorientation of the marten-

sitic varients occurs as a consequence to the load applied for phase transformation,

and again the resulting severe non-linear displacements are recovered upon unloading.

An example of these phenomena is seen in Figure 1.2, which summarizes this dis-

cussion in a stress-strain-temperature space for an experiment performed on NiTiCu

SMA material (D. J. Hartl & Lagoudas, 2007).
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Figure 1.2: Example stress-strain-temperature curve for SMAs. An experiment per-
formed for NiTiCu is shown (D. J. Hartl & Lagoudas, 2007).

It should be noted that several mechanical properties of the material depend on

the SMA material phase. In the bulk material the martensite phase is generally an

easily deformable, and seemingly low modulus material though this is partly due to

the existence of a number of recoverable inelastic phenomena. The austenite phase

on the other hand normally exhibits a modulus much greater than that of martensite,

having a modulus comparable to that of aluminum. Additionally, the yield strength,

CTE, and thermal and electrical conductivities all depend on the material phase. A

comprehensive table of NiTi SMA material phase-dependent physical properties is

included by Jani, Leary, Subic, and Gibson (2014).
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1.3 Characterization methods for SMAs

Many efforts have been made in the past for characterization of SMA materials

and identification of their material parameters (Ms, Mf , As, Af and others). ASTM

International has recorded some standards related to calibration of SMA param-

eters which were written primarily for pseudoelastic stress-induced transformation

based loading of SMAs as used in the medical industry. ASTM Standard F2004

(2010) presents a standard for using differential scanning calorimetry to identify the

transformation temperatures for an SMA specimen under no load. This is a widely

used method for initial identification of an SMA material, and is especially useful

to determine the range of temperature between the martensite and austenite finish

temperatures (c.f. J. A. Shaw, Churchill, and Iadicola (2008)). Also, it is useful for

comparing various alloy compositions, as well as different material processing tech-

niques and heat treatments. However, this technique cannot be used exclusively for

calibration of SMA material parameters because no stress is applied to the material

in this method and only the parameters at zero load may be determined. ASTM

Standard F2082 (2006) specifies a bend and free recovery test, which is an alter-

native method to determine transformation temperatures, however, once again no

stress is applied to the material. Furthermore, in order to identify the parameters of

an SMA material, construction of a stress-temperature SMA phase diagram must be

performed (Meraghni et al., 2013) by testing the material isothermally under various

loads, or isobarically under several temperatures depending on the application to be

performed.

Methods which are not yet included in the records of internationally recognized

standards organizations also exist for characterizing SMA materials. These make

an effort to obtain more comprehensive response data for the material, especially
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to characterize the material under various loads and temperatures. However, even

these methods which are currently most commonly used for characterizing SMAs

introduce several limiting factors, which are addressed in the experimental studies

performed here.These include but may not be limited to the following:

1. 1-D specimen confuguration. Characterization experiments for SMAs most

commonly performed are limited to single dimensional geometries. A leading

group on this topic is that of Shaw et al. who have performed a thorough

multi-faceted study of characterization methods for SMAs (J. A. Shaw et al.,

2008) (Churchill, Shaw, & Iadicola, 2009a) (Churchill, Shaw, & Iadicola, 2009b)

(Churchill, Shaw, & Iadicola, 2010) (Reedlunn, Daly, Hector, Zavattieri, &

Shaw, 2011). J. A. Shaw and Kyriakides (1995) demonstrates the authority in

characterization of NiTi wire under pseudoelastic (isothermal) loading; in that

work, the researchers performed DSC studies followed by a series of uniaxial

tension testing of NiTi wire using uniaxial tension in liquid bath. They used a

series of isothermal experiments to determine the behavior of the SMA wire ma-

terial as it depends on temperature. However, single-dimensional experiments

provide limited information about anisotropic material behavior, or about the

highly coupled stress state characteristic of “multi-dimensional’’ specimens.

2. Uniform geometry. In contrast not only to single dimensional specimens but

also to any specimens with symmetric and rectangular geometries, an effort is

made to go beyond uniformly specimen geometries and explore the use of non-

uniform geometry in the characterization experiments. The benefit of such

specimen types lies primarily in mimicking SMA devices which would have

non-uniform geometry. In particular, the behavior under certain types of stress

concentrations and loading schemes such as high amounts of shear are explored.
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3. Number of experiments required for characterization. The nature of charac-

terization experiments for SMAs until now has required multiple tests to be

performed, and in many cases multiple specimens have been used. In the work

performed by D. Hartl, Lagoudas, Calkins, and Mabe (2010), actuator SMA

characterization was performed through a series of six separate constant-stress

thermally loaded tests at various stress levels. For these experiments, the same

material specimen was used for each test. Churchill et al. (2009a) performed

a series of experiments on different uniaxial specimens. In both D. J. Hartl

and Lagoudas (2007) and Churchill et al. (2009a) however, inconsistencies are

introduced by performing characterization using multiple testing cycles. The

testing performed in this work emphasizes mitigation of these adverse affects

by performing characterization on single specimens which give sufficient infor-

mation for full identification of the material’s parameters.

1.4 Characterization of SMAs as actuators

The characterization method performed on SMA materials used for actuators

is introduced in this section. SMA actuators have applications in a wide variety

of fields, especially the automotive, aerospace, robotic, and biomedical fields (Jani

et al., 2014). They demonstrate high energy, high strain, and low shock actuation

while being very simplistic in design (Van Humbeeck, 1999). For example, SMA

actuators in wire configurations are very common, and are used in both a straight

wire configuration, which may perform actuating work via axial strains up to 6%

even under loads exceeding 700 MPa, as well as in a helical spring configuration

which may generate and recover actuation extensions of much more than 100%.

Additionally, many SMA actuating systems employ more geometrically complex 2D

and 3D configurations such as the variable geometry chevron (D. Hartl et al., 2010)
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(D. J. Hartl, Mooney, Lagoudas, Calkins, & Mabe, 2010) (Oehler, Hartl, Lopez,

Malak, & Lagoudas, 2012), the SMA medical heart stent (Morgan, 2004), and the

reconfigurable rotor blade (Bushnell, Arbogast, & Ruggeri, 2008), among others.

Some recent reviews exist concerning SMA actuator devices. D. J. Hartl and

Lagoudas (2007) as well as Calkins and Mabe (2010) present reviews of recent ap-

plications of SMA actuators in the aerospace community. Jani et al. (2014) includes

a highly inclusive review of possible and existing applications of SMAs across disci-

plines, addresses recent developments in SMA research, and provides an overview of

the existing types of SMAs. Van Humbeeck (1999) also presented a detailed overview

of past applications of SMA actuators, organizing them into various categories in-

cluding fashion, fasteners, micro-actuators, hybrid composites (adaptive materials),

and damping mechanisms. SMA actuators may also be divided into two subgroups,

as outlined by Otsuka and Wayman (1999), ch. 11: i) the SMA acts as both sensor

and actuator, where the environment acts as a stimulus, as in safety control devices

(Van Humbeeck, 1999); ii) the SMA is actively heated via a controlled power input

to perform an actuation sequence.

The actuator material experimentes performed utilized a concept to obtain vari-

able temperature-induced phase transformation on a single specimen. by such lo-

calized heating, sufficient data was obtained by testing of only a single specimen.

THis one experiment provides more reliable data at a higher volume than the most

detailed testing matrix for a single material for a single isobaric stress level.

Furthermore, two types of SMA actuation are possible. The two-way shape mem-

ory effect (TWSME) requires no load to demonstrate strain generation and recovery

(i.e., actuation), and it is known that high cyclic fatigue life is possible for such

actuators (Jani et al., 2014). To induce the TWSME in an SMA, the material must

undergo a training procedure which is tailored to the specific application of the ac-
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tuator. On the other hand, the one-way shape memory effect (OWSME) is often

acceptable and even preferred for single-use actuators, where much larger actua-

tion strains may be demonstrated (Jani et al., 2014). These OWSME actuators are

normally in the form of untrained SMA components that have not previously been

cycled. (D. J. Hartl & Lagoudas, 2007) (Jani et al., 2014)

1.5 Characterization of pseudoelastic shape memory alloys using non-uniform

specimen geometry

The experiments performed for characterizing pseudoelastic SMAs is introduced

in this section. The work presented in this section is to show the experimental results

of uniaxial testing for a specimen shape with heterogeneous geometry.

Progressively more complex loading schemes may used to demonstrate material

response to irregular loading, from uniaxial testing of SMA wire to biaxial loading

of SMA cruxiform specimens. Pseudoelastic uniaxial tensile testing of SMA wire

is widely accepted and published (J. A. Shaw & Kyriakides, 1995). Furthermore,

Meraghni et al. (2013) demonstrated tension testing of non-wire dogbone shaped

specimens.

Heterogeneously shaped specimens were tested at constant temperature in this

unique testing concept for pseudoelastic SMAs. According to Avril et al. (2008), in-

creasing the complexity of experimentation allows for identification of additional ma-

terial parameters which may describe anisotropic material behavior, or phenomenon

occuring due to inhomogeneity in the material specimen. Furthermore, more complex

experiments allow for more information to be gathered from a fewer number of tests,

and with increased reliability. The tests performed using non-uniform geometries

were an attempt to address these issues.
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1.6 Characterization of microscopic shape memory alloys

This section of this work is unique, as it is highly oriented to a specific application

of the particular material being studied. Thus, instead of paying very close attention

to the material characterization by a general method of study, a specific application

is used as an example of the characterization process for this class of microscopic

SMA materials; the concepts introduced by this work may be applied to characterize

SMAs which have similar applications.

Figure 1.3 provides an illustration of the sensory particle concept. A sensory

particle located near the crack tip has a response (mechanical, acoustic, magnetic,

resistive) to the intensified stress field which can be detected using existing NDE

methods. Various material systems may be used as sensory particles, allowing vari-

ous NDE sensing methods to be incorporated. Some possible NDE methods include

acoustic sensing of phase transformation in shape memory alloys (SMAs, e.g., NiTi)

(Bogdanoff & Fultz, 2001), magnetic sensing of reorientation of martensitic vari-

ants in magnetic shape memory alloys (MSMAs, e.g., NiMnGa) (Karaca, Karaman,

Basaran, Chumlyakov, & Maier, 2006), or detection of changes in resistance of piezo-

electric materials (e.g.,BaTiO3) (Hiruma, Aoyagi, Nagata, & Takenaka, 2004). In the

present work, the NiTi shape memory alloy (SMA) was used as the sensory particle

material, which emits an acoustic signal upon the onset of stress-induced martensitic

phase transformation.

Characterization of the sensory particles is of primary concern to this work. In

fact, this specific application of SMAs serves to demonstrate the power and utility of

the characterization methods emphasized in this thesis. Specifically, a phenomenal

application of the 3D-DIC displacement field measurement method was applied here

by simultaneous measurement at both the micro-scale as well as the macro-scale.
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The introduction of this technique was a major contribution of the study of this

material characterization method.

1.7 A review of experimental deformation measurement techniques

Choice of appropriate experimental measurement methods is of primary inter-

est to this work. Full-field measurement techniques have been nearly exclusively

used, especially various forms of digital image correlation. Formerly, measurement

techniques needed to be based upon the best available form of signal processing,

which convert the mechanical response of the material to a form of voltage change.

With increasing power of modern computational power, signal processing techniques

such as strain gages, extensometers, laser extensometers, and thermocouples are no

longer the most accurate and reliable forms of experimental measurements. It is more

beneficial to obtain the most available information from the experiment, giving less

attention to the computational cost to perform more detailed measurements. The
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Figure 1.3: A schematic of the sensory particle concept.
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following sections give an overview of the existing methods for strain measurement,

as well as a detailed review of the digital image correlation method.

1.7.1 Photogrammetry

Full-field measurement techniques by image correlation is a type of photogram-

metry, or measurements performed by comparison or two or more images. In 1480

Leonardo da Vinci wrote “Perspective is nothing else than the seeing of an object

behind a sheet of glass, smooth and quite transparent, on the surface of which all

things may be marked that are behind this glass. All things transmit their images

to the eye by pyramidal lines, and these pyramids are cut by the said glass. The

nearer to the eye these are intersected, the smaller the image of their cause will ap-

pear.’’ (Doyle, 1964) This early quotation marks the beginning of the world of optical

measurements, and is the basis for measurements performed by image correlation.

After the invention of photography, the ideas set forth by Leonardo da Vinci became

what is known as analytical photogrammetry through the works of S. Finsterwalder

(1900), Von Gruber (1924), Earl Church (1930), Hellmut Schmid (1951), and Duane

Brown (1957) (Doyle, 1964). Today, “photogrammetry’’ most commonly refers to

aerial photogrammetry which is a method of geographical mapping.

1.7.2 Moire strain measurement

An early version of image correlation is strain measurement by moiré analysis.

First proposed for strain measurement by Weller and Shephard in 1948, Moiré is

a phenomenon which occurs due to superimposing two or more patterns resulting

in a mutual ‘interference’ which is a new pattern (Bromley, 1956). Moiré is used

as a two-dimensional full-field strain measurement technique, utilized by identifying

changes in regular patterns in thin fabrics, leather, or sheets. The patterns could be

either naturally occurring (e.g., fabric weave or leather follicles) or could be imposed
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on the material (e.g., a printed pattern on paper). The pattern must be a uniformly

repeating pattern in all directions on the material. When the material is in its

undeformed state, if a naturally occurring repeating pattern is not present, one may

be printed. A record should be made of the reference pattern; this may be made by

either taking a photograph of the pattern and printing it on a transparent material, or

reproducing the pattern on a transparent material. The original pattern is compared

to the deformed material in post processing. After deformation, the pattern will be

warped, and measurements may be performed between the original and deformed

images. Since the reference pattern is a uniformly repeated pattern, any irregularity

in the deformation may be identified as irregularities in the new pattern created by

superimposing the reference and deformed images. Today, Moiré is used primarily

is microscopic strain measurement, especially utilized by the electron beam moiré or

SEM moiré method (Dally & Read, 1993) (Zhao, Lei, Xing, Hou, & Bai, 2014) for

which microscopic moiré-pattern gratings are drawn using the electron beam.

1.7.3 Video extensometry

Video extensometry (Francois, Gaucher, & Seguela, 1994) is a non-contact mea-

surement technique for recording local deformations in real time. G’Sell, Hiver, Da-

houn, and Souahi (1992) performed plastic deformation analysis of hourglass-shaped

specimens of various materials, paying special attention to the necking phenomenon

by recording and analyzing in real time the variation in the necking-region profile

of the specimen by video recording; these tests were performed for various poly-

meric (which exhibit early necking behavior) as well as metallic ductile materials.

Similarly, Francois et al. (1994) also demonstrated a similar method by recording

the neck width profile of a specimen during tensile testing by video extensometry; a

more complete review of the method is shown in this work. Both G’Sell et al. (1992)
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and Francois et al. (1994) used these data to demonstrate the stress vs. strain be-

havior of the material, using the real-time profile data to simultaneously record the

evolution of stress and strain during occurance of the necking phenomenon. As a

parallel method, Coimbra, Greenwood, and Kendall (2000) tracked “extensometer’’

markers on a thin ceramic fiber tensile test specimen via video recording and simul-

taneous real-time tracking, thus creating a non-contact method to replace traditional

clip-on extensometers. Poulain et al. (2013) provides a direct comparison between

three methods: the previously mentioned method used by G’Sell et al. (1992) and

Francois et al. (1994), or video-based radial extensometry (VSE); the method used

by Coimbra et al. (2000), or video-based surface extensometry (VRE); and digital

image correlation. The methods were compared by testing a cylindrical dumbbell-

shaped specimen, while simultaneously performing the three measurement methods.

The results show that there is good agreement between the VSE and VRE methods

but that the results differ at the onset of plastic deformation. The conclusion is

that VSE is useful for measuring linear-elastic deformation, but not necessarily for

after the onset of plastic yielding, particularly for compression testing; by contrast,

VRE is quite useful to measure plastic yielding by measurement of the evolution of

the necking profile, but may inaccurately depict deformations during linear-elastic

deformation since the specimen profile will not undergo significant change. Finally,

as the name “extensometer’’ implies, both VSE and VRE are limited in their ability

to measure localized deformation, and digital image correlation is recommended for

such cases. In conclusion, both VSE and VRE provide excellent non-contact alter-

natives to clip-on extensometers or strain gages, but are not useful for measuring

localized deformation.
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1.7.4 Digital volume correlation

Digital volume correlation was proposed by Bay, Smith, Fyhrie, and Saad (1999)

and is a method similar to digital image correlation. X-ray diffraction images of

a volume during deformation are taken, and the motion of points inside a volume

during deformation may be tracked, to provide a volume-based full-field 3D strain

map. The method has been used for testing bone structures (Bay et al., 1999),

geological structures (Lenoir, Bornert, Desrues, Bsuelle, & Viggiani, 2007), and vol-

umetric analysis of composite materials (De Almeida, Lagattu, & Brillaud, 2008).

However, this method is computationally expensive, and requires sophisticated x-ray

imaging hardware which varies depending on desired resolution from lab-based x-

ray diffraction equipment with a loading stage to international syncrotron facilities

(Morgeneyer, Helfen, Mubarak, & Hild, 2013).

1.8 Digital image correlation

Digital image correlation (DIC) was chosen as the most desirable method for

strain measurements in these experiments for SMA characterization for the follow-

ing reasons. First, DIC is a non-contact method which is designed to measure strains

at many (thousands, ten-thousands) points throughout the measured region of the

specimen. This method is especially useful as a strain measurement technique for

SMAs, because localized deformations are often present which are caused by either

induced localized heating of an SMA actuator which causes large localized non-linear

deformations due to phase transformation, as well as naturally occurring localized

deformations characteristic to SMAs, such as Lüders bands (J. Shaw & Kyriakides,

1997) (Hall, 1951). Furthermore, this method is good for capturing non-homogeneous

deformations due to non-uniform surface geometries, which is explored in a later sec-

tion. Secondly, DIC provides a relatively cost-effective, accurate, and reliable mea-
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surement technique which is ideal for the characterization measurements performed

in this work.

First developed in the early 1980’s, DIC was derived from early attempts at

imaging analysis techniques, crediting such imaging measurement techniques as the

basic concepts of photogrammetry, and moire. The first publication was from a

research group at the University of South Carolina in 1982; the concept of DIC

was presented in Peters and Ranson (1982), including the principle of comparing

the ‘deformed image’ to the ‘reference image,’ the selection of subsets, as well as

the idea of using a speckle pattern to provide sufficient contrast on a specimen

surface for point tracking. These ideas were further developed the following year

by M. Sutton, Wolters, Peters, Ranson, and McNeill (1983) who implemented the

approach in preliminary experiments. More information about the development and

history of DIC may be found in M. A. Sutton, Orteu, and Schreier (2009).

Two styles of DIC may be performed: 2D-DIC, which measures in-plane deforma-

tions, and 3D-DIC, which additionally measures out-of-plane deformations. 3D-DIC

is especially useful for cylindrical or other non-planar shaped specimens, but is also

useful to demonstrate the out-of-plane deformations occurring due to phenomenon

such as out-of-plane transverse strain, or out-of-plane shape change due to SMA

phase transformation, for example. In contrast to digital volume correlation, 2D-

and 3D- DIC provide strain measurement only on the surface of a specimen. Both

2D-DIC and 3D-DIC have been utilized in this work.

DIC measurement is performed by comparison of two gray-scale digital images:

the reference image, or image taken at the beginning of an experiment, and the

deformed image, taken during the experiment. Different locations on the testing

surface are identified by a random pattern of high contrast on the surface of the

specimen which are identified within the digital image by areas of high contrast,
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that is, severe differences in the gray values of groups of pixels. Point-to-point

mapping is performed by dividing the surface testing surface into a uniform grid

of square subsets, such that multiple speckles exist in each subset, and each subset

contains a certain number of the pixels of the digital image. Sometimes a contrasted

pattern exists naturally on the surface of a specimen. However, typically the pattern

is applied to the specimen in the form of speckles which result in a random grid of

small groups of pixels (black speckles) with gray values at either the high or low

extreme of the gray-value spectrum but opposite of the surrounding substrate (white

background). A common method for applying the speckles is to paint the entire

specimen white, then spray speckles with black paint such that the pixels which

are part of speckles have very low gray values and the pixels which are part of the

substrate have very high gray values according to the gray value distribution which

uniquely defines each subset. The DIC algorithm tracks the differences between the

subsets. A good example of a speckle pattern is shown in Figure 1.4.

1.8.1 A review of the DIC optimization algorithm

An extensive review of the DIC algorithm is shown here. Since its original for-

mulation, the work performed by Peters and Ranson (1982) and M. Sutton et al.

(1983) has been modified, implemented, and prepared for use in commercially used

software (Correlated Solutions, Inc., 2014), and the up-to-date algoritms used for

DIC are crystallized in the recent book, M. A. Sutton et al. (2009). The derivations

presented in Section 5 of that book are the basic principles of the DIC method, and

it is worth while to thoroughly review them here. The method is performed by ob-

taining two or more gray-scale images: the reference image taken before the test, and

the deformed image(s) taken during the test such that the deformed image taken at

a time step represents a displacement field in the specimen at that time step. The
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Figure 1.4: An example of a good DIC speckle pattern is shown. The NiTi specimen
was painted with a white background and black speckles. A good distribution of
similar-sized black speckles was used with a white background.

displacement field is then calculated by tracking the subsets between the reference

and deformed image. The subsets in the reference image are identified by the unique

spatial distribution of pixels for each subset. A model is formed which is a function of

space and time to represent the gray value distribution of the pixels which represent

the object being photographed. The gray value of a pixel may be represented as the

intensity of that pixel, thus the gray value distribution of the pixels representing the

object with respect to space and time at a specific location on the object, x, is the

stated as the light-intensity function

G = G(x, t). (1.1)

At location x +∆x on the same object, therefore, the gray value distribution is

represented by G = G(x+∆x, t). In comparison to the original location, x, the gray
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value distribution at the new location may be represented by the first order Taylor

series expansion (M. A. Sutton et al., 2009)

G(x+∆x, t) = G(x, t) +
∂G

∂x
∆x. (1.2)

In 1-D, G(x, t) at time t may be thought of as a function which can be drawn on

the G− x axes. After a change in time, ∆t, the function G(x, t) shifts by a constant

offset value due to the deformation which occurs in the object at location x over the

time step ∆t. It is assumed here that the local motion u̇ is constant with respect to

space and time. After a time interval ∆t the change in gray value distribution may

be written as (M. A. Sutton et al., 2009)

∆G = G(x, t+∆t)−G(x, t). (1.3)

However, we would like to know what is the shift spatially for the point x over

time, ∆t. Equation (1.3) tracks the global location (from the point of view of an

external observer) over time, but we want to track the change in position locally

(from the point of view of a local observer on the specimen). Therefore, the original

location, x, is “found’’ after ∆t by subtracting the offset in the distribution function,

G(x, t), due to the spatial shift. Thus (M. A. Sutton et al., 2009)

∆G = G(x, t+∆t)−G(x, t)

= G(x− u̇∆t, t)−G(x, t)

= G(x−∆x, t)−G(x, t).

(1.4)

Writing the first order Taylor series expansion gives
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G(x−∆x, t) = G(x, t)− ∂G

∂x
∆x, (1.5)

thus

∆G = −∂G

∂x
∆x. (1.6)

The spacial evolution of the point may now be written as

∆x = u̇∆t = −∆G
∂G
∂x

, (1.7)

where ∆G may be thought of as the difference in gray value distribution between the

reference (at time t = 0) and deformed images (after time ∆t = ∆x
u̇
). For the limit

∆t → 0 (M. A. Sutton et al., 2009),

∂G

∂t
+ u̇

∂G

∂x
= 0. (1.8)

For the scope of this derivation the two-dimensional displacement field is considered,

thus expansion to 2-D is written as (M. A. Sutton et al., 2009)

x =

x1

x2

 , ∇G =

 ∂G
∂x1

∂G
∂x2

 , (1.9)

and writing v = ∆x
∆t

, Equation (1.8) rewritten for 2-D is (M. A. Sutton et al., 2009)

∂G

∂t
+ v ·∇G = 0 (1.10)

which is the well known brightness change constraint equation for optical flow, for

which a solution is sought here. For the discrete case, Equation (1.10) is (M. A. Sut-
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ton et al., 2009)

∆G

∆t
= v ·∇G, (1.11)

thus

∆x ·∇G = ∆G. (1.12)

Equation (1.12) represents the difference in gray value distribution between the

reference and deformed images, which is expressed as the change in gray value dis-

tribution with respect to change in position, multiplied by the change in position.

The pixels which make up the subsets take the form of discretely sized squares

which are aligned orthogonally throughout the digital image. Thus we consider that

the gradient of the gray value distribution is in the direction perpendicular to the

current edge of the pixel, so that Equation (1.12) represents the gradient component

of ∆x that is perpendicular to the current edge, while the other component is zero.

Thus Equation (1.12) may be written as (M. A. Sutton et al., 2009)

∆⊥ = −∆G/ |(∇G)⊥| . (1.13)

This equation may be solved for the average local displacements ∆x̄ and ∆ȳ for

a neighborhood group of points of interest which make up a subset, assuming that

displacements within that neighborhood are approximately constant.

An example is explored at this time using a discrete number of points of interest

each of which are surrounded by a discrete number of pixels. Consider Equation

(1.12) which represents a point of interest surrounded by a number of pixels. As an

example, this point is represented by Figure 1.5, which shows the point at location
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Figure 1.5: A point of interest, PA at location xA, surrounded by four pixels with
gray value distribution G(xA, t).

xA surrounded by a number of pixels. The gray value distribution for this point of

interest is G(xA, t).

For this example, consider four similar points which together form a subset, where

each point may be identified by a distinct gray value distribution. This is represented

in Figure 1.6.

The points of interest, points P1 − P4, are each surrounded by four pixels with

gray value distributions G(x1, t), G(x2, t), G(x3, t), G(x4, t), which for simplicity will

be denoted as G1 − G4. The motion of each point in the subset is distinct, yet are

assumed to be approximately equal. Thus, the average displacements, ∆x̄ and ∆ȳ,

are the displacements of the entire subset. The average displacements may be solved

by expansion of Equation (1.13) to 2-D and for the subset of Figure 1.6 is written as

(M. A. Sutton et al., 2009)

23



Figure 1.6: Four points with local gray value distributions G(x1−4, t) which form a
subset.



∂G1

∂x
∂G1

∂y

∂G2

∂x
∂G1

∂y

∂G3

∂x
∂G1

∂y

∂G4

∂x
∂G1

∂y


∆x̄

∆ȳ

 = −



∆G1

∆G2

∆G3

∆G4


, (1.14)

which may be expressed as (M. A. Sutton et al., 2009)

G ·∆x̄ = −g, (1.15)

which is an overdetermined system of equations. A solution may be found by multi-

plying both sides by GT as

∆x̄ = −
(
GTG

)−1
GTg, (1.16)

such that the two-dimensional diagonal Hessian matrix may be written as
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H =

∂xG1 ∂xG
2 ∂xG

3 ∂xG
4

∂yG
1 ∂yG

2 ∂yG
3 ∂yG

4

 ·



∂xG
1 ∂yG

1

∂xG
2 ∂yG

2

∂xG
3 ∂yG

3

∂xG
4 ∂yG

4


=

=

[ (
∂xG1

)2
+

(
∂xG2

)2
+

(
∂xG3

)2
+

(
∂xG4

)2
∂xG1∂yG

1 + ∂xG2∂yG
2 + ∂xG3∂yG

3 + ∂xG4∂yG
4

∂xG1∂yG
1 + ∂xG2∂yG

2 + ∂xG3∂yG
3 + ∂xG4∂yG

4
(
∂yG

1
)2

+
(
∂yG

2
)2

+
(
∂yG

3
)2

+
(
∂yG

4
)2

]
=

=


4∑∑∑

i=1

(∂xG
i)
2 ∑∑∑

∂xG∂yG∑∑∑
∂xG∂yG

∑∑∑
(∂yG)2

 ,

(1.17)

and the vector b is written as

b = GTg =

∂xG1 ∂xG
2 ∂xG

3 ∂xG
4

∂yG
1 ∂yG

2 ∂yG
3 ∂yG

4




∆g1

∆g2

∆g3

∆g4


=

∑∑∑ ∂xG∆g∑∑∑
∂yG∆g

 , (1.18)

where ∂xG represents the partial derivative ∂G
∂x
. Equation (1.16) now becomes (M. A. Sut-

ton et al., 2009)

∆x̄

∆ȳ

 =


4∑∑∑

i=1

(∂xG
i)
2 ∑∑∑

∂xG∂yG∑∑∑
∂xG∂yG

∑∑∑
(∂yG)2


−1 ∑∑∑ ∂xG∆g∑∑∑

∂yG∆g

 . (1.19)

As long as (GTG) is not singular, the motion ∆x̄ may be estimated. It should be

noted that (GTG) takes a singular form in regions of constant gray value, or in areas

where the intensity gradients are aligned in a single direction, i.e., when ∂GN

∂x
= 0 or
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∂GN

∂y
= 0. In such regions, motions cannot be detected by this algorithm.

So far, we have demonstrated how we can solve for the motion of subset by track-

ing the gray value distribution at different points within the subset. This solution

should now be presented as an optimization problem to identify the gray value dis-

tribution between the reference image and the deformed image. In general, the gray

value distribution is time dependent. However, it has been shown how this time

dependence may be alternatively represented by assuming constant velocity motions

during the time interval between each captured image. Therefore, the gray value

distributions are written as being only spatially dependent. An optimization of the

spatial displacement of a subset may be found by locating the same subset in the

deformed image as the reference image, which by definition is found by finding the

minimum value of ∆G = Gdef − Gref . In the equations that follow, the reference

gray value distribution is denoted as F (x) and the deformed image distribution is

G(x+ d̄). For the example problem of Figure 1.6, the optimum solution to the dis-

placement of a point between the reference and deformed images may be expressed

as (M. A. Sutton et al., 2009)

d̄opt = argmin

4∑∑∑
i=1

∣∣Gi(x+ d̄)− F i(x)
∣∣2 ,

= argmin
[(
G1 − F 1

)2
+
(
G2 − F 2

)2
+
(
G3 − F 3

)2
+
(
G4 − F 4

)2] (1.20)

which is known as the sum of squares deviation (SSD) algorithm, giving the average

displacement dopt over the four points in the subset. The summation is written out

in Equation (1.20) to demonstrate the form adopted by the summation, but from

now on will be represented by the summation operator alone. Taking the partial

derivatives of GN with respect to x and y in the sense of a first order Taylor series
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expansion, an iterative optimization algorithm may be written in the form of a cost

function as (M. A. Sutton et al., 2009)

χ2 (d̄x +∆x, d̄y +∆y

)
=

4∑∑∑
i=1

∣∣∣∣Gi(x+ d̄)− ∂Gi

∂x
∆x −

∂Gi

∂y
∆y − F i(x)

∣∣∣∣2 . (1.21)

Taking the partial derivatives with respect to ∆x and ∆y and setting to zero gives

4∑∑∑
i=1

∂xG
i(F i −Gi) =

∑∑∑∣∣−(∂xG)2∆x − ∂xG∂yG∆y

∣∣
∑∑∑

∂yG(F −G) =
∑∑∑∣∣−∂xG∂yG∆x − (∂yG)2∆y

∣∣ . (1.22)

Thus (M. A. Sutton et al., 2009),

∆x

∆y

 =


4∑∑∑

i=1

(∂xG
i)
2 ∑∑∑

∂xG∂yG∑∑∑
∂xG∂yG

∑∑∑
(∂yG)2


−1 ∑∑∑ ∂xG (F −G)∑∑∑

∂yG (F −G))

 , (1.23)

which may be solved iteratively until convergence of d̄opt is reached, which is updated

as

d̄k+1
optx,y = d̄koptx,y +∆x,y. (1.24)

This technique is known as the Lucas-Kanade tracker algorithm (Lucas, Kanade, et

al., 1981).

Up to this point, calculations for the displacements of the subset in a deformed

image have been performed. However, this algorithm must be expanded to account

for relational deformations within each subset (such as elongation, rotation, and

shear). For infinitesimal deformation, the infinitesimal strain tensor may be written

with respect to displacements, ui, as
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εij =
1

2

(
∂xj

ui − ∂xi
uj

)
. (1.25)

Distortions within the subset may be represented by coupling terms between

d̄x and d̄y in Equation (1.20). We may write a shape function ξ(x,p) such that

(M. A. Sutton et al., 2009)

χ2 (p) =

4∑∑∑
i=1

(
Gi (ξ (x,p))− F i(x)

)2
. (1.26)

For pure translation, the shape function is written as (M. A. Sutton et al., 2009)

ξ (x,p) =

x1

x2

+

p0
p1

 (1.27)

for which Equation (1.20) is recovered, and the terms p0 and p1 are used to iteratively

update the values of d̄x and d̄y. Distortions are represented when the shape function

for affine transformation is written as

ξ (x,p) =

p0
p1

+

1 + p2 p3

p4 1 + p5

 ·

x1

x2

 . (1.28)

An iterative algorithm is found by plugging in the shape function of Equation

(1.28) to Equation (1.26), taking the partial derivatives with respect to pn (n =

0, 1, 2, 3, 4, 5), and setting them to zero. Thus, we have

∆p = H−1q (1.29)

where ∆p represents the updates to pn in the iterative solver. The Hessian matrix

may be calculated to be (M. A. Sutton et al., 2009)

28



H =



4∑∑∑
i=1

(Gi
x)

2 ∑∑∑
GxGy

∑∑∑
G2

xx
∑∑∑

G2
xy

∑∑∑
GxGyx

∑∑∑
GxGyy∑∑∑

GxGy

∑∑∑
G2

y

∑∑∑
GxGyx

∑∑∑
GxGyy

∑∑∑
G2

yx
∑∑∑

G2
yy∑∑∑

G2
xx

∑∑∑
GxGyx

∑∑∑
G2

xx
2

∑∑∑
G2

xxy
∑∑∑

GxGyx
2
∑∑∑

GxGyxy∑∑∑
G2

xy
∑∑∑

GxGyy
∑∑∑

G2
xxy

∑∑∑
G2

xy
2

∑∑∑
GxGyxy

∑∑∑
GxGyy

2∑∑∑
GxGyx

∑∑∑
G2

yx
∑∑∑

GxGyx
2
∑∑∑

GxGyxy
∑∑∑

G2
yx

2
∑∑∑

G2
yxy∑∑∑

GxGyy
∑∑∑

G2
yy

∑∑∑
GxGyxy

∑∑∑
GxGyy

2
∑∑∑

G2
yxy

∑∑∑
G2

yy
2


,

and

q =



4∑∑∑
i=1

Gi
x(F

i −Gi)∑∑∑
Gy(F −G)∑∑∑
Gxx(F −G)∑∑∑
Gxy(F −G)∑∑∑
Gyx(F −G)∑∑∑
Gyy(F −G)


,

whereGx represents the partial derivative ofG with respect to x in this notation. The

possibility of a solution to Equation (1.29) depends on whether or not the Hessian

matrix can be inverted.

A key consideration in the solution of Equation (1.26) is that it depends on

the absolute gray value of each pixel, and the solution is achieved by minimizing

the difference in the actual gray values of pixels for a particular subset between

two images. However, this solution is valid only if lighting is absolutely constant,

which is not possible in most experiments. Even due to very small deformations in

the specimen or environmental perturbations each image taken during an experiment
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will have a slightly different lighting distribution. Therefore it is necessary to provide

an algorithm which takes account of the relative gray value distribution in a subset

instead of the actual gray values. Though the lighting in a subset may change, the

relative gray value distribution will be the same, and optimization is not affected by

lighting changes. An attractive option is to replace the SSD algorithm (Equation

(1.26) with the normalized cross-correlation criterion (M. A. Sutton et al., 2009)

χ2
NCC =

∑∑∑
FG√∑∑∑

F 2
∑∑∑

G2
, (1.30)

which provides an ideal optimization criterion for determining the gray value dis-

tribution as it is independent of scale. However, this method is inefficient with its

complex derivatives. Instead, the SSD algorithm can be modified to account for

changes in offset and scale in lighting by creating a photometric transformation of

the gray value distribution, Φ(G). Substituting to Equation (1.26) (M. A. Sutton et

al., 2009),

χ2 =
∑∑∑

|Φ(G)− F |2 , (1.31)

and different forms of Φ(G) may be implemented to forgo offset or scale in lighting.

Different variations of the photometric transformation have been explored by

M. A. Sutton et al. (2009), and are reviewed here. For displacement of lighting by

an offset, the transformation becomes (M. A. Sutton et al., 2009)

Φ(G) = G+ b, (1.32)

and the the cost function may be written as (M. A. Sutton et al., 2009)

30



χ2 =
∑∑∑

(G+ b− F )2 , (1.33)

where the offset parameter b may be solved either as an additional parameter of the

optimization, or by developing an implicit minimization of Equation (1.33) for the

value b, as (M. A. Sutton et al., 2009)

bopt = argminb

∑∑∑
(G+ b− F )2 . (1.34)

The optimization of this squared sum difference for the value of b is found by

taking the partial derivative of χ2 with respect to b as (M. A. Sutton et al., 2009)

∂χ2

∂b
= 2

∑∑∑
(G+ b− F ) ,

∂χ2

∂b
= 0, thus,

bopt = F̄ − Ḡ,

F̄ =

∑∑∑
F

n
,

Ḡ =

∑∑∑
G

n
,

(1.35)

where n is the number of points of interest in the subset. The optimum value of

b, bopt can be substituted into Equation (1.33) to give the zero-mean sum of square

difference criterion (M. A. Sutton et al., 2009)

χ2
ZSSD =

∑∑∑((
G− Ḡ

)
−
(
F − F̄

))2
. (1.36)

Similarly, for change in lighting by a factor of scale, the photometric transformation

of G is written as (M. A. Sutton et al., 2009)
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Φ(G) = aG, (1.37)

such that the cost function becomes (M. A. Sutton et al., 2009)

χ2 =
∑∑∑

(aG− F )2 . (1.38)

In a similar manner as was done for the optimized offset parameter (bopt), the opti-

mized scale factor aopt may be calculated by the optimization algorithm (M. A. Sutton

et al., 2009)

aopt = argmina

∑∑∑
(aG− F )2 . (1.39)

such that aopt is calculated to be

aopt =

∑∑∑
FG∑∑∑
G2

, (1.40)

and Equation (1.38) becomes the so called normalized sum of squared difference

equation

χ2
NSSD =

∑∑∑(∑∑∑
FG∑∑∑
G2

G− F

)2

. (1.41)

The photometric transformations for offset and scale have been introduced. Now

Equations (1.32) and (1.37) may be combined to give the combined photometric

transformation of the gray value distribution for offset and scale (M. A. Sutton et

al., 2009),

Φ (G) = aG+ b. (1.42)
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The sum of squared difference optimization algorithm is now (M. A. Sutton et al.,

2009)

χ2 =
∑∑∑

(aG+ b− F )2 , (1.43)

and the optimized parameters bopt and aopt are written as (M. A. Sutton et al., 2009)

aopt =

∑∑∑
(F − b)G∑∑∑

G2
,

bopt =

∑∑∑
F − aG

n
,

(1.44)

and the so-called zero-mean normalized sum of squared difference equation is (M. A. Sut-

ton et al., 2009)

χ2
ZNSSD =

∑∑∑((∑∑∑
F̄ Ḡ∑∑∑
Ḡ2

G− Ḡ

∑∑∑
F̄ Ḡ∑∑∑
Ḡ2

)
− F + F̄

)2

, (1.45)

where all F , F̄ , G, and Ḡ are functions of ξ(x,p). Equation (1.45) may be used

to solve for the parameters p such that relative gray value distributions are utilized

instead of the absolute gray values.

1.8.2 Factors affecting DIC measurement accuracy

The DIC deformation measurement technique has many variables which may

affect the accuracy and precision of the measurements, and an attempt is made here

to review these measurement error sources. In Reedlunn et al. (2011) the authors

provide an outline of the factors which may affect the accuracy of DIC measurements,

which are reviewed here.

1. Specimen surface preparation. In order to make measurements by DIC, the

surface of the specimen must demonstrate a random and highly contrasted

optical pattern. For best accuracy, the appropriate size of the variations in
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the pattern depends on the resolution of the chosen camera; a speckle on a

given specimen should contain 3-7 pixels (M. A. Sutton et al., 2009), and the

speckles should have a spacing of 5-10 pixels. Also, reflection on the specimen

surface negatively affects correlation accuracy because small changes in lighting

will greatly affect the gray value distributions in the subsets such that the

distributions will not necessarily be retained within offset and scale of lighting.

Therefore, a matte-colored surface is best so that the only consequences of

changes in lighting are offset and scale of the gray value distributions.

2. Camera, lens, and environment. Good digital photography practices should be

followed for performing DIC, taking into consideration the field of view (FOV),

depth of field (DOF), focus, aperature, and illumination. Also, the camera

should face the specimen directly (2D- and 3D-DIC), and be perpendicular

to the specimen for a single camera (2D-DIC) or two cameras both at 15◦ to

the specimen and pointing at the same location on the specimen (3D-DIC)

(Reedlunn et al., 2011) to minimize distortions in the collected images. This

criterion is especially critical for 2D-DIC. Furthermore, it is not advised to use

mirrors because of the possibility of optical aberrations and introduction of

new lighting to the camera sensor which are not from the specimen surface.

(Reedlunn et al., 2011)

3. Gray-scale range. In general an increase in the number of discrete gray levels

decreases the minimum value of the cost function in searching for the opti-

mum gray value distribution, thus increasing the accuracy of the measurement.

Color images are not advised because a simplistic gray-value based algorithm

is no longer possible with the introduction of color. Furthermore, color CCD

cameras should be avoided because the construction of the device affords a
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non-monotonic intensity scale (Reedlunn et al., 2011).

4. Number of images captured. Sufficient data should be gathered to appropriately

capture the motion of the specimen. Actually, DIC measurement does not

depend on the frequency of images taken, as each image is compared to the

original reference image individually. That being said, capturing more images

will provide more data regarding the history of deformation, making post-

analysis more accurate. The image capture rate should be chosen based on

the duration of the experiment, the speed at which key phenomena will occur

during the experiment, the amount of storage space available, and the size of

the images.

5. Choice of interpolation function and subset size. The possible interpolation

functions for the DIC calculation were shown previously; while the normalized

cross-correlation criterion provides a more accurate optimization, the squared

sum differences algorithm is less costly computationally. Furthermore, the

squared sum differences algorithm for example is based on a taylor series ex-

pansion of the gray value distribution. The first order taylor series was used in

the previous review. A higher order function may be used to increase accuracy

of the correlation. The subset size should be chosen according to the resolution

as well as the distribution of the speckles. As mentioned before the speckles

should contain 3-7 pixels. The subset should be chosen such that each subset

contains 3-5 speckles.

6. Out-of-plane displacements for 2D-DIC. 2D-DIC may provide less accurate re-

sults if there are significant out-of-plane displacements. Although out-of-plane

displacements cannot be completely avoided, the effects may be minimized

by either placing the camera further from the specimen, using a telecentric
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lens, or performing a prediction or separate measurement of the out-of-plane

displacements (Reedlunn et al., 2011).

1.9 Full-field temperature measurement methods

The method chosen for full-field temperature measurement was IR thermogra-

phy which will be reviewed here. Infra-red (IR) thermography is identified as an

ideal metrology for the thermal assessment of coupled thermomechanical response of

SMAs. The method measures the intensity of radiative heat transfer from the sur-

face of a target (Minkina & Dudzik, 2009) which may be converted to temperature

measurement through careful calibration. Objects emit varying amounts of radia-

tion with respect to the object’s physical temperature depending on certain material

properties; the key experimental parameter is the emissivity (ϵ) of the object, which

is defined as the ratio between a material’s radiant exitance and the radiant exitance

of a black body (Minkina & Dudzik, 2009). The emissivity ranges from ϵ = 0 or low

radiation for very shiny objects, to ϵ = 1, or high radiation for nearly-black bodies.

IR thermography provides a technique for measuring the temperature on the same

surface of an object that is simultaneously being tracked via DIC. This method is

ideal for the experiments designed for characterization of actuator SMA materials,

in which the temperature fields are intended to be varied in two dimensions only.

1.10 Modeling and model calibration

Effective utilization of SMA materials requires some degree of optimization of the

material performance which is best understood via accurate predictive analysis of

the simulation model. Furthermore, an effort has been made in this work to perform

an estimation of the full mechanical response of a specimen through utilization of

an SMA model using the full-field deformation and temperature measurements. A

review of SMA modeling efforts in general, as well as a detailed derivation of the
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SMA constitutive model used in this work are shown in this section.

Extensive research has been performed regarding the formulation of such meth-

ods for shape memory alloys. Existing constitutive models may be classified in two

groups: micromechanics-based models and phenomenological models (D. C. Lagoudas

et al., 2006). The micromechanics based models use information about the crystal

stucture in the material to predict the macromechanical response. The macro-scale

response of the SMA material may be predicted by knowledge of the granular struc-

ture for (generally) polycrystalline SMAs by using the knowledge of single crystal

SMAs and then applying homogenization techniques to approximate polycrystalline

SMAs. Given the underlying differences between single crystal and polycrystalline

SMA materials, the most visible of which is the anisotropy of single-crystal SMAs

versus the more isotropic response of randomly distributed grains in annealed poly-

crystalline SMA materials, the process of predicting macroscopic SMA behavior re-

quires computationally expensive methods as described by D. C. Lagoudas et al.

(2006). Efforts toward the development of micromechanical models include the works

of Patoor, Eberhardt, and Berveiller (1996), Gao and Brinson (2002), among others.

On the other hand, phenomenological SMA models are formulated from a contin-

uum mechanics standpoint, utilizing thermodynamic potential functions to formu-

late the expected macroscopic thermomechanical response in polycrystalline SMA

systems. This type of model uses internal and state variables within a set of evo-

lution equations to describe the evolution of the solid-to-solid phase transformation

in the material. This is based on a set of macroscopic parameters identified by ex-

tensive experimental observations, rather than micromechanical material properties

re-arranged to approximate the response of a polycrystalline material, as is the case

for micromechanics-based models. The most referenced phenomenological models

include D. C. Lagoudas et al. (2006), Helm and Haupt (2003), Boyd and Lagoudas
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(1996), Brinson, Bekker, and Hwang (1996), and Auricchio, Taylor, and Lubliner

(1997), among others. Consideration of micromechanical models is beyond the scope

of this work; rather, this work is motivated by phenomenological models such as

that of D. Lagoudas et al. (2012), as we aim to demonstrate the integrity of a com-

prehensive experimental approach for characterization of SMAs and identification of

parameters to be used in phenomenological modeling.

In order to utilize any SMA constitutive model, calibration of the identifying

parameters used in that model must be performed. No SMA material is the same

as the next; to use an SMA material in a design requires careful calibration of the

constitutive model to that specific material. Therefore, the need for reliable exper-

imental methods for the identification of SMA material parameters for constitutive

model calibration is emphasized in this work. Previous efforts for material character-

ization will be described; but phenomenological SMA constitutive model calibration

requires the understanding of very particular material response features via the exe-

cution of well-chosen experiments. In fact, an increasingly complex menu of material

modeling options requires a greater number of experiments, where the type of SMA

application in consideration also guides the experimentation to be performed (e.g.,

isothermal experiments for pseudoelastic SMAs, isobaric experiments for actuator

applications). However, in this work the goal is to reduce the number of isobaric

experiments necessary to identify the parameters associated with arbitrarily com-

plicated SMA constitutive models, while simultaneously maximizing understanding

regarding the performance of future SMA actuator systems.

1.11 Review of an SMA constitutive model

The SMA constitutive model has been proposed which is derived from thermo-

dynamic first principles in D. Lagoudas et al. (2012), and is reviewed here. A Gibbs
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free energy relation has been formulated which is dependent on the stress (σ) and

temperature (T ) state variables, as well as a set of internal state variables which

include the transformation strain (εt), the total martensitic volume fraction (ξ), and

a transformation hardening energy term (gt) which defines the non-linear change

in mixing energy during phase transformation. By relating the Gibbs free energy,

G = G(σ, T, εt, ξ, gt), to the internal energy through the Legandre transformations,

the Clausius-Planck inequality form of the second law may be written in terms of

the rate of change of Gibbs free energy, as (D. Lagoudas et al., 2012)

−ρĠ− σ̇ : ε− ρsṪ ≥ 0, (1.46)

where ε is the total infinitesimal strain and ρ, s, and T are the density, entropy, and

temperature state variables, respectively. By the chain rule,

−ρ

(
∂G

∂σ
: σ̇ +

∂G

∂T
Ṫ +

∂G

∂εt
: ε̇t +

∂G

∂ξ
ξ̇ +

∂G

∂gt
ġt
)
− σ̇ : ε− ρsṪ ≥ 0. (1.47)

The total infinitesimal strain may be decomposed according to three distinct phe-

nomena: the linear-elastic strain, thermal stain, and also the non-linear recoverable

strain due to phase transformation. Therefore,

ε = εel + εth + εt. (1.48)

Using the procedure of Coleman and Noll (1963), the total strain and entropy state

variables may be written as (D. Lagoudas et al., 2012)

ε = −ρ
∂G

∂σ
= Sσ +α (T − T0) + εt, (1.49)
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s = −ρ
∂G

∂T
=

1

ρ
α : σ + c ln

(
T

T0

)
+ s0, (1.50)

and the remaining three partial derivatives of Gibbs free energy with respect to the

three internal state variables are the generalized thermodynamic forces (Qidwai &

Lagoudas, 2000),

−ρ
∂G

∂ξ
= p, −ρ

∂G

∂εt
= σ, −ρ

∂G

∂gt
= −1. (1.51)

Thus, the second law becomes

pξ̇ + σ : ε̇t − ġt ≥ 0. (1.52)

The generalized thermodynamic force p (D. Lagoudas et al., 2012)

p =
1

2
σ : ∆Sσ +σ : ∆α (T − T0)− ρ∆c

[
(T − T0)− T ln

(
T

T0

)]
+ ρ∆s0T − ρ∆u0,

(1.53)

where ∆S, ∆α, ∆c, ∆s0, and ∆u0 are the difference in material constants between

the austenite and martensite phases. It is assumed that the evolution of the internal

state variables is linked to the change in ξ, therefore the transformation strain internal

state variable is written as (D. Lagoudas et al., 2012)

ε̇t = Λtξ̇, Λt =


Λt

fwd, ξ̇ > 0,

Λt
rev, ξ̇ < 0,

(1.54)

where the transformation direction tensor (Λt) for forward and reverse transforma-

tion are defined as (D. Lagoudas et al., 2012)
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Λt
fwd =

3

2
Hcur (σ̄)

σ′

σ̄
, Λt

rev =
εt−r

ξr
, (1.55)

where Hcur(σ̄) is the maximum achievable transformation strain at a given effective

stress level, εt−r and ξr are the strain and total martensitic volume fraction at the

beginning of reverse transformation, and σ′ is the deviatoric part of the stress tensor.

The hardening energy term is written as (D. Lagoudas et al., 2012)

ġt = f tξ̇, f t =


f t
fwd, ξ̇ > 0,

f t
rev, ξ̇ < 0,

(1.56)

where f t is known as the hardening function, which is proposed as (D. Lagoudas et

al., 2012)

f t
fwd =

1

2
a1 (1 + ξn1 − (1− ξ)n2) + a3,

f t
rev =

1

2
a2 (1 + ξn3 − (1− ξ)n4) + a3,

(1.57)

where n1, n2, n3, and n4 are smoothing parameters for the transformation behavior

where 0 < n ≤ 1, and a value of n ̸= 1 results in a smooth transition in the predic-

tion of the transition from inelastic phase transformation behavior to linear-elastic

deformation. For this work, unity has been assigned to the smoothing parameters.

a1, a2, a3, as well as ρ∆u0 are model parameters denoted as (D. Lagoudas et al.,

2012)

a1 = ρ∆s0 (Mf −Ms) , a2 = ρ∆s0 (As − Af ) ,

a3 = −a1
4

(
1 +

1

n1 + 1
− 1

n2 + 1

)
+

a2
4

(
1 +

1

n3 + 1
− 1

n4 + 1

)
,

ρ∆u0 =
ρ∆s0
2

(Ms + Af ) .

(1.58)

41



The second law may now be written as

[
σ : Λt + p− f t

]
ξ̇ = πtξ̇ ≥ 0, (1.59)

where πt denotes the total thermodynamic driving force. When ξ̇ = 0, Equation 1.59

is identically satisfied and a strictly dissipative inequality may be imposed (Anand

& Gurtin, 2003) such that for ξ̇ ̸= 0,

[
σ : Λt + p− f t

]
ξ̇ = πtξ̇ > 0. (1.60)

In order for Equation 1.60 to be satisfied, πt is positive during forward trans-

formation (ξ̇ > 0) and negative during reverse transformation (ξ̇ < 0). A critical

thermodynamic driving force, Y t, is defined for initiating and sustaining transfor-

mation such that when πt is equal to and does not exceed Y t then transformation is

occurring (D. Lagoudas et al., 2012). This relationship is demonstrated by defining

the transformation function, Φt, as follows:

Φt
fwd = πt

fwd − Y t
fwd,

Φt
rev = −πt

rev − Y t
rev,

(1.61)

which must obey the Kuhn-Tucker conditions for forward and reverse transformation,

written as (D. Lagoudas et al., 2012)

Φt ≤ 0, Φtξ̇ = 0. (1.62)

During transformation, ξ̇ ̸= 0, therefore Φt = 0 is the thermodynamic constraint

during transformation. The stress dependent critical thermodynamic driving force

is written as
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Y t = Y t
0 +Dσ : Λt, Y t

0 =
ρ∆s0
2

(Ms − Af )− a3, (1.63)

where D is the stress-dependent term.
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2. EXPERIMENTATION PART I: CHARACTERIZATION OF

MACROSCOPIC ACTUATOR SHAPE MEMORY ALLOYS VIA

NON-UNIFORM LOCALIZED HEATING

2.1 Introduction

The experimental method explored in this section demonstates a method for

characterization of SMA materials used for actuators. SMA actuators have applica-

tions in a wide variety of fields, especially the automotive, aerospace, robotic, and

biomedical fields (Jani et al., 2014). They demonstrate high energy, high strain, and

low shock actuation while being very simplistic in design (Van Humbeeck, 1999).

For example, SMA actuators in wire configurations are very common, and are used

in both a straight wire configuration, which may perform actuating work via axial

strains up to 6% even under loads exceeding 700 MPa, as well as in a helical spring

configuration which may generate and recover actuation extensions of much more

than 100%. Additionally, many SMA actuating systems employ more geometrically

complex 2D and 3D configurations such as the variable geometry chevron (D. Hartl

et al., 2010) (D. J. Hartl et al., 2010) (Oehler et al., 2012), the SMA medical heart

stent (Morgan, 2004), and the reconfigurable rotor blade (Bushnell et al., 2008),

among others.

Some recent reviews exist concerning SMA actuator devices. D. J. Hartl and

Lagoudas (2007) as well as Calkins and Mabe (2010) present reviews of recent ap-

plications of SMA actuators in the aerospace community. Jani et al. (2014) includes

a highly inclusive review of possible and existing applications of SMAs across disci-

plines, addresses recent developments in SMA research, and provides an overview of

the existing types of SMAs. Van Humbeeck (1999) also presented a detailed overview
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of past applications of SMA actuators, organizing them into various categories in-

cluding fashion, fasteners, micro-actuators, hybrid composites (adaptive materials),

and damping mechanisms. SMA actuators may also be divided into two subgroups,

as outlined by Otsuka and Wayman (1999), ch. 11: i) the SMA acts as both sensor

and actuator, where the environment acts as a stimulus, as in safety control devices

(Van Humbeeck, 1999); ii) the SMA is actively heated via a controlled power input

to perform an actuation sequence.

2.1.1 Physical mechanisms for SMA actuation

For actuation of SMA devices, cooling the material stress-free from the high tem-

perature austenite phase (highly ordered cubic microstructure) results in a phase

transformation to the low temperature martensite phase (tetragonal or monoclinic

microstructure) in an energetically favorable twinned configuration (Otsuka & Way-

man, 1999) (Patoor et al., 2006) (D. C. Lagoudas et al., 2006). When a critical

level of stress is applied to the cooled material, the martensite variants become reori-

ented causing severe non-linear displacements which are recovered upon reheating.

These phenomena are modeled by four descriptive phase transformation boundaries,

as follows: when the material is cooled at zero stress from austenite to below the

martensite start temperature (Ms), the material begins forward transformation from

austenite to martensite. When the temperature is below martensite finish (Mf ), the

material is fully-martensite. As this phase transformation occurs, the martensitic

volume fraction (ξ) changes from zero as austinite to unity as martensite. When the

material is reheated under zero load and reaches the austenite start (As) temper-

ature, reverse transformation begins. The material returns to the parent austenite

phase (ξ = 0) when the temperature is above austenite finish (Af ). Identification of

these four parameters (as well as others) for the material at various isobaric loads
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shows the primary goal in SMA actuator material characterization. Further details

regarding the behavior of SMA phase transformation are inlcuded in Patoor et al.

(2006), and D. J. Hartl and Lagoudas (2007).

2.2 SMA actuator material experimental characterization

An experimental method is presented for SMA actuator material characterization

which reduces the method to a single-stage experimental process. The primary goal of

this experimental characterization is to identify the specific material parameter values

for the calibration of a material constitutive model. These material parameters rely

on information that quantifies certain expected material phenomenon. Specifically,

for SMA actuators we desire to demonstrate the austenite start (A0
s) and finish

(A0
f ) temperatures, the martensite start (M0

s ) and finish (M0
f ) temperatures, the

transformation strain (H), as well as information about the phase diagram. Note

that these parameters are described in detail in the previous section.

The experemental method commonly used in the past to characterize SMA actu-

ator materials consists of several experimental stages in order to demonstrate the re-

quired phenomenon. For example, D. Hartl et al. (2010) performed differential scan-

ning calorimetry (DSC) testing, as well as constant-stress ambient cooling/heating

cycles at eight different stress levels in order to demonstrate the desired phenomenon.

For the proposed experimentation, instead of using several different material speci-

mens in a multi-stage process, sufficient information may be obtained by using a sin-

gle specimen in a single experiment in the following proposed experimental method.

For SMA actuator systems, the SMA component will provide an actuation force

when a solid-to-solid phase transformation is induced through the component by a

change in temperature. Traditionally, this phenomenon is demonstrated by globally

cooling and heating SMA material specimens in a controlled, ambient temperature
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environment (D. Hartl et al., 2010), (Clingman, Calkins, & Smith, 2003). Several

ambient cooling/heating cycles are performed at several different levels of stress

so that sufficient information is gathered concerning the transformation behavior;

additionally, DSC testing may be performed to identify the transformation behavior

at the zero stress condition; the material may also undergo a tensile test at one

or more ambient temperatures so that the elastic properties of the material may

be determined. However, we propose to replace these multiple testing cycles and

specimens with a single-specimen, single-cycle localized heating experiment.

The localized heating experiment is to apply a power input to a small portion of

the material specimen, such that some locations on the specimen experience a large

change in temperature, while other locations experience very little change in temper-

ature. Thus, while some areas on the specimen undergo full phase transformation,

other areas will experience no phase transformation. By experimentally identifying

the temperature and deformation at every location on the specimen during the ex-

periment, sufficient data is provided to identify the specific values of the material

parameters for the constitutive model.

In addition to simplifying the experimental process, using localized heating for

experimental characterzation of the SMA material has a second advantage. Many

SMA actuator systems utilizing temperature induced transformation for their ac-

tuation power cannot be heated in an ambient enviornment. Rather, for devices

which do not have a wire configuration, it is common to place an electrically pow-

ered heat source at one or more locations on the mechanism so that the temperature

is homogeneous through the body of the actuator for the duration of the actuation

of the device (D. Hartl et al., 2010). Since variable heating of SMA actuators is

more common, it is more accurate to characterize the SMA actuator material using

localized heating: in addition to capturing the mechanical properties of the mate-
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rial, the calibrated constitutive model takes into account the heat flow properties

in the specimen, and any other phenomenon which could be caused by non-ambient

heating. Also, though localized heating was used in these experiements, studying

heat conduction properties of SMAs is beyond the study performed here. Rather,

quasistatic heating steps have been utilized and a steady state temperature field has

been recorded after each heating step.

Calibration of material model parameters using distributed field data from local-

ized heating experimentation relies on solving an inverse problem. Iterative computa-

tional simulation of a boundary value problem representing the experiment assuming

different (improved) sets of model parameters is used to find the best full library of

model parameters for describing the specimen in question. This requires the use of

optimization agorithms, and has been described in full detail elsewhere. See Mer-

aghni et al. (2013) for an example of model parameter value optimization work.

Recall that deformation data as well as temperature data are known at every point

on the specimen. Thus, given this data, one is capable of calibrating the thermal

and mechanical aspects of a coupled model. However, to date, the thermal data

described in this work has been used only to provide known distributed temperature

inputs to an FEA model for calibration (via iterative matching) of the mechanical

response.

An overview of the experimental studies performed is presented in the following

sections. First, the experimental setup will be presented. Next, experiments which

were performed that lead up to the localized heating experiment will be shown.

These include a validation experiment for the DIC deformation measurement method,

followed by a series of ambient cooling/heating experiments at various stress levels.

Finally, two localized heating experiment will be presented.
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2.2.1 Specimen description

All experimental data described herein was obtained from tests performed on one

of two different material specimens. Both specimens came from an equiatomic NiTi

(at. 50.0% Ni) thin plate, heat treated at 450◦C, water quenched, and cold-rolled

(see Figure 2.1a). The first specimen had a total aspect ratio of 4.0, and will be

referred to as the thin strip specimen (Figure 2.1b); the second had a smaller aspect

ratio of 1.5, and will be referred to as the plate specimen (Figure 2.1c). For each

specimen, the loading direction was parallel to the direction of rolling applied to

the original source plate sample. For each specimen, ambient heating/cooling was

performed at two different loads: 200 MPa followed by 100 MPa. An additional cycle

at 10 MPa was performed for the thin strip specimen. Immediately following the

ambient cooling/heating experiments, a localized heating experiment was performed

for each specimen.

(a) Original raw NiTi (at.
50.0% Ni) Sample.

(b) Thin Strip specimen. (c) Plate specimen.

Figure 2.1: The thin plate sample sheet and specimens are shown. The load applied
to each specimen was in the direction of the sample processing rolling direction.
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Figure 2.2: Experimental setup, showing the electro-mechanical test stand, the IR
camera, and the CCD camera for 2D-DIC.

2.2.1.1 Experimental setup

All experiments were performed using an electro-mechanical screw-driven test

stand in a tensile test configuration with a 2500 N load cell. All 2D-DIC measure-

ments were taken using an Edmond Optics 2 megapixel CCD camera with 23 mm

lens and all deformation fields were calculated using Correlated Solutions VIC-2D

2009 software. IR measurements were performed using a Testo 885-1 infra-red cam-

era system with a camera precision of 2.0 ◦C. These equipment are shown in Figure

2.2 in the experimental setup.

Note that in Figure 2.2, the axes of the 2D-DIC camera and IR camera were

aligned to provide nearly the same line of sight,maximizing accuracy of measure-

ments by ensuring a nearly-perpendicular orientation relative to the material spec-

imen. Through careful comparison between the IR camera results and associated
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thermocouple results, a high degree of confidence was established in the precision of

the temperature measurement using the IR camera as calibrated.

The images captured with the IR camera give a value of the temperature for every

pixel in the image which depends on the value of the IR emissivity parameter (ϵ).

The IR camera resolution is 240x320 pixels; the spatial resolution of the measurement

on the specimen was 0.39 mm. ϵ was calibrated in post-processing through careful

comparison between the IR temperature results and the TC results. TCs were placed

on the back side of the thin (0.03 mm) specimen, and the IR measurement was

performed on the front side. The highly reliable results of the TC measurements

were compared directly to the IR measurement at the exact locations of the TCs.

Comparison of five IR images were made to two TC’s. The mean error between the

TC and IR measurements after calibration to the TC results was 1.41 ◦C, with a

maximum error of 5.6 ◦C, and a minimum error of 0.08 ◦C. The mean error was 2.14

◦C. There were two results for which the error was not reasonable which were not

used in the analysis. The error was assumed to be in the TC reading at those time

points due to noise.

The location of the TC’s were identified before the beginning of the experiment,

compared to an easily identifiable location. The exact location of the TC’s on the

IR image we found by measuring the converted distance from a reference location

to the TC location on the IR image. Highly reflective aluminum tape was placed

at the top and bottom boundary of the specimen (near the grips) in order to easily

distinguish the boundary of the specimen in the IR image.

2.2.1.2 Specimen preparation

The specimens were prepared for experimentation in a multi-step process that

considered the temperature calibration measurement, 2D-DIC deformation measure-
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ment, IR thermography measurement, and application of localized heating. Figure

2.3 shows the processing steps performed for the specimens. First, the specimen was

treated to remove the outer oxidation layer then cleaned. Next, thermocouples (TC)

were attached to the specimens using a spot-welding technique. Figures 2.3a and

2.3b show the thermocouple placement used for the plate and thin strip specimens,

respectively. Subsequently, the electro-thermal heater was attached to the specimen,

also shown in Figures 2.3a and 2.3b. Next, a speckle pattern was applied to the

specimens for the DIC measurement, where a flat white spray paint was chosen for

the background. For the DIC method, a target with very low reflectivity (high em-

misivity) is desired, so that there is no reflection from the lighting source during

the experiment. A material with a high emissivity value is also desired for IR mea-

surement. Therefore, performing these two tests are highly compatible in terms of

surface preparation needs. The black speckle pattern was applied using a flat black

acrylic paint with a TC Omni 3000 airbrush. Figures 5.1b and 5.1a show the speckle

pattern used for the plate and thin strip specimens, respectively.
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(a) Plate specimen, back: TC and heater. (b) Thin strip specimen, back: TC
and heater.

(c) Plate specimen, front: DIC
speckle pattern.

(d) Thin strip specimen, front: DIC speckle
pattern.

Figure 2.3: Specimen processing is shown. Thermocouples were placed on the speci-
men for calibrating the IR images. Aluminum tape was placed at the top and bottom
of the specimen to mark the boundary of the specimen for IR thermography.
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2.2.1.3 Comparison of 2D-DIC to laser extensometry

To demonstrate the consistency of 2D-DIC with other deformation measurement

techniques, a separate test was performed previously to compare the 2D-DIC defor-

mation measurement to highly reliable and highly precise laser extensometry data.

The specimen used for this test is shown in Figure 2.4a. This specimen was cut from

a similar sample as shown in Figure 2.1a, and was used only to show the consistency

between 2D-DIC and laser extensometry. The specimen was ambiently heated to

150◦C under zero load, then loaded to 200 MPa. Then an ambient heating/cooling

cycle was applied during which deformation was measured using 2D-DIC as well as

laser extensometry. Temperature was measured by a thermocouple placed next to

the specimen.

Figure 2.4 demonstrates the results of this study, showing axial strain (ε11=
∆L/L0)

vs temperature. The area of interest (AOI) used for the 2D-DIC analysis is indicated

in the figure. The DIC ε11 results in Figure 2.4b are the average DIC ε11 results in

this area. The laser extensometer measures the distance from bottom-to-bottom

of the reflective markers. To accurately verify the 2D-DIC method by comparison

to laser extensometry, the AOI for 2D-DIC should measure a region similar to the

one used for laser extensometry, thus the AOI was placed as indicated. Figure

2.4b shows the results of this verification; the strain measurement using 2D-DIC is

clearly consistent with laser extensometry. A similar comparison method was used by

Reedlunn et al. (2011) in representing their use of 3D-DIC for measuring displacement

in SMA wires. This shows that 2D-DIC is a reliable method for deformation and thus

strain measurements, and attests to its utility for the present study as a full-field

measurement technique.
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(a) Specimen for 2D-DIC validation and measured regions.
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(b) Axial strain (ε11) vs temperature measured by 2D-DIC
and laser extensometry.

Figure 2.4: Comparison between 2D-DIC and laser extensometry.
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2.2.2 Ambient heating/cooling

To fully understand the response of the material used in this experiment, an

ambient heating/cooling cycle study was performed in the traditional manner of

SMA actuator material testing (D. Lagoudas (2008), Ch. 2). An additional motive

was the verification of the new localized heating calibration method against a more

common approach.

In order to reliably demonstrate consistency between the two types of characteri-

zation experiments, the ambient heating/cooling cycle experiment was performed on

the same specimen subsequently used for the localized heating experiments. Both ex-

periments were performed one right after the other in order to minimize discrepancy

with regard to preparation, gripping, loading, and load control, etc.

The following steps describe the process used to perform the ambient heat-

ing/cooling cyclic testing and prepare the specimen for the localized heating tests:

1. Heat specimen to above austenite finish temperature.

2. Apply 200 MPa to specimen.

3. Cool to 40◦C, and heat to 160◦C.

4. Unload specimen to 100 MPa.

5. Cool to 40◦C, and heat to 160◦C.

6. Apply 200 MPa to specimen.

7. Cool specimen to 40◦C.

8. Perform localized heating on the specimen.
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Figure 2.5 shows the ε11 (∆L/L0) vs. temperature results of the ambient heat-

ing/cooling experiment for both specimens. These tests were performed by ambient

heating/cooling the material under constant applied load using a heating chamber

(see Figure 2.2). Temperature was measured by a thermocouple placed next to the

specimen, and strain was measured by 2D-DIC through the window of the heating

chamber. In these figures, the effects of transformation induced plasticity (TRIP)

can be seen. The specimens were first cycled at 200 MPa, then again at 100 MPa:

with increased cycles, the material behavior stabilizes. The difference in TRIP be-

tween cycles is much more prevalent in the first few cycles than subsequent cycles.

Therefore, the rapid decrease in TRIP between the 200 MPa and the 100 MPa cycles

is expected (Reedlunn et al., 2011). Figure 2.5a also shows the cycle performed at

10 MPa for the thin strip specimen. Because the load applied was below the re-

quired stress for the selection of preferred martensitic varients, no actuation strain

was observed in the material during the temperature cycle.

For the plate specimen, the applied load data was lost after the completion of the

test due to a software malfunction. However, it may be said with high confidence

that the load applied to the specimen during the test was as reported. Furthermore,

the DIC data and temperature data were both retained, with high confidence. Each

stage of the experiment was performed at a constant stress/applied load.
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(a) Thin strip specimen.
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(b) Plate specimen.

Figure 2.5: Axial strain (ε11) vs temperature showing the ambient heating/cooling of
the two specimens. There are noticeable effects of transformation induced plasticity
(TRIP) in the 200 MPa response.

Figure 2.6 shows the ambient heating/cooling results modified to not include

the effects of TRIP. Figure 2.5 was reduced to create Figure 2.6. These figures

demonstrate the recoverable strain from the experiment, and may be used to obtain

information about the material behavior.

Figure 2.7 shows the phase diagram for the thin strip and plate specimens. In the

stress (F/A0) vs temperature space, when the material state is to the left of the Mf

line, the material is in martensite (ξ = 1). When the material state is to the right

of the Af line, the material is in the austenite phase. The points indicated are data

obtained from Figure 2.6 by the tangent line method (D. Lagoudas (2008), Section

2). The slope of the Mf and Ms lines (CM) as well as the slope of the As and Af

lines (CA) were determined by the equation

Cγ = 1 /

(
1

Cγs

+
1

Cγf

)
(2.1)
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where γ = M, A; Cγs and Cγf are the slopes of the γs and γf lines (i.e., the lines

passing through the data points). For the current experimental results, the critical

transformation temperatures (Af , As, Mf , Ms) in the phase diagram were assumed

to have a linear realationship with applied load, although not always the case (Wu,

Sun, & Wu, 2003).

2.2.2.1 DIC measurement method

The DIC measurement performed for the data of Figures 2.6 and 2.5 was taken as

an average of the DIC data over a small area near the center of the specimens. Figure

2.8 shows a comparison between different types of DIC measurement. The analysis

of a single point in the center of the specimen is slightly different than the analysis

of an average over a line or an area, which are both very similar to each other, with

a maximum difference of 0.2% axial strain between the analysis at a single point and

the average along a line. This comparison shows that the DIC measurement method
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(a) Thin strip specimen.

40 60 80 100 120 140 160

T ( ◦C)

0.01

0.00

0.01

0.02

0.03

0.04

0.05

0.06

ε 1
1

200 MPa

100 MPa

(b) Plate specimen.

Figure 2.6: ε11 vs temperature showing the ambient heating/cooling for each of the
two specimens. The figures were modified to exclude the effects of TRIP in these
initial thermal cylces of the material.
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used for the data in Figures 2.6 and 2.5 is valid and is comparable to a traditional

extensometer measurement (represented by the average over the line).

2.2.3 Localized heating

A visual representation of the localized heating experiments is provided by Figures

2.9 and 2.10. Figures 2.9a and 2.10a show how the localized heating was supplied to
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(a) Thin strip specimen material phase diagram.
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(b) Plate specimen material phase diagram.

Figure 2.7: Stress vs temperature phase diagram estimated by data from Figure 2.6.
σ̄ represents the effective applied stress.
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the specimen via an electro-thermal fabric heater attached to the specimen opposite

the painted side for the thin strip and plate specimens, respectively. Quasistatic

heating was performed by supplying stepwise increasing DC power to the heater via

an OTE HY3003 power supply.

Infrared thermography (Testo 885-1 infrared camera system, see Figure 2.2) cap-

tured the temperature distribution resulting from the localized application of heating

power. The emissivity was calibrated to be 0.43. Figures 2.11 and 2.12 show the

temperature fields for the thin strip and plate specimens, respectively recorded using

(a) A picture showing the analysis point, line
average, and area average on the specimen
surface used in this analysis.
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point

line average

area average

(b) Axial strain (ε11 vs time plot demonstrating the
difference in different types of measurements using
DIC.

Figure 2.8: Comparison of three different types of DIC measurement. Analysis at
a single point in the center of the specimen is compared to analysis via an average
over an area, and an average along a line.
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IR thermography at the indicated time steps (1-22 for thin strip, 1-15 for plate).

For localized heating, it is assumed that the variation of temperature through the

thickness of the specimen is negligible. Note that the power values shown for the

thin strip (Figure 2.11a) are significantly higher than the power reported for the

plate specimen (Figure 2.12a). This discrepancy is due to the difference between the

type and installation of electro-thermal heater used, where the heater used for the

thin strip specimen was only partially attached to the specimen (see Figure 2.11a),

and thus was less efficient in transferring power into the material.

(a) Specimen configuration (back
side).
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(b) Power applied to thin strip specimen heater.

Figure 2.9: Power applied to thin strip specimen.
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(a) Specimen configuration (back
side).
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(b) Power applied to plate specimen heater.

Figure 2.10: Power applied to plate specimen.
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(a) Power applied over time.

(b) Spatial temperature distribution over time.

Figure 2.11: Temperature fields at the indicated time steps (1-22) for the thin strip
specimen.

2.2.4 Localized heating in a single dimension: thin strip specimen

Note that all results provided herein are associated with a planar region of the

specimen that does not include specimen edges. This is illustrated via the contour

colored region of Figure 2.13, which shows an example of the DIC results. While this

image shows the boundaries of the specimen, the response at the boundaries cannot

be calculated by DIC analysis because extrapolation to the boundaries is not reliable
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(a) Power applied over time.

(b) Spatial temperature distribution over time.

Figure 2.12: Temperature fields at the indicated time steps (1-15) for the plate
specimen.
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in this framework, especially when the boundary moves in response to loading and

transformation. Therefore, in the following representations of distributed strain, the

full specimen is not completely represented, but only the colored contour subdomain

shown in Figure 2.13. The boundaries for the temperature field data were defined

such that they match the boundaries of the DIC data exactly.
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0.02

0.03

ε11

11

22

Figure 2.13: Illustration of the DIC-analyzed subdomain (and, by extension, ther-
mography subdomain) used in the subsequent figures. This figure shows the axial
strain (ε11) contour plot at the time step for maximum power (P=7.9 W).
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All distributed field data (temperature and in-plane strain components) are shown

simultaneously in Figure 2.14. Specifically, the temperature, axial strain, transverse

strain, and shear strain fields at each time step (1-22, see Figure 2.11) are provided.

The spatial resolution of the DIC measurement for the strain results is 0.136 mm

per image pixel, and the results shown in Figure 2.14 have a spatial resolution 0.544

mm per reported analysis point. The strain resolution was calculated by dividing

the spatial resolution by the length of the primary axis of the specimen, and was

calculated to be 0.004 mm/mm. The localized strain response to the applied tem-

perature variation in the specimen is observed throughout, where it is clear that the

effect of the upper and lower grips has little effect and is highly localized.

One of the key advantages to this approach is the ability to quantify a range of

thermally induced transformation responses, from full hysteresis loops in sufficiently

heated regions, to partial loops, to closed paths in non-transforming regions. While

Figure 2.14 provides all of this information simultaneously, it is difficult to inter-

pret quantitatively. For this purpose, Figure 2.15 directly illustrates the thermally

induced actuation strain responses at points ranging from fully to non-transformed.

67



(a) Temperature measured with IR camera.

(b) Axial strain (ε11) in the loading direction.

(c) Transverse strain (ε22).

(d) Engineering shear strain (γ12 = 2ε12).

Figure 2.14: Full-field temperature and strain measurements for the thin strip spec-
imen.
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(a) Location of plotted points (P = 7.9 W ).
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(b) ε11 vs temperature response of indicated points during tempera-
ture cycle.

Figure 2.15: ε11 vs temperature at identified analysis points. The red curve in (b) is
the point which experienced the most temperature variation. The points with more
temperature variation show greater hysteresis.
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2.2.5 Localized heating in two dimensions: plate specimen

Here we repeat the exploration previously described for the thin strip, but applied

to the plate specimen. A richer experimental response is ensured by the asymmetric

placement of the heater, which results in temperature gradients and induced stress

gradients. The low aspect ratio of the specimen also induces additional stress gra-

dients. The same general results (contour and line plots) are presented as for the

thin strip, although a more nuanced discussion is made possible by the 2-D field

distributions.

The regions for the analyses performed herein are shown graphically in Figure

2.16. The plate specimen is shown and the subdomain that was used for DIC analysis

is clarified (ε11 results at the 8th time step, P=5.3 W). Thus for the strain results,

the full specimen is not completely represented, but only the colored contour area

shown in Figure 2.16. The boundaries for the temperature field data were defined

such that they match the boundaries of the DIC data exactly.

The data obtained by this experiment are graphically summarized in Figure 2.17,

where the temperature, axial strain, transverse strain, and shear strain fields at each

time step are all shown. The spatial resolution of the DIC measurement for the strain

results is 0.0901 mm per image pixel, and the results shown in Figure 2.17 have a

spatial resolution 0.360 mm per reported analysis point. The strain resolution was

calculated as the spatial resolution divided by the length of the primary axis of the

specimen, and was calculated to be 0.003 mm/mm. In Figures 2.17b and 2.17c the

strong transformation-induced strain gradients arising from the temperature varia-

tion in the specimen are observed. We can make a few qualitative observations from

these results. First, we observe the expected 2-D distributions that are not present

in the strip experiments. These large strain gradients in particular will lead to sharp

70



0.00

0.05

0.01

0.04

0.02

0.03

0.06
ε11

11

22

Figure 2.16: Illustration of the DIC-analyzed subdomain (and, by extension, ther-
mography subdomain) used in the subsequent figures. This figure shows the axial
strain (ε11) contour plot at the time step of maximum power (P=5.3 W).

stress gradients across the specimen width given the coordinated application of force

and deformation to the gripped (i.e., top and bottom) boundaries. Secondly, we

notice a shear symmetry in the thermal and axial to transverse strain results, and

an associated anti-symmetry in the shear strains. The minor deviation from perfect

symmetry is thought to be a result of non-ideal heater installation. Finally, we no-

tice the more pronounced interaction between boundary (grip) effects and thermal

non-homogeneity resulting from the low aspect ratio of the specimen. It is expected

that all these features will increase the utility of the data for the purposes of iterative

constitutive model calibration.
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(a) Temperature measured by IR camera. (b) Axial strain (ε11) in the loading direction.

(c) Transverse strain (ε22). (d) Engineering shear strain (γ12 = 2ε12).

Figure 2.17: Full-field temperature and strain measurements for the plate specimen.
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The strain measurements shown in Figure 2.17 are the strains with respect to

the material at zero load and 160 ◦C. However, the original data was obtained by

two separate measurements: the first measurement was a DIC measurement from

zero load at 160 ◦C to 200 MPa at 160 ◦C. The second measurements were from 200

MPa at 160 ◦C to the state at the time of each respective IR measurement. Because

there were two separate measurements made, the results of the first measurement

had to be added to the second measurement. The point-wise strain data of the first

measurement was added to the second measurement using a bilinear interpolation

algorithm, as follows:

R1 =
x2 − x

x2 − x1

Q11 +
x− x1

x2 − x1

Q21

R2 =
x2 − x

x2 − x1

Q12 +
x− x1

x2 − x1

Q22

P =
y2 − y

y2 − y1
R1 +

y − y1
y2 − y1

R2,

(2.2)

where P represents the value at the destination of the interpolation, and Q11, Q12,

Q21, and Q22 are the values of the interpolated data surrounding the destination

point. This algorithm is illustrated in Figure 2.18.

As in the previous section, the results of this experiment can be more quanti-

tatively represented by ε11 vs temperature plots at chosen locations throughout the

specimen. The various points that were analyzed are shown in Figure 2.19a (color-

contour plot at the 8th time step, P=5.3 W). The points which were analyzed are as

indicated, and the numbered plots (1-4) are based on distance from the right edge

of the specimen; the colors are based on the axial position of the analysis point.

Clearly the richest data set is that associated with Column 1 and shown in Figure

2.19b. Here the red line associated with the mid-span of the specimen represents the

most complete transformation undergone by any point on the specimen. Recall that,
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given the specimen initialization procedure, the state of the specimen prior to heating

is homogeneously martensite, (oriented in the axial y-direction, ε11 = 0.055 and T =

40◦C). Upon heating, all points that reach ∼ 100◦C begin reverse transformation to

austenite, as evident by the recovery of inelastic transformation strains. According to

Figure 2.19b, the red point in the center of the left side is heated the most, reaching

a temperature of 160◦C at which time it was still observed to be transforming. The

decrease in power and resulting reduction in temperature abruptly ended reverse

transformation for all points; forward transformation into martensite began at ∼

100◦C as well, and seems to have completed by T= 70◦C.

Figure 2.18: Illustration of the bilinear interpolation method, Equation 2.2.
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(a) Analysis points, organized in four differ-
ent columns (vertically oriented).
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(b) Column 1: the most thermal inhomo-
geneity (from the top to bottom) is observed
in this column.
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(c) Column 2.
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(d) Column 3.
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(e) Column 4: the least thermal inhomogene-
ity (from the top to bottom) is observed in
this column.

Figure 2.19: ε11 vs temperature response of identified analysis points. Each of the
four ε11 vs temperature figures (b)-(d) demonstrate the results at each of the four
respective columns of analysis points shown in (a).
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Figure 2.20: A comparison between the amount of TRIP for ε11 and the recovered
ε11 for each analysis point indicated in Figure 2.19a.

Once again the effects of TRIP can be observed in points across the sample,

though the consequences are relatively minor in relation to the recoverable strain.

The red point of Column 1 completed the transformation cycle with a net positive

tensile strain generation of 0.2%. Investigation of the data indicates that, from

point to point, the amount of TRIP locally observed was directly proportional to

the amount of transformation strain recovered during heating. This is visualized in

Figure 2.20, which shows the amount of TRIP at each analysis point compared to

the amount of ε11 recovered. This further demonstrates the utility of this thermo-

mechanical full-field approach as a path toward the better understanding of TRIP

behaviors in SMAs.

2.2.6 Comparison with ambient heating/cooling

One of the key motivations underlying these experiments is the desire to gain

a richer data set of stress-strain-temperature responses than can be obtained from

traditional gage section-based approaches. Thus, we compare directly data obtained
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from each. Figure 2.21 shows the ambient heating/cooling cycle at 100 and 200 MPa

(c.f. Figure 2.5b) overlayed with the localized heating strain-temperature results

taken from the location indicated for the plate specimen. It appears that the material

point from which the localized heating data was taken did not experience full reverse

transformation upon heating. Thus, the axial transformation strain measured by the

localized heating/cooling curve does not match the transformation strain indicated

by the ambient heating curve. 1

(a) Plate specimen with
analysis point as indicated.
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Ambient Heating (100 MPa)

Localized Heating (200 MPa)

(b) ε11 vs temperature plot for localized heating at
analysis point, compared with ambient heating/cooling
results. (Local heating results adjusted)

Figure 2.21: A direct comparison between localized heating and ambient heat-
ing/cooling cycles for the plate specimen. The localized heating experiment did
not complete reverse transformation.

1Note that the localized heating curve in Figure 2.21 was resolved such that the strain at the
beginning of the test is the same as the maximum transformation strain achieved in the ambient
cycle at 200 MPa. This was done to provide an easy comparison between the results. Actual strain
levels for the localized heating experiment are shown in Figure 2.19b.
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There are two major differences between the experimental conditions applied

during localized heating as compared to ambient cooling/heating. Change in tem-

perature for the ambient cycle occured in a quasistatic manner (2.0◦C per minute)

for the whole specimen homogeneously so that the stresses in the specimen away

from the grips could be assumed constant. In comparison, the stress field for the

localized heating experiment cannot be uniform throughout the specimen during lo-

calized heating due to resulting localized strain recovery. Although evenly stressed at

a nominal level of F/A0 = 200 MPa during ambient heating/cooling, stress gradients

developed when heat was applied to the material in a localized region. Specifically,

as the material points near the heater reached the austenite start temperature, they

began to contract axially while the rest of the speicmen remained at a temperature

below As. Thus, the region where the heat was applied experienced an increased level

of stress due to the lack of transformation occurring in the material surrounding it.

The increased stress in this region caused the temperature for reverse transformation

to increase significantly as per Figure 2.7b. Notice in Figure 2.21 that the As temper-

ature for the localized heating result is similar to the As temperature for the ambient

cycle at 200 MPa. As the temperature at the heating location continued to increase,

the stress there also increased, thus driving the temperature for reverse transforma-

tion at that point higher and higher and suppressing reverse transformation. Though

the load applied to the boundaries of the specimen remained the same, stress was

redistributed throughout the specimen due to spatial variation in thermally induced

transformation (and thus deformation); the strongest stress gradient was generated

in the direction transverse to the loading direction such that the area at which heat

was applied (right-side boundary) experienced a much gfreater stress level than the

points on the unheated side (left-side boundary). Finally, at 160 ◦C, which was above

the austenite finish temperature for the ambient cycles, the material at the right-side
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boundary had not yet achieved Af . Upon cooling, the stress in the material began to

homogenize decrease after the beginning of forward transformation (above Ms) until

a uniform 200 MPa was once again prevalent in the material at the end of cooling

(40◦C).

Figure 2.22 also shows a comparison between the localized heating experiment

and an ambient cooling/heating experiment performed for the thin strip specimen.

Notice that full reverse transformation did occur for the thin strip at the indicated

analysis point, whereas it did not for the plate specimen (c.f. Figure 2.21).

(a) Thin strip spec-
imen with analysis
point as indicated.
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(b) ε11 vs temperature plot for localized heating
at analysis point, compared with ambient heat-
ing/cooling results (Local heating results adjusted).

Figure 2.22: A direct comparison between localized heating and ambient heat-
ing/cooling cycles for the thin strip specimen. The localized heating curve and
amibient heating/cooling curve show similar phase transformation properties for this
specimen.
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2.2.7 Focused assessment of strain components

In addition to the utility of measuring and assessing the three in-plane strain

components in a spatially continuous manner, the methods employed herein also

allow for the direct and local assessment of strain ratios for the purposes of both

constitutive model motivation and calibration. An analysis of the strain ratios for

the thin strip and plate localized heating experiments are demonstrated in Figure

2.23. This data was taken from the axial (ε11) and transverse (ε22) strain results

at the locations indicated in Figures 2.21a and 2.22a for the plate and thin strip

specimens, respectively, during the localized heating experiments. With regard to

the elastic response, the Poisson’s ratio for both the austenite and martensite elastic

phases are often reported to be ν = 0.33 (Jani et al., 2014) (Churchill et al., 2010).

Most constitutive models, on the other hand (Boyd & Lagoudas, 1996) (Auricchio

et al., 1997) assume that forward (and by extension, reverse) phase transformation

occur in an isochoric manner (D. Lagoudas, 2008), for which the ratio of transverse

to axial strain is -0.5 by definition.

The nominal values of ε22/ε11 = −0.33 for elastic deformation and ε22/ε11 = −0.5

for transformation are demonstrated in Figure 2.23. These figures demonstrate that

the material tends to follow the ε22/ε11 = −0.33 prediction during elastic defor-

mation. Then, as transformation progresses a transition occurs such that the ratio

evolves towards ε22/ε11 = −0.5, which is as predicted. As outlined previously, the

localized heating experiments began in the martensite phase (T < Mσ
f , ε11 ≈ 0.05)

and transitioned to the austenite phase (T > Aσ
f , ε11 ≈ 0.00). For the plate specimen

the austenite finish (Aσ
f ) temperature was not achieved, thus the data did not reach

ε11 ≈ 0.00 as seen in Figure 2.23a; however, at the beginning of cooling the plate

specimen at this point experienced a reversion to elastic deformation before forward
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transformation occured which can be seen in Figure 2.23a.
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(a) Plate specimen, localized heating.
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(b) Thin strip specimen, localized heating.

Figure 2.23: Axial strain (ε11) vs transverse strain (ε22) for the plate and thin strip
specimens during localized heating. The green point indicates the beginning of the
localized heating experiment, and the blue point shows the end of cooling. The lines
connecting the points indicate the evolution of the experiment.

2.3 Summary and conclusions

Experimental characterization of SMA materials is critical for their use as actu-

ators. This is a key step in actuator design optimization, used for calibrating the

SMA material model.

Two SMA specimens were tests using localized heating. These experiments

demonstrate a reduction in the number of experiments necessary for material model

calibration. Heat was applied to the specimens under load in a non-uniform manner

such that various degrees of phase transformation were achieved at different loca-

tions on the specimen. Different locations on the material specimen demonstrated

a different level of maturity in the strain recovery hysteresis loop for the material;
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likewise, the stress field in the specimen was redistributed due to highly localized

deformation. The varied response of the material due to the localized heating was

measured by 2D-DIC and IR thermography. The highly coupled, yet accurately

and precisely measured material response to localized heating provide an excellent

method for SMA material calibration.
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3. EXPERIMENTATION PART II: CHARACTERIZATION OF

MACROSCOPIC PSEUDOELASTIC SHAPE MEMORY ALLOYS USING

MEUWISSEN GEOMETRY

3.1 Introduction

A phenomenal method for characterization of pseudoelastic SMA materials is

presented in this section. This method features a characterization technique which

reduces the number of experiments necessary to obtain high fidelity data and accu-

rately demonstrates material behavioral response to a wide range of load states.

The experiments and analysis shown here serve as a continuation of the recently

published work, Meraghni et al. (2013). In a progressive effort to describe the re-

sponse of pseudoelastic shape memory alloy (SMA) materials to a variety of loading

paths, Meraghni et al. (2013) describes testing performed on homogeneous “dog-

bone” shaped specimens for uniaxial testing in tension; the experiments shown in

this section continue that work by demonstrating non-uniformly shaped specimens

also with applied load in tension; future work in this effort will also consider biaxial

testing.

Progressively more complex loading schemes are necessary to demonstrate ma-

terial response to irregular loading, and may range from uniaxial testing of SMA

wire to biaxial loading of SMA cruxiform specimens. Pseudoelastic uniaxial tensile

testing of SMA wire is widely accepted and published (J. A. Shaw & Kyriakides,

1995). Furthermore, Meraghni et al. (2013) demonstrated tension testing of non-

wire dogbone shaped specimens. The work presented in this section shows uniaxial

loading of a specimen with non-uniform geometry. These various loading schemes

provide an increasing amount of information concerning the anisotropic behavior of
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the material.

An additional consideration of performing this type of experiment is to improve

the accuracy of numerical simulations to match appropriate experimental results.

Standard characterization methods for quantifying the descriptive parameters of the

material used in a numerical simulation (ASTM Standard F2004, 2010) (ASTM

Standard F2005, 2005) (ASTM Standard F2082, 2006) consider a limited range of

material behavior especially geared toward the medical industry, and more infor-

mation about the material is required for numerical simulation performed for SMA

structures (Meraghni et al., 2013). According to Avril et al. (2008), increasing the

complexity of experimentation allows for identification of additional material pa-

rameters which may describe anisotropic material behavior, or phenomena occurring

due to inhomogeneity in the material specimen. Furthermore, more complex exper-

iments such as with non-uniform specime geometry allow for more information to

be gathered from a fewer number of tests, and with increased reliability. Meraghni

et al. (2013) demonstrated that in addition to uniaxial deformation properties, an

increased complexity from wire to dogbone geometry also allows identification of

transverse deformation properties.

3.1.1 A review of the previous work

As a precursor to the current experimental study, a detailed review of Meraghni

et al. (2013) is presented at this point. Tests were performed on three different

dogbone specimens which were loaded in tension, and the strain fields were mea-

sured using 2D-DIC (see Section 1 for a review of the DIC method). The goal of

these experiments was to demonstrate the axial and transverse material response

to loading in pure uniaxial tension. It should be noted that a key feature of DIC

is that full-field strain measurement may be obtained for both axial and transverse
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deformation, and one-to-one comparison of axial-to-transverse strain data may be

obtained at many (hundreds, thousands) of points across the specimen. According

to the problem outlined for this series of studies, one experiment was necessary to

show the axial/transverse strain behavior of the material for characterization, and

two experiments were necessary to perform the desired material model parameter

calibration. Specifically, definition of a phase diagram is desired, as well as a quan-

tification of the elastic response of the material. Construction of the phase diagram

requires knowledge of the temperature-stress dependence of the material response,

therefore two isothermal experiments were required. A third experiment was also

performed for validation of the calibration procedure.

The focus of the work was to calibrate a constitutive model by direct compar-

ison of the displacement fields obtained by FEA simulation and DIC experimental

measurement. This comparison is carried out by minimization of a cost function, as

(Meraghni et al., 2013)

C (p) =
1

2
(ε (p)num − εexp)

T
W (ε (p)num − εexp) , (3.1)

where εnum and εexp are the planar strain components for the experiment (εexp) and

FEA numerical simulation (ε (p)num) and W is a weighting factor matrix. The ma-

terial model parameters include the elastic modulus, E, Poisson’s ratio, ν, transfor-

mation hardening parameter, Hf , transformation strain magnitude in the direction

of transformation, εTSAT , transformation surface slope for forward and reverse trans-

formation, bf and br, martensite start temperature at zero stress, Ms, and austenite

finish temperature at zero stress, Af . Thus p is written as (Meraghni et al., 2013)

p =
{
E, ν,Hf , ε

T
SAT , bf , br,Ms, Af

}
. (3.2)
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These values were updated in the optimization in a standard Gauss-Newton sense by

calculation of the Jacobian matrix, or sensitivity matrix, for an updating algorithm.

In this unique problem, the most interesting result is that for the SMA material,

both axial as well as transverse transformation behavior were both measured in the

experiment. Meraghni et al. (2013) provides both an FEA prediction as well as a

calibrated FEA result of the axial/transverse strain response of the uniaxially loaded

specimen together with the experimental result. Good agreement is shown between

the FEA and DIC results.

The specimens tested were dogbone shaped specimens cut from NiTi (50.6 at.%

Ni) by waterjet hyperbaric machining; the sample was fully annealed (water quenched

after 30 minutes at 673 K). The specimens which were used had a 30 mm gage

section with a cross-section of 2.5x10.0 mm. The specimens were tested at two

different temperatures (323 K, 343 K); an additional test at 333 K was performed

for experimental validation of the identification procedure.

3.1.2 Review of characterization process

An experimental process was devised by researchers at Arts et Métiers ParisTech

to obtain a full description of the anisotropic mechanical behavior of equiatomic

NiTi material under various loads. Experiments have been performed in increasing

complexity in order to demonstrate material response to various loading schemes.

This plan may be represented by the schematic shown in Figure 3.1 which shows an

example yield/transformation surface in the σ11 − σ22 stress space for an anisotropic

material.
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Figure 3.1: Example yield/transformation surface of SMA material, demonstrating
the need for multi-axial loading schemes (Chimisky et al., 2013).

In the first set of experiments in this experimental process, uniaxial loading was

considered via testing of dogbone specimens, which was the work performed by Mer-

aghni et al. (2013). These experiments demonstrated the material response to uni-

axial loading in tension, or along the “σ11’’ axis in Figure 3.1. Note that the surface

of Figure 3.1 may represent material yielding when fully martensite or fully austen-

ite, or may also represent any of the four transformation surfaces of the material

(c.f. D. Lagoudas (2008), Section 3). The tests referred to here serve to primarily

demonstrate the material response to a multi-axial stress state, and not to necessarily

define the yield/transformation surfaces. After testing of dogbone specimens, fur-

ther experiments (described in this section) use specimens with a non-uniform shape

in order to introduce multi-dimensionality in the loading scheme of the material.

Specifically, in addition to uniaxial stresses, shear stresses have also been introduced
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by this experiment. With reference again to Figure 3.1, the distribution of stress

in this experiment occurs differently at different regions in the specimen and may

behave both along the “σ11’’ axis as well along the “σ12’’ axis and “σ22’’ axis. (the

“σ12’’ axis is not shown in Figure 3.1). In the third and final step of this series,

cruxiform specimens will be used to demonstrate the material response to biaxial

loading, which considers simultaneous loads along both the “σ11’’ and “σ22’’ axes in

Figure 3.1. The remainder of the σ11-σ22 space may be considered by performing

compression testing (uniaxial and biaxial) of the material.

At this point it is necessary to show the importance of appropriate experimental

measurement techniques which give the most possible data from the experiments.

In order to obtain reliable information from the second and third experimental tech-

niques mentioned in the previous paragraph, full-field strain measurement is vitally

necessary. In fact, digital image correlation (DIC) was utilized not only for these two

experiments, but also for the first. In addition to measuring response of the material

for inhomogeneous loading, the use of DIC boasts another advantage. Calibration

of material model parameters may be performed by careful inverse analysis of the

experiment by FEA modeling of the experiment.

The experimental studies here are performed with an additional goal of improving

the numerical model used to simulate the SMA material. The narrative which follows

explains the experimental approach taken, and gives an analysis of the experimental

methods used. Furthermore, a detailed analysis of the experimental results will be

included.
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3.2 Experimentatal characterization of SMAs using non-uniform specimen

geometry

The work of Meraghni et al. (2013) is complimented by the experiments demon-

strated in this section. The loading scheme was expanded from simple uniaxial to so

called “compound uniaxial’’ loading, that is, uniaxial loading in which the stresses

within the specimen are more than uniaxial due to the unique configuration of the

specimen. The heterogenous specimen shape was derived from Meuwissen, Oomens,

Baaijens, Petterson, and Janssen (1998) and hence the specimen shape has adopted

the name of Meuwissen. The exact specimen geometry is shown in Figure 3.2.

Figure 3.2: Meuwissen shaped specimen geometry (Chimisky et al., 2013).
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In addition to demontstrating the transverse behavior of the SMA material during

tensile testing of the material (Meraghni et al., 2013), using a non-uniform geometry

specimen may also provide information regarding the anisotropic response of SMA

material. Studies in the past have shown that anisotropies exist in the material

with respect to loading direction (Orgéas & Favier, 1998),(Gall et al., 2001), (Frick,

Ortega, Tyber, Gall, & Maier, 2004). Frick et al. (2004) particularly demonstrated

that the anisotropy in material behavior is due to martensitic deformation mecha-

nisms present in tension versus compression, especially when the material is near the

transformation temperatures. Therefore, it is beneficial to to be able to calibrate

numerical simulation models using data obtained by loading of the material along

multiple axes simultaneously, and such a loading scheme would predict structural

implementation of the SMA material more accurately.

The experiments were performed at three different isothermal temperatures. More

than one experiment were performed for validation of the calibration procedure, but

were not necessary for the calibration. In fact, the complete characterization attain-

able from the Meuwissen specimen may be reached by testing only one specimen. As

outlined by the previous section, the parameters being calibrated include E and ν

as the elastic properties, bf , br, Af and Ms as the phase diagram parameters and Hf

and εTSAT as the transformation behavioral parameters. For uniaxial loading of the

specimen as was done previously by Meraghni et al. (2013), all of these parameters

with the exception of two may be quantified by only a single uniaxial experiment.

In that work, a second experiment is necessary only for quantifying the relationship

between stress and temperature in the phase diagram that is the bf and br terms.

The third test was performed for experimental validation. For the Meuwissen exper-

iments, however, the second experiment is not necessary. Due to the heterogeneity of

the specimen geometry, different regions experienced different stress states, therefore
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the stress - temperature relationship of the phase diagram may be identified by a

single experiment. The second and third experiments at different temperatures serve

as experimental validation of the results.

3.2.1 Specimen preparation

Experiments were performed on SMA specimens with composition NiTi (50.6 at.

% Ni). The material was annealed at 673 K for 30 minutes and water quenched. Six

specimens were cut by Nimesis Technology into the Meuwissen shape (Meuwissen et

al., 1998), which was utilized in order to capture the most diverse displacement field

possible for a tension test with a thin specimen.

A picture of the specimens is shown in Figure 3.3 (Post-testing). Each specimen

was prepared for digital image correlation by painting a black speckle pattern on a

white background. A flat white spray paint was applied to the specimens, followed

by a layer of black acrylic paint applied by airbrushing.

3.2.2 Testing procedure

The experimental process included a total of six experiments. Two experiments

were performed at three different temperatures: 323 K, 333 K, and 343 K. The first

experiment at each temperature preceded the second as a prediction of the material

response to applied load, which was necessary due to the unknown distribution of

stresses in the specimens. For the second experiment at each temperature, both

loading and unloading were desired to obtain reverse transformation data. However,

yielding was undesirable for these experiments. In order to achieve most possible

data from these experiments, it was necessary to determine the exact load at which

yielding occurred at any point in the specimen for each of the three temperatures.

Through DIC measurement, the axial, transverse, and shear strain at every location

on the specimen may be determined. Through analysis at the DIC data (an algorithm
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was written to determine the location and the corresponding load for the maximum

value of the axial strain) the applied load at which the onset of yielding occurred

could be determined. It was assumed based on previous experiments for the material

that yielding due to a uniaxial load will occur when the strain in the specimen in the

direction of the uniaxial load (axial strain) achieved a value of 6% axial strain. Hence

at each temperature, the first specimen was loaded until catastrophic failure, and in

post analysis the load at which the maximum axial strain achieved was 6% axial strain

was determined. The second specimen at each temperature was loaded up to that

determined critical applied load, and unloaded. Table 3.1 shows the test matrix for

this experimental process. The specimens after each experiment were photographed

and are shown in Figure 3.3. For each of the six experiments, the temperature

chamber was heated by PID control until the temperature of the grips at the location

of the specimen grip interface achieved stability and the desired temperature, and

the ambient temperature of the air inside the chamber was at the same temperature.

These temperatures were measured by a thermocouple attached to the grip near the

specimen and a thermocouple hanging freely inside the chamber. The tests were

performed with a hydraulic test stand. Also for each test, stroke control was utilized

due to the non-linear behavior of the material during transformation.

Test Number Temperature (K) Load

1’ 323 Failure
1 323 22.6 kN
2’ 333 Failure
2 333 24.7 kN
3’ 343 Failure
3 343 26.7 kN

Table 3.1: Testing matrix for the characterization experiments.
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Figure 3.3: Specimens used for experimental characterization using the Meuwissen
geometry.

2D-DIC (c.f. Section 1) measurements was performed through the window of

the temperature chamber. Several considerations were necessary for this particular

application of 2D - DIC. First, performing DIC measurement through the window of

a temperature chamber introduces several possibilities of experimental error which

must be either attended or to quantified, or both. Lighting becomes an issue; if the
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light source is placed outside of the chamber, there may be problems due to reflec-

tions of the light on the surface of the window. Ideally, the light source should be

places inside the temperature chamber, but this is many times not feasible due to

limited space, or a temperature that is too high and may damage the light source.

For these experiments, the light source was able to be placed inside the chamber

thus mitigating this particular issue. However other reflections may be present from

outside sources of light. For DIC measurements through a window, therefore a dark

room is preferred such that reflections become and issue because they introduce

changes in the gray value distributions of the subsets which would not otherwise be

present, which may be interpreted by the optimization algorithm as either inaccurate

displacement or in extreme cases as a region with no solution. This is the same rea-

soning that is used for the requirements for and opaque specimen surface in specimen

processing. See Section 1 for more details. Yet another factor of the temperature

chamber window is that the requirement for perpendicularity between the specimen

and the camera line of the sight becomes amplified because of the introduction of the

second and the third medium which are the window at the temperature chamber and

the changed environment (temperature, humidity, pressure) inside the temperature

chamber. In fact, it is key that the specimen be parallel to the chamber window, and

the camera line of the sight mutually perpendicular to the chamber window and the

specimen. Any variation from this perpendicularity will cause inaccurate deforma-

tion measurements by distortions caused by the reflection of the light when passing

through the three medium. For the Meuwissen specimen experiments, the tempera-

ture chamber was oriented to the test stand such that the window was parallel to the

orientation of the stand; the grips were attached similarly paying close attention to

the orientation to the test stand. The CCD camera was placed on a tripod at a low

height. The tripod was adjusted such that the CCD camera was level (with respect
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Figure 3.4: Test setup, showing the hydraulic test stand, CCD camera for DIC, and
temperature chamber.

to gravity) and perpendicular to the window of the temperature chamber. Other

issues with performing 2D-DIC through the chamber window include both noise and

resolution, which are both factors of placing the CCD further from the specimen

surface them would otherwise be necessary. The camera should be placed as close

to the specimen as possible in order to mitigate these particular issues. Figure 3.4

shows a photograph of the setup for this experiment.

Figure 3.5 shows the loading path taken for each of the three specimens at the

various temperatures. The load is plotted for each specimen against a time element

represented by the tens of DIC images captured, denoted here as “interval number’’.

Specimen 1 was tested at 323 K and loaded up to 23 kN, which was the load at which

the maximum axial strain achieved was 6 %. For the same critical load criterion,

Specimen 2 was tested at 333 K and achieved a maximum load of 25 kN. Similarly,

Specimen 3 tested at 343 K achieved a maximum load of 26.5 kN.
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(a) Load cycle for specimen tested
at 323 K.
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(b) Load cycle for specimen tested
at 333 K.
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(c) Load cycle for specimen tested
at 343 K.

Figure 3.5: Loading history for specimens 1-3. The interval number is in terms of
tens of images taken in the sense of a constant interval image capture rate of 0.25
Hz.

3.3 Constitutive model calibration

It should be noted again at this point that the maximum load achieved does not

reflect the stress state in the specimen which is highly variable. Hence a stress-strain

analysis cannot be drawn from these data, and careful calibration is necessary by

inversely comparing the experimental displacement field result to the FEA simulation

with approximated material model parameter values, and updating the parameter

values based on the correlation between these results.
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3.3.1 Review of the constitutive model parameter calibration algorithm

In a manner similar as outlined by Equation (3.1) a cost function based anal-

ysis is used here to update approximated “guessed’’ values of the material model

parameters shown in Equation (3.2). As motivation for this process, it is noted here

that upon successful calibration of the descriptive material parameters, the behav-

ior of the material due to the heterogeneous stress field that is characteristic of the

Meuwissen shape may be assessed, and in particular data points may be obtained for

the anisotropic variations along the σ11-σ22 transformation surfaces (c.f. Figure 3.1).

Equation (3.2)is reproduced here. The material parameters vector is represented by:

(Meraghni et al., 2013)

p =
{
E, ν,Hf , ε

T
SAT , bf , br,Ms, Af

}
. (3.3)

The experimental results are represented by the constant temperature state, T ,

and the two-dimensional form of the strain tensor, i.e., total strain denoted as

ε =


ε11

ε22

ε12

 ; (3.4)

these data are obtained at every location on the surface of the specimen at many

(hundreds, thousands) of points. For SMAs, the total strain (same as what is mea-

sured by DIC) is commonly additively decomposed as (D. Lagoudas et al., 2012)

ε = εel + εth + εT (3.5)

where εel is the elastic component, εth is the thermal component, and εT represents

97



the highly inelastic strains present due to phase transformation characteristic of

SMAs. Rewriting each term of Equation (3.5) in terms of its respective contributing

factors gives the equation

ε = S : σ +α(T − Tref ) + f ε̄T . (3.6)

The elastic strain has been written as the widely accepted constitutive relation.

The thermal component has been written according to the coefficient of thermal

expansion material property, and for the isothermal experiment, has no contribution.

εT = εTSAT (in a 1-D sense) is the transformation strain achieved when the material

is fully martensite, hence the contribution of the inelastic transformation strain may

be represented in a linear sense as the maximum achievable transformation strain,

εTSAT , multiplied by a factor of zero to unity representing the current transformation

state of the martensite volume fraction of the material, and is unity at martensite.

The forces which drive the transformation phenomenon to occur may be mod-

eled from several standpoints (c.f. Section 1). For the model considered here, as

well as that reviewed in Section 1, the driving forces are derived from a Gibbs free

energy. The derivation included in Meraghni et al. (2013) is not shown here, but

results in the identification of the several transformation parameters which were set

forth by Equation (3.3). Concerning these parameters in particular, notice: Ms and

Af are transformation criterion at no load, which are determined experimentally.

Commonly, differential scanning calorimetry (DSC) is used to determine these pa-

rameters. Alternatively, they are characteristic of the phase diagram and are deduced

together with the transformation slopes, bf and br. The transformation hardening

parameter is written as
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Hf = εTSAT bf (Ms −Mf ) = εTSAT br (Af − As) (3.7)

for which the choice of form to be used depends on the transformation direction.

At this point our focus will shift for the definition of the material constitutive

model to a review of the genetic algorithm used for updating the identifying param-

eters. A cost function is defined in the squared difference sense as

C(p) =
1

2

tR∑
t=t1

n∑
j=1

(ε11 (p, t,xj)
num − ε11 (t,xj)

exp)
2

tR∑
t=t1

n∑
j=1

(ε11 (t,xj)
exp)

2

+

+
1

2

tR∑
t=t1

n∑
j=1

(ε22 (p, t,xj)
num − ε22 (t,xj)

exp)
2

tR∑
t=t1

n∑
j=1

(ε22 (t,xj)
exp)

2

+

+

tR∑
t=t1

n∑
j=1

(ε12 (p, t,xj)
num − ε12 (t,xj)

exp)
2

tR∑
t=t1

n∑
j=1

(ε12 (t,xj)
exp)

2

+

+
1

2

tR∑
t=t1

(F (p, t)num − F (t)exp)
2

tR∑
t=t1

(F (t)exp)
2

(3.8)

whose evolution is minimized to converge on the solution for the optimal parameteric

values. In that equation, tR denotes the number of DIC images captured (note that

each image was taken on a constant time interval), n represents the number of data

points being analyzed, xj is the position on the specimen of the point being analyzed,

and F is the applied force at the specimen boundary. εnum and εexp are the FEA and

DIC strain values, respectively. This cost function receives the DIC measurements as

99



well as the updated subroutine approximated parameter values. It is then determined

whether this cost function satisfies a convergence criterion, and if not, a sensitivity

analysis is performed by calculation of the Jacobian as (Meraghni et al., 2013)

S =
∂ε(p)num

∂p
(3.9)

which creates an update ∆p. The current vales are updated as (Meraghni et al.,

2013)

pi+1 = pi +∆p. (3.10)

This version of the Levenburg-Marquardt algorithm boasts a unique sensitivity anal-

ysis which is detailed in Meraghni et al. (2013), and has a high convergence rate and

speed.

3.3.2 Review of experimental data interpolation and grid shifting

In order to perform optimization of the parameter values, there must be one-to-

one correspondence between the experimental and numberical strain results. Such

correspondence requires the location of the analysis point to be at exactly the same

relative location on the specimen surface as the experimental data. Ideally, the

experimental results would not shift or be interpolated, however, this was chosen

for interpolation over the simulation points, because the simulation points are being

updated to match the experimental data; also, the simulation points locations are

stationary between the experimental studies while the DIC grid changes between each

experiment. Hence it is better to interpolate the experimental data. Furthermore,

the DIC results grid was scaled, shifted, and rotated such that it overlaid to match

the dimensions of the simulation grid. The center point of the elements on a surface
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of the specimen were chosen as the points of interest for the FEA simulation.

3.4 Results

3.4.1 Experimental strain results

The DIC strain measurement results are presented in Figures 3.6, 3.7, and 3.8 for

Specimens 1, 2, and 3 respectively. For each specimen, the axial (εy), transverse (εx),

and shear (εxy) strain are plotted in each respective subfigure. The seven frames

in each subfigure represent the time steps in the progression of the experiment.

In each subfigure, the fourth frame represents the time step of highest load, and

loading/unloading occurs on either side of that step.

The resolution of the DIC measurement performed for Specimen 1 was 0.0758

mm per pixel; however, the results reported in Figure 3.6 have a resolution of 0.758

mm per reported data point. Similarly, the resolution for Specimens 2 and 3 are

0.0694 mm per pixel. The resolution of the reported results in Figures 3.7 and 3.8

are 0.694 mm per reported data point.
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(a) Axial strain, ε11

(b) Transverse strain, ε22

(c) Shear strain, 2 · ε12 = γ12

Figure 3.6: Axial, transverse and shear strain fields for Meuwissen specimen tested
at 50 ◦C.
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(a) Axial strain, ε11

(b) Transverse strain, ε22

(c) Shear strain, 2 · ε12 = γ12

Figure 3.7: Axial, transverse and shear strain fields for Meuwissen specimen tested
at 60 ◦C.
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(a) Axial strain, ε11

(b) Transverse strain, ε22

(c) Shear strain, 2 · ε12 = γ12

Figure 3.8: Axial, transverse and shear strain fields for Meuwissen specimen tested
at 70 ◦C.

104



Figure 3.9: A comparison of the strain fields calculated via FEA after calibration
of the constitutive model parameters and the experimental results for Specimen 2
tested at T=333 K.

3.4.2 Model calibration results

It should be re-emphasized at this point that characteriation of the material

for its behavior under multi-axial loading requires the knowledge of the stress state

occurring within the specimen. Hence, the material constitutive model utilized by

the FEA simulation was calibrated to match the experimental results. The results

of the material model parameter optimization are best seen in Figures 3.9, and 3.10

which show the DIC and FEA strain results for the specimens tested at 60 ◦C and

70 ◦C, respectively.
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Figure 3.10: A comparison of the strain fields calculated via FEA after calibration
of the constitutive model parameters and the experimental results for Specimen 3
tested at T=343 K.

From this figure, it may be seen that there is very good agreement between

the FEA simulation with optimized material model parameters and the DIC strain

measurements. Recall that the other two experiments were performed especially for

experimental validation. The calibrated parameters are shown in Table 3.2.
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Parameter Value

E (MPa) 67,538
ν 0.349
Hf (MPa) 1.85
εTSAT (%) 4.18
bf (MPa/K) 8.54
br (MPa/K) 10.68
Ms (K) 257
Af (K) 283.1

Table 3.2: Calibrated material model parameters (Chimisky et al., 2013).
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3.4.3 Characterization results

The behavior of the material due to uniaxial loading was outlined previously by

Meraghni et al. (2013). In that work, the behavior of axial and transverse strain in

the material with an increase in uniaxial stress was shown. The behavior of NiTi is

expected to be anisotropic, thus the stress states along different axes are of different

magnitudes. The Meuwissen shape introduces shear loading and transverse loading

to the specimen at certain locations on the specimen. Therefore, the benefit of the

Meuwissen specimen is two-fold: first that calibration of the model parameters may

be performed by only one experiment, and secondly that anisotropic behavior of the

material is demonstrated. (c.f. Figure 3.1). The complex planar stress field made

possible by the Meuwissen specimen shape is represented by the 2D stress tensor as

σMW =


σ11 σ12 0

σ12 σ22 0

0 0 0

 . (3.11)

This tensor represents all possible non-zero stress terms anywhere in the specimen.

In comparison, the simple uniaxial loading scheme may be represented as

σU =


σ11 0 0

0 0 0

0 0 0

 , (3.12)

because it is assumed that only σ11 is present anywhere in the gage section of the

specimen at any time. Similarly, the idealized biaxial loading stress state is
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σB =


σ11 0 0

0 σ22 0

0 0 0

 . (3.13)

In comparison of Equation (3.11) and Equation (3.13), the benefit of the Meuwissen

specimen over the biaxial specimen is that not only are both σ11 and σ22 loads present,

but also σ12 loads, so that representation of some subset of the σ11 − σ22 − σ12stress

space is possible, whereas biaxial loading only considers the σ11 − σ22 space. Biaxial

loading may consider many variations of σ11 vs σ22 (i.e., σ11 > σ22, σ11 < σ22,

σ11 = σ22, as well as compression variations), while the Meuwissen specimen can

only consider the case of σ11 ≫ σ22. However, the many measurable regions on

the Meuwissen specimen represent different variations of σ11 − σ22 stress states (as

well as σ12) from a single experiment, while creating different variations of load

paths for biaxial testing requires design of new experiments with new loading ratios.

Furthermore, the Meuwissen test has a much smaller overall cost than the biaxial

test, because for the Meuwissen specimen force may be applied using a common

uniaxial load frame, while biaxial specimens require specialized and expensive testing

hardware, as well as careful specimen design. Figure 3.11 shows the σ11, σ22, σ12, and

effective (in the mises sense) stress fields at the greatest applied load for the specimen

tested at 343 K. Note that these stress fields were taken from the post-opitimization

FEA simulation of the experiment.

Due to the uniaxial tension loading applied at the boundary for the Meuwissen

specimen, the variation of loads between σ11, σ22, and σ12 for the Meuwissen specimen

is highly disproportional. It is expected that the stress tensor of Equation (3.11)

will be dominated by the axial stress term at every point on the specimen (with

the exception of certain sharp convex locations near the cutouts where σMW ≈ 0:
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see Figure 3.11). Referring to Figure 3.1, the data we expect to achieve in the

σ11 − σ22 stress space using the Meuwissen specimen are represented by the red

loading directions. Different areas may provide either positive or negative shear

stress, or positive or negative transverse loads in addition to positive uniaxial loads.

Figure 3.1 shows that to fully characterize the anisotropic material behavior in

the plane, multiple loading schemes must be applied via tensile as well as compressive

biaxial testing. However, some multi-dimensional loading may be represented by the

Figure 3.11: σ11, σ22, σ12, and effective (Mises) stress fields at the greatest applied
load for the specimen tested at 343 K. Note that these stress fields were taken from
the iteratively calibrated FEA simulation of the experiment.
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Meuwissen specimen tensile test. Figure 3.12 shows the stress state at many different

locations on the specimen, at an example time step during the experiment at the

beginning of the test. This time step was chosen because for elastic deformation

(especially initial), the stress state in the specimen is scalable for each individual

point, that is, the same figure with different load values represents the exact state of a

future (but not inelastic) time step during the test. The results shown are dominated

by the σ11 axial loads; however, significant transverse loads are also present.

The evolution of the load distribution in the specimen throughout the test for the

σ11 − σ12 space is represented in Figure 3.13. This figure shows the load evolution

for the test, and the distribution of loads at many different points across the face

of the specimen during each indicated time step. The numerical labels have been

removed to show that the distribution of the load state is independent of scale,

which is demonstrated by comparing the first frame, then the second frame which

is at a higher applied load. Notice that during elastic loading/unloading, the load

distribution remains constant. After phase transformation starts, the distribution

changes, which is caused by the redistribution of loads after phase transformation

begins. Note that the two axes are equal in value on each frame, but the values

of one frame are not the same as the next. These figures are intended to show the

distribution of the loads in the σ11 − σ12 load space rather than the values of loads

themselves.
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Figure 3.12: The multi-axial stress state distributions of various points (nodes) from
FEA performed on the Meuwissen specimen at a time step during elastic deformation
at the beginning of loading. The applied load is 8 kN.
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Figure 3.13: Evolution of the load distributions in the specimen throughout the test
between σ11 and σ12. The load applied at the boundary of the specimen is shown,
and each frame indicates the load state of each individual point on the specimen at
that time step.

3.5 Summary and conclusions

Two notable accomplishments have been made in this particular pseudoelastic

loading of SMAs study. First, it has been demonstrated that highly accurate and

reliable SMA material constitutive model parameter calibration may be achieved

by performing just a single pseudoelastic loading test on one specimen by using

a non-uniform specimen geometry such as the Meuwissen shape. Any additional

experiments performed may be used exclusively for experimental validation of the

calibration result. The second accomplishment is seen as the furtherance of the

characterization of this particular material. The loading scheme introduced by the

Meuwissen shape allows for characterization of the material response to more than

uniaxial loads to be performed. This is a special contribution as a unique and phe-

nomenal way to demonstrate the anisotropic phase transformation behavior for this
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material. In fact, this was achieved by variation of only the specimen geometry.

Future work in this topic may explore use of this method in other materials, mate-

rial systems, or to also study the martensite/austenite yield surfaces in addition to

transformation surfaces.
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4. EXPERIMENTATION PART III: MICROSCOPIC CHARACTERIZATION

OF SHAPE MEMORY ALLOY PARTICLES*

4.1 Introduction

Knowledge of fatigue cracks in aerospace materials is a major concern in the

long-term use of aircraft. Currently, aircraft undergo routine overhauls at speci-

fied intervals during the lifetime of the vehicle in which major dismantling occurs,

followed by detailed part-by-part inspection for fatigue cracking (c.f. Nechval, Nech-

val, Purgailis, and Strelchonok (2011)). Using methods for sensing compositional

changes in embedded active-material particles, sensory particles, as a method for

non-destructive evaluation (NDE) is proposed for giving real-time sensing of fatigue

crack growth in key structural members of an aircraft which are susceptible to fa-

tigue. This NDE method is intended to alleviate the need for frequent dismantling

of aircraft, as well as to provide a live status update on the presence of fatigue cracks

in the aircraft components.

Figure 4.1 provides an illustration of the sensory particle concept. A sensory

particle located near the crack tip has a response (mechanical, acoustic, magnetic,

resistive) to the intensified stress field which can be detected using existing NDE

methods. Various material systems may be used as sensory particles, allowing various

NDE sensing methods to be incorporated. Some possible NDE methods include

acoustic sensing of phase transformation in shape memory alloys (SMAs, e.g., NiTi)

(Bogdanoff & Fultz, 2001), magnetic sensing of reorientation of martensitic variants

*Reprinted with permission from Development and Characterization of Embedded Sensory Par-
ticles Using Multi-Scale 3D Digital Image Correlation by Cornell, S. R., Leser, W. P., Hochhalter,
J. D., Newman, J. A., and Hartl, D. J., 2014, ASME 2014 Conference on Smart Materials, Adap-
tive Structures and Intelligent Systems, (p. V002T02A010), Copyright 2014, American Society of
Mechanical Engineers.
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in magnetic shape memory alloys (MSMAs, e.g., NiMnGa) (Karaca et al., 2006), or

detection of changes in resistance of piezoelectric materials (e.g.,BaTiO3) (Hiruma

et al., 2004). In the present work, the NiTi shape memory alloy (SMA) was used

as the sensory particle material, which emits an acoustic signal upon the onset of

stress-induced martensitic phase transformation.

Development of the sensory particle concept relies on the use of advanced ma-

terial modeling methods. Calibration of the constitutive model parameters must

be performed through iterative comparison between experimental full-field measure-

ment results and simulation. The strain measurements performed in this work are

intended to provide detailed information for calibration. Mode-I loading of fatigue

pre-cracked single-edge notch (SEN) specimens was used to generate data for cali-

bration, and provide a first-step analysis of the behavior of the sensory particle and

matrix material in the presence of a fatigue crack.

3D digital image correlation (3D-DIC) was used in these experiments to measure

the full-field strain distribution on the surface of the specimens. This technique

utilizes optical discontinuities to track the displacements, both in and out of plane, at

many different points on the specimen surface during a test. For DIC, the surface of a

specimen must have a random distribution of visual discontinuity, or speckle pattern.

If the material being tested does not have a naturally occurring speckle pattern, one

must be applied using one of many possible speckling techniques (M. A. Sutton et

al., 2009).

Speckle patterning can be performed in many different ways for different ap-

plications. For this work, a speckle pattern was applied at both the micro- and

macro- scales. Creating a speckle pattern at the microscale is especially challenging;

Kammers and Daly (2011) reviewed several techniques for speckle patterning at a mi-

croscale. Some techniques include nanoparticle surface deposition (this method was
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used with an optical stereo-microscope) (Berfield et al., 2007), chemical vapor de-

position (Scrivens et al., 2007), and e-beam lithography (Li, Guo, & Sutton, 2011).

For macroscale patterning of metallic materials, spray paint speckle-patterning is

commonly used (M. A. Sutton et al., 2009).

4.2 Experimental method

Specimens were fabricated using aluminum alloy 7050 with embedded NiTi (50.9

atomic % Ni) shape memory alloy (SMA) particles. Aluminum alloy 7050 is a com-

mon aerospace structural material which was identified as being of particular interest

for the sensory particle concept. Figure 4.2 is a diagram that shows the fabrication

technique for creating the material specimens with embedded NiTi particles. 100µm-

diameter gas atomized NiTi particle spheres were scattered onto an aluminum alloy

SMA Particles 

Crack 

Damage 
Process Zone 

Transformed 
Particle will show 
up on magnetic 

scan 

Detectable AE event 
resulting from stress 
induced phase 
transformation 

Figure 4.1: A schematic of the sensory particle concept. Various types of sensory
particles may be used, including SMAs, MSMAs, or piezoelectrics.
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Figure 4.2: Schematic of hot-pressing and machining of test specimens.

7050 plate. A second aluminum plate was placed on top of the particle bed, and the

plates were vacuum hot-pressed at 525 oC and 35 MPa for 1 hour to create the bulk

panel. The panel was solutionized at 490 oC for 6 hours and peak aged at 121 oC

for 24 hours in vacuum. The mechanical properties of the aluminum matrix material

were measured to be E = 80 GPa and σ11 = 425 MPa. Figure 4.2 illustrates the SEN

specimens that were cut from the cross-section of the hot-pressed panel by electrical

discharge machining (EDM). Consequently, the sensory particles were aligned along

the center-line of the specimen.

The experiments presented in this section mimic application of sensory particles

to provide proof of concept. Before testing the specimen with 3D-DIC at multiple

scales, the specimen was pre-cracked up to 200µm from the interface of NiTi particles.

This was accomplished by fatigue cycling at a stress intensity factor of Kmax = 7.25
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MPa
√
m, load ratio R = 0.1, and frequency of 20 Hz. The resulting crack length

was 4.0 mm.

The fatigue pre-cracked SEN specimen was prepared for DIC using two different

speckle pattern techniques. E-beam lithography was applied to the specimen such

that the pattern covered one or more NiTi particles (Gupta, Willard, Hochhalter,

& Smith, 2014). This pattern was applied over a 2 mm2 area with 2 µm diameter

speckles. Figure 4.3 shows the microscale speckle pattern applied for this work. Next,

a macroscopic speckle pattern was applied to the entire specimen by first masking

the microscale speckle pattern using tape then applying a spray paint macroscale

speckle pattern. For the macroscale DIC measurements, the entire specimen sur-

face was prepared by first spray painting a white background on the specimen with

sufficient thickness to circumvent reflection of light from the metallic specimen sur-

face. Subsequently, a random pattern of black spray paint speckles was applied to

the specimen surface. It should be noted that the lighting should be optimized for

speckle pattern contrast.
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Figure 4.3: Speckle patterns applied to the specimen. The spherical NiTi particles
can be seen inside the aluminum alloy 7050 matrix in the microscale image (right
image).
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Figure 4.4: Orientation of multi-scale 3D-DIC system (4 cameras total).

Figure 4.4 shows the configuration of the stereo-microscope and macroscale charge-

coupled device (CCD) cameras with respect to the specimen. This configuration

provides simultaneous 3D-DIC measurement of the macroscopic and microscopic de-

formations at the specimen level and within the sensory particles, respectively. For

fatigue crack growth experiments, it is necessary to understand the deformation re-

sponse of the material at the macroscale and near the specimen boundary conditions

as the crack propagates through the material but also be able to analyze the behavior

very near the crack tip and at a scale comparable to the size of the sensory particles

(∼ 100µm). The macroscale measurements also provide boundary conditions for

subsequent modeling efforts. Therefore, performing analysis at two different scales
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simultaneously is an important capability for this study.

Microscale measurements were performed using the VIC-3D MicroTM system by

Correlated Solutions, Inc. (2014). The 3D-DIC macroscale measurements were per-

formed using two 5-megapixel CCD cameras with 23 mm lenses. The macroscale

cameras were attached on either side of the stereo-microscope in a plane parallel to

the isolation optical table. The stereo-microscope has a fixed focal length; therefore,

with the specimen placed in the test stand grips, the image for the stereo-microscope

was focused after which the image for the macroscale cameras was focused. The

maximum magnification that can be achieved using the stereo-microscope is 11.8x

magnification with a field of view (FOV) of 1 mm2, which was the magnification used

in the experiments described herein.

A 15 kN load cell was used with wedge grips for the crack growth specimen load-

to-failure test. The table-top test stand and DIC setup was placed on an optical

isolation table to minimize vibrations in the DIC measurements. The test was per-

formed under stroke control at 0.05 mm/s. A single over-load cycle was applied to

the fatigue pre-cracked SEN specimen such that Kmax = 39.1 MPa
√
m and unloaded,

over a period of 600 seconds. Images were obtained during the over-load cycle at

1 Hz, and captured using a software-trigger in VIC-SnapTM (Correlated Solutions,

Inc., 2014) such that all four cameras captured images simultaneously.

4.3 Results

4.3.1 Macroscale 3D-DIC results

Figure 4.5 illustrates strain fields measured at six different times during the over-

load cycle. The spatial resolution of the macroscale DIC measurement is 0.022 mm.

Figure 4.5a shows the times when the images were selected and Figure 4.5b shows

the axial strain contours (ε11) in the specimen. The images in Figure 4.5b correspond
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to the numbered points in Figure 4.5a. Crack propagation occurred between images

2 and 3. The effect of the propagation can be seen in these images. Displacements

can be extracted along the lines that form the boundary of the images and applied

as constraints to a corresponding FE model.

4.3.2 Microscale 3D-DIC results

The microscale 3D-DIC axial strain measurements within the sensory particles

of interest, near the crack tip, are shown in Figure 4.6. The spatial resolution of the

microscale DIC measurement is 0.25 m, as compared to 0.022 mm spatial resolution

for the macro-scale DIC measurement. The strain resolution was calculated to be the

spatial resolution devided by the specimen length. Hence, the strain resolution at the

micro-scale is 7.52 microstrain, and at the macro-scale is 670 microstrain. Hence, the

difference in strain resolution is 1/90 between the microscale and macroscale mea-

surements. Figure 4.6 shows the contour fields of axial strain (ε11) in the specimen

close to the crack tip corresponding to the time points shown in Figure 4.5a. The

area of interest (AOI) for the DIC analysis was chosen just below the crack tip, and

included two sensory particles and the surrounding matrix material. Additionally,

DIC results could only be obtained for the bottom portion of the sensory particle

closest to the crack tip because of poor DIC correlation. Future experiments will

explore methods for improving DIC correlation on a particle and increasing DIC res-

olution. A second particle farther from the crack tip was also included in this AOI.

The AOI was selected below the crack tip because of poor correlation in the area

closer to the crack tip.
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Figure 4.5: (a) Externally applied load vs time plot showing the times when the DIC
images were selected, and (b) 3D-DIC full-field axial strain (ε11) macroscale results.
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Figure 4.6: Microscale 3D-DIC axial strain (ε11) results surrounding the crack at
time points shown in Figure 4.5a. The crack location is indicated by the red circle.

Image 1 in Figure 4.6 shows the axial strain (ε11) field before the peak load.

Image 2 followed by image 3 demonstrates the effect of crack propagation on the

measured strain field. Image 4 shows the ε11 contours at the peak applied load

during the experiment, which was 1415 N. Images 5 and 6 show the ε11 contours

during unloading.

Figure 4.7 demonstrates the strain behavior at two particles near the crack tip. As
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seen in Figure 4.7a, Particle 1 is very close to the crack tip (indicated by the red line),

while Particle 2 is farther from the crack tip. The blue and red dots are the points at

which local strain measurements were extracted in Figure 4.7b. It can be seen from

Figure 4.6 that between images 2 and 3 a sharp change in strain occurred, which is

associated with the crack propagation event mentioned previously. At the same load

in Figure 4.7, it is seen that a corresponding sharp increase in strain occurred in

Particle 1 (blue line in Figure 4.7). This sharp change in particle behavior indicates

martensitic phase transformation. Phase transformation did not occur in Particle 2.

This brief analysis of the sensory particle transformation in the presence of a crack

demonstrates the importance of modeling to fully understand the observed behavior.

To calibrate the constitutive model parameters of the sensory particles, comparison

of a simulation to the experimental strain results is still needed. It is expected that

by reproducing this experiment in a simulation, the fundamental behavior of the

sensory particles can be understood.

4.4 Summary and conclusions

The key features of this work may be summarized in the following points:

1. A novel method for deformation measurement at multiple scales has been ex-

plored, which utilizes the 3D-DIC full-field measurement technique. Micro-

scopic 3D-DIC was performed through a stereo-microscope simultaneously with

a standard macroscopic 3D-DIC setup.

2. The sensory particle concept was explored further by single-cycle tensile loading

of a fatigue crack growth sensory particle specimen. The material specimen

consisted of gas atomized NiTi (50.9 atomic % Ni) as the sensory material

surrounded by aluminum alloy 7050 matrix. Using the 3D-DIC setup, sensory

particle transformation was detected near the growing fatigue crack.
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This work has introduced crack growth experimentation for the sensory particle

concept. The purpose of performing these experiments is primarily to provide a

proof of concept and to improve the fidelity of future modeling. High fidelity models

of sensory particle crack growth specimens are currently being obtained from x-ray
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Figure 4.7: (a) Analysis point chosen in Particle 1 and location of the crack (red
line), and (b) axial strain (ε11) response at that analysis point.
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computed tomography (CT) and should be used in an attempt to replicate measured

results. In addition to being able to calibrate the material parameters for the model,

these studies will be able to provide a more rigorous analysis of the sensory particle

concept. Future experiments will explore the effect of high-cycle fatigue. Addition-

ally, studies should be performed to explore alternative sensory particle materials

and NDE methods.
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5. STRESS ANALYSIS OF THE LOCALIZED HEATING PROBLEM

This section is an analytical evaluation of the results obtained in Section 2. In

this section, an estimation of the stress field is made analytically (i.e., without the

use of FEA solver tools) from the full-field strain and full-field temperature data

obtained from the experiment. The nature of the experiment performed on the

plate specimen inherently creates a case of prominent stress redistribution due to

the microstructural changes occurring locally in different regions of the specimen.

This analysis was performed for both the thin strip and plate specimens. Figure 5.1

shows a photograph of the two specimens.

(a) SMA thin strip specimen. (b) SMA plate specimen.

Figure 5.1: SMA thin strip and plate specimens.
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Heat was introduced to a local area using a heating pad. The specimen which

was initially at martensite experienced phase transformation locally, causing a drastic

redistribution of stress to occur between the regions of high and low temperature (i.e.,

regions of high and low reverse transformation, respectively), especially for the plate

specimen.

The SMA constitutive model used here will be reviewed and the 2-D reduction

of these equations will be demonstrated. Then, the optimization algorithm used to

obtain the multi-dimensional stress state inside the specimen will be described, and

the results will be shown.

5.1 Phase diagram construction

Results from experiments performed on the same specimen before the localized

heating have been used to construct a phase diagram. Two isobaric (constant stress)

experiments were performed on the specimen as described in detail in Section 2.

These two experiments first at 200 MPa then at 100 MPa were performed before

localized heating. Figure 5.2 shows the results of these experiments; note that the

results in Figure 5.2 were modified data which do not show the transformation in-

duced plasticity (TRIP) effects from the experiments (c.f. Section 2). The phase

diagram was constructed via the tangent line method (D. Lagoudas, 2008) from

these results.
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(a) Thin strip specimen.
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Figure 5.2: εy vs temperature showing the ambient heating/cooling for the plate
specimen. This figure has been modified to exclude the effects of TRIP.
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(b) Plate specimen material phase diagram.

Figure 5.3: Stress vs temperature phase diagram estimated by data from Figure 5.2.
σ̄ represents the effective applied stress.
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Figure 5.3 shows the phase diagram for the thin strip and plate specimens. In the

stress (F/A0) vs temperature space, when the material state is to the left of the Mf

line, the material is in martensite (ξ = 1). When the material state is to the right

of the Af line, the material is in the austenite phase. The points indicated are data

obtained from Figure 5.2 by the tangent line method (D. Lagoudas (2008), Section

2). The slope of the Mf and Ms lines (CM) as well as the slope of the As and Af

lines (CA) were determined by the equation

Cγ = 1 /

(
1

Cγs

+
1

Cγf

)
(5.1)

where γ = M, A; Cγs and Cγf are the slopes of the γs and γf lines (i.e., the lines

passing through the data points). For the current experimental results, the critical

transformation temperatures (Af , As, Mf , Ms) in the phase diagram were assumed

to have a linear realationship with applied load (Wu et al., 2003).

5.2 Full-field strain measurements

5.2.1 Thin strip specimen full-field strain measurements

The results of localized heating for the plate specimen are graphically summarized

in Figure 5.5, where the temperature, axial strain, transverse strain, and shear strain

fields at different consecutive time steps are all shown.

The measurements demonstrated in Figure 5.5, are in the calculation of the stress

estimate shown later in this section. The images shown here are organized according

to individual time steps for which power was applied consecutively in a quasistatic

manner. For each frame, an additional amount of power was applied to the specimen.

Each frame shows the strain/temperature full-field measurement results for the same

specimen at the various power inputs, and these are included for the axial strain (ε11),

transverse strain (ε22), shear strain (ε12), and temperature (◦C). Figure 5.4 shows the
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input of power to the heater with time, and the analysis time steps which correspond

with the number of Figure 5.5.

0 500 1000 1500 2000
Time (s)

0
1
2
3
4
5
6
7
8

P
o
w

e
r 

(W
)

1
2 3 4

5
6

7
8

9
10

11

12

13
14

15

16

17

18

19

20
21
22

Figure 5.4: Power applied over time to the specimen heater.

5.2.2 Plate specimen full-field strain measurements

The results of localized heating for the plate specimen are graphically summarized

in Figure 5.6, where the temperature, axial strain, transverse strain, and shear strain

fields at different consecutive time steps are all shown.
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(a) Temperature measured with IR camera.

(b) Axial strain (εy) in the loading direction.

(c) Transverse strain (εx).

(d) Engineering shear strain (γxy = 2εxy).

Figure 5.5: Full-field temperature and strain measurements for the thin strip speci-
men.
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(a) Temperature measured by IR camera. (b) Axial strain (εy) in the loading direction.

(c) Transverse strain (εx). (d) Engineering shear strain (γxy = 2εxy).

Figure 5.6: Full-field temperature and strain measurements for the plate specimen.

The time steps correspond with the steps in quasistatic power input to the heater.

(see Figure 5.1). Figure 5.7 shows the input of power to the heater with time, and

the analysis time steps which correspond with the number of Figure 5.6.
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Figure 5.7: Power applied over time to the specimen heater.

In Figures 5.6b and 5.6c the strong transformation-induced strain gradients aris-

ing from the temperature variation in the specimen are observed. We can make

a few qualitative observations from these results. First, we observe the expected

2-D distributions of strain which change in the presence of phase transformation.

These large strain gradients in particular will lead to sharp stress gradients across

the specimen width given the coordinated application of force and deformation to the

gripped (i.e., top and bottom) boundaries. Secondly, we notice a shear symmetry in

the thermal and axial to transverse strain results, and an associated anti-symmetry

in the shear strains. The minor deviation from perfect symmetry is thought to be

a result of non-ideal heater installation. Finally, we notice the more pronounced

interaction between boundary (grip) effects and thermal non-homogeneity resulting

from the low aspect ratio of the specimen.
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5.3 Estimating local stress from localized heating

The internal stress state in a material may be determined from the experimental

results and constitutive relation for the material. Calculation of the stress in a ma-

terial from experimental results has been performed before, especially for estimating

the stress field surrounding a crack tip: Dally and Sanford (1987) has peformed esti-

mation of the mode I stress intensity factor from strain gage readings. Furthermore,

Machida and Yamada (2004) have developed a method for estimating the crack tip

stress field from 2-D DIC data, which also utilizes the hybrid method for highlight-

ing and eliminating experimental deformation measurement errors (Nishioka, Kurio,

& Nakabayashi, 2000). Silva and Ravichandran (2009) also performed stress analy-

sis of a damaged composite from thermal imaging and DIC data; the temperature

changes slightly in the presence of stress concentrations, which are predicted with

high fidelity combining the relationship between the temperature and the stress as

well as the elastic constitutive relation of the material, utilizing the deformation

data. Similar research has also been performed for analyzing the residual stresses in

a material due to damage in processing and other effects (Lord, Penn, & Whitehead,

2008) (Schajer, 2010) (Sebastiani, Eberl, Bemporad, & Pharr, 2011).

From the localized heating experiments, full-field strain and temperature data has

been obtained which may be utilized to obtain the stress field in the material through

inverse optimization of the SMA constitutive model. In the following sections, the

stress estimation is based from the standpoint of the material phase diagram (c.f.

Figure 5.3. Subsequently, the SMA constitutive model used here is reviewed, and

2-D plane stress reduction is performed.
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5.3.1 Stress estimation from the phase diagram

The local stress in a material due to localized heating may be estimated by

examination of the material phase diagram, which is reproduced in Figure 5.8, which

shows only the austenite start and finish transformation surfaces. This figure provides

an illustration of the process of stress estimation in material which is undergoing

phase transformation. At the analysis point in the material of greatest temperature

gradient (see Figure 5.2), the material achieved 65% strain recovery at 155◦C. Note

that during reverse transformation, ξ = 1 when 0% strain recovery has occurred;

similarly, ξ = 0 when 100% strain recovery has occurred. The variation of ξ with

temperature is assumed linear, thus the stress at the identified temperature and

strain recovery values may be estimated. At 155◦C and 65% strain recovery, the

corresponding stress on the phase diagram is 302 MPa, as shown in Figure 5.8.
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Figure 5.8: Phase diagram with temperature value and approximated stress value
indicated, based on the maximum strain recovery indicated in Figure 5.2. The blue
arrow indicates the evolution of the material states at the indicated analysis point
from F/A0 = 200 MPa (ξ = 1.0) to F/A0 = 302 MPa (ξ = 0.35). However, this path
cannot be assumed as linear, because the relationship between local temperature
variation and local strain recovery cannot be assumed as linear.
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Using this technique, the achieved stress at various locations across the width of

the specimen may be estimated. The stress may be calculated by the equation

ξL =

(
A0

f +
σ̄L

CA

)
− TL

A0
f − A0

s

, (5.2)

where ξL is the local martensitic volume fraction, A0
f and A0

s are the austenite finish

and start temperatures when no load is applied, CA = ∂σ
∂T

is the slope of the austenite

start and finish transformation surfaces, σ̄L is the local effective stress, and TL is the

local temperature. Thus, stress may be found by rearranging the above:

σ̄L =

(
ξ +

TL − A0
f

A0
f − A0

s

)(
CA

(
A0

f − A0
s

))
. (5.3)

5.3.2 2-D reduction

The constitutive model is reduced to a 2-D form through which the stress field

may be estimated given full-field εy, εx, εxy, and temperature data on the specimen

surface. The reduction is possible via a plane stress assumption which is a good

approximation for the plate specimen (thickness/width ratio of 1/90). Note that

index notation will be used from now on for which cartesian unit vectors are denoted

by the numbers 1− 2− 3 instead of x− y− z. 1 and 2 denote the x and y directions,

respectively, in this notation. The plane stress assumption states that

σ33 = σ13 = σ23 = 0. (5.4)

Beginning from Equation (1.49),

ε = −ρ
∂G

∂σ
= Sσ +α (T − T0) + εt, (5.5)
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where the compliance tensor (S) is dependent on the material state during phase

transformation, for which a linear relation is assumed. Note that non-linear relations

may be used in more complex models than what is presented here. The linear relation

is given by (D. Lagoudas (2008), chapter 3)

S = SA + ξ(SM − SA). (5.6)

For an isotropic material under the plane stress assumption, S reduces to (Chris-

tensen (1979), chapter 5)

Sγ =


1
Eγ − ν

Eγ 0

− ν
Eγ

1
Eγ 0

0 0 (ν+1)
Eγ

 . (5.7)

where γ = A, M indicates the austenite or martensite phase. Substituting (5.7) to

Equation (5.6) gives

S =


(
1−ξ
EA + ξ

EM

)
ν
(
ξ−1
EA − ξ

EM

)
0

ν
(
ξ−1
EA − ξ

EM

) (
1−ξ
EA + ξ

EM

)
0

0 0 (1 + ν)
(
1−ξ
EA + ξ

EM

)
 . (5.8)

Furthermore, the coefficient of thermal expansion (CTE, or α) tensor is written here

as for an isotropic body, thus α may be written as (Boley and Weiner (1960), chapter

8)

α =


α 0 0

0 α 0

0 0 α

 . (5.9)
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Integration of Equation (1.54) gives

εt = ξΛt. (5.10)

For forward transformation, Λt
fwd is dependent on the stress state as (D. Lagoudas

et al., 2012)

Λt
fwd =

3

2
Hcur (σ̄)

σ′

σ̄
, (5.11)

where σ′ is the deviatoric part of the stress tensor, and σ̄ has the Mises-based

definition (D. Lagoudas et al., 2012)

σ̄ =

√
3

2
σ′ : σ′, (5.12)

which after the plane stress assumption becomes

σ̄ =

√
(σ11 − σ22)

2 + 3σ2
12. (5.13)

In 2-D, Λt
fwd may be written as

Λt
fwd =


Λt 11

fwd

Λt 22
fwd

Λt 12
fwd

 =


1
2
Hcur (σ̄) 2σ11−σ22√

(σ11−σ22)
2+3σ2

12

1
2
Hcur (σ̄) 2σ22−σ11√

(σ11−σ22)
2+3σ2

12

3
2
Hcur (σ̄) σ12√

(σ11−σ22)
2+3σ2

12

 . (5.14)

Therefore, for forward transformation
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ε11 = α (T − T0) +

(
1− ξ

EA
+

ξ

EM

)
σ11 + ν

(
ξ − 1

EA
− ξ

EM

)
σ22+

+
1

2
ξHcur (σ̄)

2σ11 − σ22√
(σ11 − σ22)

2 + 3σ2
12

,
(5.15)

ε22 = α (T − T0) + ν

(
ξ − 1

EA
− ξ

EM

)
σ11 +

(
1− ξ

EA
+

ξ

EM

)
σ22+

+
1

2
ξHcur (σ̄)

2σ22 − σ11√
(σ11 − σ22)

2 + 3σ2
12

,
(5.16)

ε12 = (1 + ν)

(
1− ξ

EA
+

ξ

EM

)
σ12 +

3

2
ξHcur (σ̄)

σ12√
(σ11 − σ22)

2 + 3σ2
12

. (5.17)

For reverse transformation, Λt
rev is dependent only on the transformation strain and

total martensitic volume fraction at the beginning of reverse transformation, εt−r and

ξr (see Equation (1.55)). It is assumed that at the beginning of localized heating the

material is at the fully saturated martensite phase, thus ξr = 1; εt−r is known from

the experiment. For 2-D and for ξr = 1, Λt
rev is written as

Λt
rev =


Λt 11

rev

Λt 22
rev

Λt 12
rev

 =


εt−r
11

εt−r
22

εt−r
12

 . (5.18)

Therefore, for reverse transformation transformation

ε11 = α (T − T0) +

(
1− ξ

EA
+

ξ

EM

)
σ11 + ν

(
ξ − 1

EA
− ξ

EM

)
σ22 + ξεt−r

11 , (5.19)
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ε22 = α (T − T0) + ν

(
ξ − 1

EA
− ξ

EM

)
σ11 +

(
1− ξ

EA
+

ξ

EM

)
σ22 + ξεt−r

22 , (5.20)

ε12 = (1 + ν)

(
1− ξ

EA
+

ξ

EM

)
σ12 + ξεt−r

12 . (5.21)

The final step in the 2-D reduction of the constitutive model is to reduce Equa-

tions (1.61) to the 2-D form. Substituting Equation (1.53) to the expression for

πt (see Equation (1.59)) and assuming that ∆α and ∆c are negligible (a common

engineering assumption, c.f. D. Lagoudas et al. (2012)) gives

πt = σ : Λt +
1

2
σ : ∆Sσ + ρ∆s0T − ρ∆u0 − f t. (5.22)

By definition, ∆S = SM − SA, which for plane stress is written as (see Equation

(5.7))

∆S =


1

EM − 1
EA

ν
EA − ν

EM 0

ν
EA − ν

EM
1

EM − 1
EA 0

0 0 (1+ν)
EM − (1+ν)

EA

 . (5.23)

During forward phase transformation, Equation (5.22) becomes
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πt
fwd =

1

2
σ11H

cur (σ̄)
2σ11 − σ22√

(σ11 − σ22)
2 + 3σ2

12

+

+
1

2
σ22H

cur (σ̄)
2σ22 − σ11√

(σ11 − σ22)
2 + 3σ2

12

+

+
3

2
Hcur (σ̄)

σ2
12√

(σ11 − σ22)
2 + 3σ2

12

+

+
1

2

(
1

EM
− 1

EA

)(
σ2
11 + σ2

22 − 2νσ11σ22 + (1 + ν) σ2
12

)
+

+ ρ∆s0

(
T + ξ (Ms −Mf )−

Ms + Af

2
+

Mf −Ms − Af + As

4

)
,

(5.24)

and the transformation function during forward transformation for plane stress be-

comes

Φt
fwd = 0 = σ11

(1−D)

2
Hcur (σ̄)

2σ11 − σ22√
(σ11 − σ22)

2 + 3σ2
12

+

+ σ22
(1−D)

2
Hcur (σ̄)

2σ22 − σ11√
(σ11 − σ22)

2 + 3σ2
12

+

+
3

2

σ2
12 (1−D)Hcur (σ̄)√
(σ11 − σ22)

2 + 3σ2
12

+

+
1

2

(
1

EM
− 1

EA

)(
σ2
11 + σ2

22 − 2νσ11σ22 + (1 + ν)σ2
12

)
+

+ ρ∆s0 (T + ξ (Ms −Mf )−Ms) .

(5.25)

Similarly, during reverse transformation the thermodynamic driving force is
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πt
rev = σ11ε

t−r
11 + σ22ε

t−r
22 + σ12ε

t−r
12 +

1

2

(
1

EM
− 1

EA

)
σ2
11+

+
1

2

(
1

EM
− 1

EA

)
σ2
22 +

( ν

EA
− ν

EM

)
σ11σ22 +

(1 + ν)

2

(
1

EM
− 1

EA

)
σ2
12+

+ ρ∆s0

[
T + ξ (Af − As)−

Ms + Af

2
+

Ms −Mf − Af + As

4

]
,

(5.26)

and the transformation function during reverse transformation for plane stress is

written as

Φt
rev = 0 = −σ11ε

t−r
11 − σ22ε

t−r
22 − σ12ε

t−r
12 +

1

2
(1 +D)

(
1

EA
− 1

EM

)
σ2
11+

+
1

2
(1 +D)

(
1

EA
− 1

EM

)
σ2
22 + (1 +D)

( ν

EM
− ν

EA

)
σ11σ22+

+ (1 +D)
(1 + ν)

2

(
1

EA
− 1

EM

)
σ2
12 + ρ∆s0 [Af − T + ξ (As − Af )] .

(5.27)

5.3.3 Model parameters calibration

Several terms have been introduced in the constitutive model which must be cal-

ibrated, including Hcur (σ̄), ρ∆s0, and D. These parameters are calibrated using the

results from uniaxial loading, and therefore the constitutive model is reduced to the

uniaxial loading case, i.e., σ11 ̸= 0, all other σij = 0. Calibration is largely based on

the phase diagram (see Figure 5.3) obtained from uniaxial ambient heating/cooling

experiment results. While the phase diagram was obtained by uniaxial experiments

(i.e., σ̄ = σ11), it is extended to represent the transformation surfaces based on the

level of effective applied stress (σ̄).

The maximum achievable transformation strain, Hcur(σ̄), for a material at a given

value of effective stress σ̄ may be modeled as (D. Lagoudas et al., 2012)
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Hcur (σ̄) = Hmin + (Hsat −Hmin)
(
1− e−k(σ̄−σ̄crit)

)
, (5.28)

where Hmin and Hsat are constant values which represent the absolute minimum and

maximum transformation strain for the material. σ̄crit is the minimum stress level

at which non-zero transformation may occur.

For the thin strip and plate experiments, the parameters of Hcur(σ̄) were deter-

mined based on the data obtained by uniaxial isobaric ambient heating/cooling of

the plate specimen (see Figure 2.6). Two data points for Hcur(σ̄) were obtained by

these experiments, and are shown in Table 5.1. Hmin is not known from the exper-

iment, but is assumed as zero which is a common result for untrained equiatomic

NiTi (Bo & Lagoudas, 1999) (Miller & Lagoudas, 2001). Furthermore, σ̄crit must

be between zero and the minimum stress level used to obtain the data (see Table

5.1). Figure 5.9 shows Hcur(σ̄) for different possible values of σ̄crit for the thin strip

specimen; Figure 5.10 shows the same plot for the plate specimen. In Figure 5.9,

a reasonable result is seen by the σ̄crit range (0, 60) MPa, and any value in this

range may be used; for this work, the value σ̄crit = 40 MPa was used. For the plate

specimen, similarly, the value σ̄crit = 40 MPa was used which is similar to a value

reported previously for untrained equiatomic NiTi (Bo & Lagoudas, 1999). Finally,

k and Hsat were calculated to be 0.0148 and 0.044, respectively for the thin strip

specimen, and 0.042 and 0.046, respectively, for the plate specimen.
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σ̄ (MPa) Hcur(σ̄)

100 (Test 16) 0.026
200 (Test 16) 0.040

100 (Test 17) 0.045
200 (Test 17) 0.046

Table 5.1: Hcur(σ̄) data obtained by ambient heating/cooling of the specimens.
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Figure 5.9: The dependence of maximum transformation on the applied stress for
the thin strip specimen. Hcur(σ̄) is shown with several different possible values of
σ̄crit. The experimental data points are indicated on the figure (see Table 5.1).
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Figure 5.10: The dependence of maximum transformation on the applied stress.
Hcur(σ̄) is shown with several different possible values of σ̄crit. The experimental
data points are indicated on the figure (see Table 5.1).
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The transformation surfaces from the phase diagram represent the stress-temperature

derivatives, derived in D. Lagoudas et al. (2012) after the uniaxial assumption as

dσ

dT

∣∣∣∣
σ=σ∗, ξ̇>0

=
−ρ∆s0

Λt + σ
∂Λt

fwd

∂σ
+ σ

(
1

EM − 1
EA

)
+

∂Y t
fwd

∂σ

∣∣∣∣∣∣
σ=σ∗

, (5.29)

dσ

dT

∣∣∣∣
σ=σ∗, ξ̇<0

=
−ρ∆s0

Λt + σ ∂Λt
rev

∂σ
+ σ

(
1

EM − 1
EA

)
+ ∂Y t

rev

∂σ

∣∣∣∣∣
σ=σ∗

, (5.30)

where σ∗ may be any reference stress for identification of the slope of the trans-

formation surfaces from the phase diagram, CA, M . The ambient heating/cooling

experiments were performed under the assumption that full transformation had oc-

curred in either direction, thus Λt
fwd = Λt

rev. Therefore, Equation (1.63) may be

written as (D. Lagoudas et al., 2012)

Y t
fwd = Y t

rev = Y t
0 +Dσ∗Hcur (σ∗) . (5.31)

Equations (5.29) and (5.30) can now be rewritten as

CM =
−ρ∆s0

(1−D)
(
Λt + σ ∂Λt

∂σ

)
+ σ

(
1

EM − 1
EA

)∣∣∣∣∣
σ=σ∗

, (5.32)

CM =
−ρ∆s0

(1 +D)
(
Λt + σ ∂Λt

∂σ

)
+ σ

(
1

EM − 1
EA

)∣∣∣∣∣
σ=σ∗

, (5.33)

where CA, M are known from the experiment. These equations may be solved to give

the calibrated values of ρ∆s0 and D:
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ρ∆s0 =
−2
(
CMCA

) [
Hcur (σ) + σ ∂Hcur(σ)

∂σ
+ σ

(
1

EM − 1
EA

)]
CM + CA

∣∣∣∣∣∣
σ=σ∗

,

D =

(
CM − CA

) [
Hcur (σ) + σ ∂Hcur(σ)

∂σ
+ σ

(
1

EM − 1
EA

)]
(CM + CA)

[
Hcur (σ) + σ ∂Hcur(σ)

∂σ

]
∣∣∣∣∣∣
σ=σ∗

.

(5.34)

5.3.4 Results

The results of the thin strip specimen stress estimation is shown in Figure 5.11,

which demonstrates the stress field at each time step during the localized heating

experiment for the thin strip specimen. During the progression of localized heating

the stress field started from a homogeneous 200 MPa, and was redistributed due to

effects of thermal expansion. Note that the resolution of the stress estimation fields

reported in Figure 5.11 is 0.360 mm per analysis point.

Figure 5.12 also demonstrates the variation in martensitic volume fraction after

each time step.

The results demonstrate a reasonable first approximation stress estimation. The

σ11 stress field was expected to maintain a constant 200 MPa during the experiment.

Figure 5.11b shows that this is true with the exception of some errors of calculation.

The σ22 stress field was expected to remain at approximately 0 MPa except the

areas close to the grips (the areas close to the grips are outside the region shown

in the analysis); Figure 5.11a shows that the σ11 field remains at approximately 0

MPa. Note that this is a first iteration of the stress estimation calculation, and

demonstrates that this calculation may provide a good approximation of the stress

field. The accuracy of the isotropic model has not been assessed relative to the

expected anisotropy of the rolled sheet, due to phase transformation.
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(a) Axial stress, σ11.

(b) Transverse stress, σ22.

(c) Shear stress, σ12.

Figure 5.11: An estimation of the stress field at each time step for the thin strip
specimen during the reverse transformation stage of the localized heating experiment.
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Figure 5.12: The martensitic volume fraction distribution for the thin strip specimen
is shown for each time step according to the constitutive model calibration based on
strain and temperature data.

For the plate specimen, the results of the stress estimation is shown in Figure

5.13. Again, during the progression of localized heating the stress field started from

a homogeneous 200 MPa, and was redistributed due to effects of thermal expansion.

For this test, unlike the thin strip specimen, for the plate specimen at the onset of

phase transformation, a significant stress increase occurred in the region surrounding

the transformed material. Note that the resolution of the stress estimation fields

reported in Figure 5.13 is 0.360 mm per analysis point.

Figure 5.14 also demonstrates the variation in martensitic volume fraction after

each time step, for the plate specimen.
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(a) Axial stress, σ11. The average stress across
the width of the specimen is shown at three points
for each time step (frame). Note that ideally, the
average stress across the width is σ̄11 =200 MPa.

(b) Transverse stress, σ22

(c) Shear stress, σ12

Figure 5.13: An estimation of the stress field at each time step for the plate specimen
during the reverse transformation stage of the localized heating experiment.
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Figure 5.14: The martensitic volume fraction distribution for the plate specimen is
shown for each time step according to the constitutive model calibration based on
strain and temperature data.

The constitutive model formulation uses the assumption that the SMA is isotropic.

The accuracy of the isotropic model has not been assessed relative to the expected

anisotropy of the rolled sheet, due to phase transformation. Therefore, the average

stress written across the width of the specimen in Figure 5.13a is not consistently

200 MPa on average.

Stress at the beginning of localized heating was approximated as being σy = 200

MPa, σx = 0 MPa, and σxy = 0 MPa which assumptions are consistent with the

results of calculating the stress distribution in the specimen based on strain data at

the end of elastic loading at austenite from 10 MPa to 200 MPa. Figure 5.15 shows

the stress distribution for σy, σx, and σxy at the end of elastic loading, which are

consistent with the assumption.
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(a) (b)

(c)

Figure 5.15: Stress distribution in the specimen after elastic loading in the austenite
state.

5.4 Summary and conclusions

A reduction of the 3D SMA constitutive model of D. Lagoudas et al. (2012) has

been reviewed, and a reduction has been made to the 2D form. The stress state in

the specimen has been calculated from the full-field strain and temperature response

in the specimen.
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This method for estimating the stress field is a special contribution to experimen-

tal methods using full-field measurements. A similar algorithm may be used in the

future for estimating the stress field in specimens with heterogeneous loads by post

processing of full-field strain measurements.
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6. CONCLUSION

6.1 Summary

A short summary of this thesis is presented here. Section 1 provides the moti-

vation for this experimental work, presents an introduction to SMAs, and reviews

existing methods for characterization of SMAs. In Section 2, a series of experiments

were performed and analyzed that characterize the localized behavior of actuator

SMAs by localized heating. Section 3 demonstrates the wealth of information that

may be obtained by performing DIC analysis of a uniaxial experiment on an SMA

with non-standard geometry. In Section 4, a method of characterizing microscopic

SMAs for a particular application is presented. Finally, in Section 5 a stress estima-

tion is performed for the experiments described in Section 2, based on the full-field

strain and temperature data provided.

6.2 Synthesis

In this thesis, novel methods for characterizing SMA materials are described

which utilize modern experimental measurement techniques, in particular, DIC and

infra-red thermography. Each experiment designed and its particular application for

measurement of SMA phenomenological behavior is of great value to the SMA com-

munity. These streamlined methods demonstrate particular methods for obtaining a

plethora of information from limited numbers of experiments for SMAs. This thesis

has attempted to demonstrate this style of characterization in three different com-

mon applications of SMAs. First, SMAs are commonly used as actuators, in which

an SMA device is perturbed by a change in temperature, resulting in the desired

actuation. Commonly, the heat is applied in a localized manner. Int is quite use-

ful therefore to perform characterization of SMA actuators by localized application
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of heat, in addition to the diversity of information obtainable by localized heating.

Furthermore, pseudoelastic SMAs are commonly utilized for spring-damping sys-

tems or for sensory applications. It is desirable to provide an efficient and accurate

method for characterizing pseudoelastic SMAs in applications where the devices un-

dergo loading along multiple stress axes. Section 3 shows such a characterization

method in a highly detailed manner. Furthermore, microscopic SMA particles may

be utilized, especially in sensory applications. Hence, Section 4 presents an intro-

duction to characterization of microscopic SMA particles via DIC, with preliminary

results. This shows the synthesis of the various experiments performed, and the

specific contribution of the work to the SMA experimental community as a whole.

Furthermore, the power of the techniques used in this work is demonstrated by

the analyses performed in Section 5; previously stress estimation of non-uniformly

loaded material specimens was not possible. However, with the current methods for

deformation measurement, specimens no longer need to have uniform stress through

the regions of interest, and all of the information including errors in measurement may

be mitigated by the high fidelity and great volume of local and global measurements

alike demonstrated by the techniques used here.

6.3 Future work

The experiments described ere provide excellent motivation for future work in this

specific area of research. The methods described here may be utilized for a wide range

of SMA studies. Furthermore, a detailed analysis of the cooperative use of different

measurement techniques has not been done here; specifically, a more detailed analysis

of errors which arise due to combined measurements and/or experimental techniques

would be particularly beneficial.

Some particular areas which may be improved upon are described here. First,
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the characterization experiments performed for SMA actuator materials (Section 2)

were performed using limited resources. The samples available for the experimen-

tal process were limited, and only the two mentioned tests (thin strip and plate

specimen) were performed in part because no alternative materials were available.

In general, these materials are sufficient to present the intricacies of this character-

ization method, but to demonstrate the power of the method, multiple materials

should be utilized. Second, only a limited analysis of the material (e.g., ambient

heating/cooling experiments) were performed for this study. In future studies of this

particular method, and especially concerning error analysis for the method, special

attention should be given to experiments which serve to describe the material and/or

validate the localized heating method, and would thus demonstrate the reliability of

the localized heating method. Third, digital image correlation (DIC) measurement

was performed using 2D-DIC, which in itself has several limiting factors (see Sec-

tion 3 for the errors which may arise due to 2D-DIC measurements). The 3D-DIC

method would be preferred in any future application of this work. Similarly, IR ther-

mography images were captured at different intervals during the experiment, and a

finite number of images were captured. It would be preferable to obtain a larger

number (100’s) of IR images to reduce the time step between each analysis. This

would increase the knowledge of the material behavior to the localized heating. As

a similar point, localized power input to the specimen should be performed continu-

ously instead of in a quasistatic manner to better simulate actuator performance and

increase the accuracy of the material characterization (e.g., thermal conductivity).

Future experiments are planned for the multi-axial loading of pseudoelastic SMAs.

In particular, biaxial loading of cruxiform specimens is planned for the future so that

more information may be obtained regarding the anisotropic transformation behavior

of the material. Furthermore, biaxial loading should be performed in tension-tension,
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tension-compression, as well as compression-compression to obtain the highest level of

understanding of the anisotropic material behavior. Also, tests should be performed

which are an analysis of the yielding and fracture behavior of the material, which are

also predicted as anisotropic. In the past, experiments have been performed using

2D-DIC, however, it would be ideal for such experiments to be performed using

3D-DIC. These tests are an introduction to testing of SMA’s using heterogeneous

geometries and has been done for NiTi; this concept should also be implemented in

the future for a wider variety of SMA materials.

Characterization of the microscopic SMA materials is an ongoing topic of research

at the NASA Langley Research Center. A lot of attention is currently being given to

finding a more appropriate patterning technique for performing microscopic 3D-DIC

through a microscope lens. Furthermore, Future efforts should be made to obtain a

detailed analysis of the stress field around the crack tip from the DIC data so that a

complete understanding of the mechanics surrounding the microscopic SMA particles

is achieved. In this way, a more detailed characterization of the SMA material being

used may be performed.

6.4 Conclusion

This thesis presents an overview of phenomenal methods for characterizing SMAs,

particularly attesting to the power of DIC, and demonstrating the combined use of

DIC and infra-red thermography. The methods are designed to reduce the number

of experiments necessary for characterization compared to traditional characteriza-

tion methods, as well as provide accurate and detailed information for each type of

characterization.
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Orgéas, L., & Favier, D. (1998). Stress-induced martensitic transformation of a NiTi

alloy in isothermal shear, tension and compression. Acta Materialia, 46 (15),

5579–5591.

Otsuka, K., & Wayman, C. M. (1999). Shape memory materials. New York, NY:

Cambridge University Press.

Patoor, E., Eberhardt, A., & Berveiller, M. (1996). Micromechanical modelling of

superelasticity in shape memory alloys. Le Journal de Physique IV , 6 (C1),

C1–277.

Patoor, E., Lagoudas, D. C., Entchev, P. B., Brinson, L. C., & Gao, X. (2006).

Shape memory alloys, Part I: General properties and modeling of single crys-

tals. Mechanics of Materials , 38 (5), 391–429.

Peters, W. H., & Ranson, W. F. (1982). Digital imaging techniques in experimental

stress analysis. Optical Engineering , 21 (3), 427-431.

Poulain, X., Kohlman, L., Binienda, W., Roberts, G., Goldberg, R., & Benzerga, A.

(2013). Determination of the intrinsic behavior of polymers using digital image

correlation combined with video-monitored testing. International Journal of

168



Solids and Structures , 50 (1112), 1869 - 1878.

Qidwai, M., & Lagoudas, D. (2000). On thermomechanics and transformation sur-

faces of polycrystalline NiTi shape memory alloy material. International Jour-

nal of Plasticity , 16 (1011), 1309 - 1343.

Reedlunn, B., Daly, S., Hector, L., Zavattieri, P., & Shaw, J. (2011). Tips and tricks

for characterizing shape memory wire Part V: Full field strain measurement by

digital image correlation. Experimental Techniques , 37 (3), 62–78.

Schajer, G. (2010). Advances in hole-drilling residual stress measurements. Proceed-

ings of the Society for Experimental Mechanics, Inc., 67 (2), 159-168.

Scrivens, W., Luo, Y., Sutton, M., Collette, S., Myrick, M., et al. (2007). Develop-

ment of patterns for digital image correlation measurements at reduced length

scales. Experimental Mechanics , 47 (1), 63-77.

Sebastiani, M., Eberl, C., Bemporad, E., & Pharr, G. (2011). Depth-resolved residual

stress analysis of thin coatings by a new FIB-DIC method. Materials Science

and Engineering A, 528 (27), 7901-7908.

Shaw, J., & Kyriakides, S. (1997). Initiation and propagation of localized defor-

mation in elasto-plastic strips under uniaxial tension. International Journal of

Plasticity , 13 (10), 837–871.

Shaw, J. A., Churchill, C. B., & Iadicola, M. (2008). Tips and tricks for characterizing

shape memory alloy wire Part I: Differential scanning calorimetry and basic

phenomena. Experimental Techniques , 32 (5), 55–62.

Shaw, J. A., & Kyriakides, S. (1995). Thermomechanical aspects of NiTi. Journal

of the Mechanics and Physics of Solids , 43 (8), 1243–1281.

Silva, M., & Ravichandran, G. (2009). Determination of stress field in damaged

composites using thermal imaging. In 24th Annual Technical Conference of the

American Society for Composites 2009 and First Joint Canadian-American

169



Technical Conference on Composites (Vol. 3, p. 1541 - 1549). Newark, DE.

Sutton, M., Wolters, W., Peters, W., Ranson, W., & McNeill, S. (1983). Determi-

nation of displacements using an improved digital correlation method. Image

and Vision Computing , 1 (3), 133 - 139.

Sutton, M. A., Orteu, J.-J., & Schreier, H. W. (2009). Image correlation for shape,

motion and deformation measurements: Basic concepts, theory and applica-

tions. New York, NY: Springer.

Van Humbeeck, J. (1999). Non-medical applications of shape memory alloys. Mate-

rials Science and Engineering , 273 , 134–148.

Wu, X., Sun, G., &Wu, J. (2003). The nonlinear relationship between transformation

strain and applied stress for nitinol. Materials Letters , 57 (7), 1334 - 1338.

Zhao, Y., Lei, Z., Xing, Y., Hou, X., & Bai, P. (2014). Fabricating parameters op-

timization of high frequency grating by multi-scanning electron beam method.

Experimental Mechanics , 54 (1), 45-55.

170


