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ABSTRACT

Design of CMOS Integrated Frequency Synthesizers
for Ultra-wideband Wireless Communications Systems. (Auguest 2007)
Haitao Tong, B.S., Southeast University, China;
M.S., Southeast University, China

Chair of Advisory Committee: Dr. Aydmn Ilker Karsilayan

Ultra-wide band (UWB) system is a breakthrough in wireless communication, as it
provides data rate one order higher than existing ones. This dissertation focuses on
the design of CMOS integrated frequency synthesizer and its building blocks used in
UWB system.

A mixer-based frequency synthesizer architecture is proposed to satisfy the agile
frequency hopping requirement, which is no more than 9.5 ns, three orders faster
than conventional phase-locked loop (PLL)-based synthesizers. Harmonic cancela-
tion technique is extended and applied to suppress the undesired harmonic mixing
components. Simulation shows that sidebands at 2.4 GHz and 5 GHz are below 36
dBc from carrier. The frequency synthesizer contains a novel quadrature VCO based
on the capacitive source degeneration structure. The QVCO tackles the jeopardous
ambiguity of the oscillation frequency in conventional QVCOs. Measurement shows
that the 5-GHz CSD-QVCO in 0.18 pm CMOS technology draws 5.2 mA current
from a 1.2 V power supply. Its phase noise is -120 dBc at 3 MHz offset. Compared
with existing phase shift LC QVCOs, the proposed CSD-QVCO presents better phase
noise and power efficiency.

Finally, a novel injection locking frequency divider (ILFD) is presented. Im-

plemented with three stages in 0.18 um CMOS technology, the ILFD draws 3-mA



v

current from a 1.8-V power supply. It achieves multiple large division ratios as 6,
12, and 18 with all locking ranges greater than 1.7 GHz and injection frequency up
to 11 GHz. Compared with other published ILFDs, the proposed ILFD achieves the

largest division ratio with satisfactory locking range.
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CHAPTER I

INTRODUCTION

A. Motivation

The revolutionary ultra-wide band (UWB) technology brings several unprecedented
challenges in the implementation of wireless communication systems. The frequency
synthesizer design is one of such challenges, which resides in the requirement of ex-
tremely fast frequency hopping. The carrier frequency generated by the frequency
synthesizer has to be changed from one to another within 9.5 nS, while conventional
frequency synthesizer could only alter carrier frequency no faster than the order of
microsecond. Novel architecture of frequency synthesizer is therefore indispensable.

The UWB systems can be realized with the zero-IF transceiver architecture, a
promising low-cost and small-area solution for the integration of the whole system on
one single chip. This zero-IF architecture demands the frequency synthesizer provide
carrier frequency with quadrature phases. LC quadrature voltage-controlled oscillator
(QVCO) is widely used in the generation of the quadrature carriers [1-4]. However,
a recent publication [5] shows that conventional LC QVCO severely suffers from a
certain unstable oscillation state, called bi-modal oscillation.

Frequency divider is another high-frequency component that draws research effort
in this work. The disadvantages of low-speed high-power-consumption in conventional
static frequency divider is increasingly problematic, as new wireless systems are often
pushed to higher frequency and portable devices demand longer battery life.

This dissertation addresses the above challenges by presenting a mixer-based fre-

quency synthesizer with agile frequency hopping, a harmonic-cancellation technique

This dissertation follows the style of IEEE Transactions on Automatic Control.



to improve the signal spectrum purity at mixer output, a capacitive source degenera-
tion QVCO (CSD-QVCO) to resolve the bi-modal oscillation, an injection frequency
divider with highly nonlinear stages suitable to high-frequency and low-power appli-

cations.

B. Organization of the Dissertation

Chapter II presents a brief review of UWB technology and its impact on the design
of frequency synthesizer.

Chapter 111 studies frequency synthesizer from a system point of view. It covers
a summary of specifications with their effects on wireless systems, an introduction
of phase-locked loop (PLL), and a comparison of existing frequency synthesizer ap-
proaches.

Starting from Chapter IV, design aspects of the frequency synthesizer for UWB
are unfolded. Chapter IV presents the design of PLL in details.

Chapter V focuses on the design of harmonic-cancellation mixer, which helps to
suppress undesired harmonic mixing components that are otherwise normally seen
from conventional mixers.

Chapter VI presents frequency divider design in two parts. The first one is on the
frequency divider implemented in the frequency synthesizer. The emphasis is put on
the half-quadrature signal generation. The second one is on the design of an injection
locking frequency divider. Its capability of high-frequency and low-power operation
is discussed.

The CSD-QVCO is presented in Chapter VII. Detailed analysis reveals its ability
to suppress bimodal oscillation. Also the start-up condition and phase error genera-

tion due to device mismatch are covered in this chapter.



Chapter VIII provides the experimental results of the prototype frequency syn-
thesizer and some stand-alone building blocks, such as the CSD-VCO and the injection
locking frequency divider.

Chapter IX draws conclusions of this dissertation.



CHAPTER II

RESEARCH BACKGROUND
A. Ultra-wide Band (UWB) Technology

The era of wireless communications started from Guglielmo Marconi’s historical ex-
periment in 1901 to sent radio signals across the Atlantic Ocean. While the various
wireless systems and technology have been populated from then on, the development
of wireless network has came into picture only in the very recent years, triggered by
the vast usage of computers and the maturity of integrated circuits process and design
technology. Wireless network utilizes radio waves, rather than cables, to keep comput-
ers connected. Therefore, wireless network offers the great advantage of mobility by
eliminating messy cables. Nowadays wireless network are dominated by narrow band
systems like Bluetooth, Zigbee and IEEE 802.1a/b/g. Their limited data rate, no
more than 54Mb/s; is insufficient to fast transfer large files and high-quality videos.
To address this speed limit issue, ultra-wideband (UWB) systems are proposed to
increase the data rate to several hundreds of Mb/s. Table I compares key parameters
of various wireless network technologies.

To achieve high data rate, UWB systems use a wide bandwidth rather than a
large signal-to-noise ratio (SNR). This is understandable by referring to Shannon’s

theorem:

C = Blogy(1 + SNR) (2.1)

where C denotes the channel capacity in bits per second and B is the bandwidth of the
channel in hertz. (2.1) shows that the channel capacity has a stronger dependence

with bandwidth (linear relation) than the SNR (logarithmic relation). Therefore



Table I. Comparison of various wireless network systems

System Data Rate | Output Power | Range Frequency
(Mb/s) (mW) (meters) Band
Bluetooth 1-2 100 100 2.4 GHz

Zigbee 0.02-0.25 1 75 0.868/0.915/2.4 GHz

IEEE 802.11a 54 40-800 20 5 GHz

IEEE 802.11b 11 200 20 2.4 GHz
(Wi-Fi)

IEEE 802.11g 54 65 50 2.4 GHz
UWB 100-500 1 10 3.1-10.6 GHz
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Fig. 1. UWB band chart

higher data rate is more efficiently realized by increasing the bandwidth. The spec-
trum released for UWB by the Federal Communications Commission (FCC) covers
from 3.1 GHz to 10.6 GHz. While occupying such a wide bandwidth, the scarcity of
spectrum requires the UWB systems co-exist with other wireless services. Therefore,
a low transmit power level is required so that the UWB signals will not interfere sig-
nals from these services. In the mean time, UWB systems have to deal with relatively
high interference levels due to these services. Particularly, the services at 2.4 GHz
and 5 GHz ISM bands are harmful. This is because those bands are close the UWB
band and can only be attenuated at a rather limited degree by the pre-select filter
placed in the front of the UWB receiver.

The orthogonal frequency-division multiplexing (OFDM) based multiband stan-
dard was proposed on July 14, 2003 by Multiband OFDM Alliance (MBOA), including
Intel, Texas Instruments and several other major companies. The MBOA divides the
spectrum spanning from 3168 to 10560 MHz into 14 bands, each with a bandwidth
of 528 MHz. The band chart is shown in Fig. 1. Bands 1-3 (mode-1) are mandatory,
while the other bands are reserved for future use. The multiband approach requires
the transmitted OFDM symbols being time-interleaved across the bands, as shown

in Fig. 2. An advantage of this approach is that the robustness of the system with
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respect to interference is improved. This is because the average transmitted power is
the same as a system designed to operate over the entire bandwidth. However, the
hopping between the bands have to be below 9.5 ns, as suggested by MBOA.

Direct conversion, as shown in Fig. 3, is considered as the most promising receiver
architecture for UWB [6-8]. In the direct conversion system, frequency synthesizer
generates carrier frequency for mixers to down-convert received signal to baseband.
Notice that quadrature output is demanded from the frequency synthesizer. This
scheme needs the least number of components, leading itself to be a feasible solution

to single-chip implementation. Its common issue of flicker noise at low frequencies



have a minor effect in this application, because MBOA UWB is intentionally devised

to contain no signals at low frequencies.



CHAPTER III

FREQUENCY SYNTHESIZER: A SYSTEM REVIEW

A. Introduction

A frequency synthesizer is a system for generating any frequency of a certain range.
Regarded as one of the most critical modules, frequency synthesizers are widely found
in modern wireless communications systems. A simplified block diagram of a wireless
system is shown in Fig. 4. On the transmitter side, frequency synthesizer provides
carrier frequency for the up-convert mixer. This carrier frequency modulates the low
frequency baseband signal coming to the up-convert mixer, which is then sent out
by the power amplifier. On the receiver side, the low noise amplifier picks up the
received signal and amplifies it to a certain level. The frequency synthesizer again
provides the carrier frequency, but this time to demodulate the received signal to the

baseband signal in the down-convert mixer.

1. Design Considerations

As a key block in wireless systems, frequency synthesizer demands quite a few of de-
sign considerations. One major concern is the functionality of frequency synthesizer,
including frequency accuracy, frequency step and tuning range. Another concern
is the quality of the carrier signal, including amplitude, phase noise and sideband.
Also, attention has to be paid to general considerations of a circuit, such as power

consumption and chip area. We discuss all those considerations as follows.
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Fig. 4. A simplified wireless system block diagram

a. Frequency Accuracy

Frequency accuracy defines to which extent the synthesized frequency is close to
the desired frequency. The frequency generated from frequency synthesizer has to
be very accurate. Otherwise, on the transmitter side, the transmitted signal would
move into adjacent channel, causing illegal interference; on the receiver side, the
frequency information embedded in the received signal is corrupted. Indeed, in many
wireless systems, the frequency accuracy has to maintain below a few parts per million
(ppm). For example, the UWB system requires the frequency accuracy to be £20
ppm maximum. This means, for instance, the frequency error is only +84.5 KHz for

a carrier frequency of 4224 MHz.

b. Frequency Step

Frequency step sets the finest frequency spacing between any two synthesized fre-
quencies.The value of frequency step could vary a lot over different wireless commu-
nications systems. In North American Digital Cellular (NADC) system, frequency

step is as small as 30 KHz. On the contrary, in UWB system, frequency step is as
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large as 528 MHz.

c. Tuning Range

Tuning range is the output frequency range of a frequency synthesizer. Similar to
frequency step, tuning range varies with wireless communications systems. While
NADC system requires 25 MHz tuning range, UWB system demands the synthesizer

covers 1584 MHz tuning range.

d. Lock Time

Lock time is a critical parameter that indicates how fast the frequency synthesizer
output frequency is changed from one to another, upon receiving a command to
change frequency. While typical RF systems require lock time to be from tens of
milliseconds to tens of microseconds, UWB system needs much smaller lock time,

which is no more than 9.5 nanosecond.

e. Amplitude

As frequency synthesizer is normally used to drive a mixer, the amplitude of the
synthesized frequency is specified by the mixer requirement. Low amplitude leads
to the reduction of the signal level at the mixer output. On the other hand, if
the amplitude is too high, leakage problems occur. Fig. 5 shows possible leakage
paths. First, it could be leaked to the inputs of the mixer, either in a direct way or
through mixer to LNA and back to the mixer. The leakage signal is then mixed with
synthesized signal and produces DC offset at the mixer output. This DC offset is
one of the most critical problems in direct-conversion receivers. Also, the synthesized
signal would be leaked to the antenna and radiated to air, which creates interference

to other receivers using the same signal band.
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f. Phase Noise

All real signals are accompanied with noise, so is the output of frequency synthesizer.
More specifically, the noise presented at the frequency synthesizer output could be
decomposed to amplitude modulation (AM) noise and phase modulation (PM) noise.

For a nominally periodic sinusoidal signal x(¢), we can write,
x(t) = A[l + an(t)] cos[wet + pn(t)] (3.1)

where a,(t) is a small random excess amplitude representing AM noise and ¢, (t) is
a small random excess phase presenting PM noise.

AM noise is normally not a critical design parameter. This is because mixer is
insensitive to the amplitude of LO as long as it is higher than a certain level. On
the contrary, PM noise, also called ”phase noise”, is the predominant noise form. To
understand the importance of phase noise, let us first characterize it in spectrum.
Note that by neglecting «,(t) and assuming ¢, (t) < 1 rad, (3.1) could be simplified

as,

x(t) = Acos(wct) — Ay, (t) sin(w.t) (3.2)
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Fig. 7. Phase noise impact on transceiver

The second term in the right side of (3.2) shows that the spectrum of phase noise
¢n(t) is translated to +w.. Fig. 6 shows the spectrum comparison of a typical x(t)
with an ideal x(t) without noise. Unlike the impulse shape of an ideal x(t) without
noise, the spectrum of a typical x(t) is spread over a large frequency range, with the
trend of lower power level for frequency farther away from the carrier frequency.

The quantization of phase noise is most commonly expressed in units of dBc/Hz at

an offset from the carrier frequency. It could be measured or calculated by obtain the
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noise power over 1Hz bandwidth around that offset frequency, and divides the results
by the carrier power.

The effect of phase noise in wireless transceivers is shown in Fig. 7. On the
receiver side, as the desired signal may be accompanied by a large interference in
nearby frequency band, both signals would be mixed with the frequency synthesizer
output. Therefore, at the mixer output, the two spectra are overlapped at the desired
band. This effect would increase the noise level and degrade the quality of the down-
converted signal. In the extreme case, with a noisy frequency synthesizer and a
strong interference, the interference spectra down-converted to the desired band is
even higher than the desired spectra and eventually saturates following circuits. On
the transmitter side, the noisy frequency synthesizer spreads signal to other band,

which becomes interference to receivers nearby.

g. Sideband

Other than phase noise, as shown in Fig.8, the purity of frequency synthesizer output
spectra is also degraded by sideband, also called "spur”. There are several sources
that could generate sideband. One is coupling signal from other circuits that either
modulates or is directly coupled to the frequency synthesizer output. But more likely,
sidebands are caused by non-idealities of frequency synthesizer, as will be studied in
details in Chapter IV. Similar to phase noise, sideband is quantified in terms of the

sideband amplitude relative to the carrier amplitude with the unit as dBc. Illustrated
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in Fig. 9, depending on the desired signal bandwidth and the relative position of the
sideband to the carrier in spectrum, receiver could be affected in two cases, as listed

below,

1. If the sideband falls out of wanted signal band but close to a certain interference,
the interference would be mixed with the sideband and translated to the desired

mixer output band;

2. If the sideband falls into wanted signal band, the wanted signal would be down-
converted to the desired mixer output band with a frequency offset equal to the

one between the sideband and the carrier frequency.

On transmitter side, shown in Fig. 10, similar things happen. If sideband is far
away from to the carrier, it can up-convert desired signal to other bands, affecting
signal reception of receivers in those bands. If sideband is close to the carrier, it can

contaminate its own transmitted band by up-converting desired signal to the band.

h. Area, Level of Integration and Power Consumption

Cost could be reduced by having less chip area while integrating more components.
Less power consumption is also preferred, especially in wireless communications sys-

tems, of which in many applications circuit may be powered only by battery.

B. PLL Basics

Phase locked loop (PLL) is widely used in the design of frequency synthesizers. It
is a key block in most frequency synthesizers. In many applications, the PLL itself

serves as a frequency synthesizer.
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1. Concept of Phase Locking

Considering two signals z;(t) = cos[wit + ¢1(t)] and z5(t) = coslwat + ¢o(t)], the

instant phases and frequencies of them would be

Oy (t) = wit + ¢ (1) (3.3)

By (t) = wot + polt) (3.4)
Q1 (1) = 6[P1(t)]/0t = w1 + 6[pn(2)] /6t (3.5)
Cs(t) = 6[P1(t)] /0t = wa + 6[a(t)] /01 (3.6)

Phase locking means that the phase difference between those two signals is constant

with time. Therefore,
S[P1(t) — Pa(t)] /5t = Q1(t) — Qa(t) =0 (3.7)

This means that once phase locking is achieved, there is no frequency difference
between those two signals.

The above conclusion is exploited in PLL. By using a feedback loop, a constant
phase difference of two periodic signals is ensured when the loop reaches its steady
state.

2.  PLL Building Blocks

e Phase detector (PD) generates a signal with its DC component proportional

to the phase difference between two periodic input signals,
Vout = KppA¢ (3.8)
where Kpp is the gain of the phase detector and A¢ is the input phase difference.

e Low-pass filter (LPF) takes in the output from PD and filters out its high-
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frequency component. The mathematic characterization of LPF depends on its

various implementations.

e Voltage-control oscillator (VCO) is a circuit that generates a periodic out-
put with frequency that can be tuned over a certain range by applying a voltage

to it. In PLL, the control voltage comes from LPF output.
Wout = Wer + KVCO‘/ctrl (39)

where wy, is the free running frequency of the VCO, Ky o is the gain of the

VCO and V,,; is the control voltage.

e Frequency divider divides input of high frequency to a lower value.
Wout = Wm/N (310)

where N is the division ratio.

3. PLL Operation Basics

Fig. 11 presents a basic PLL structure. A PLL is a feedback system that minimizes
the phase difference between reference input z(t) and feedback signal y(t). To do that,
a PD generates an output whose DC value is proportional to the phase difference
between x(t) and y(t). LPF extracts that DC value and applies it to frequency
control terminal of VCO, which changes frequency of y(t), generated by VCO. In
many applications, frequency of y(t) is much higher than frequency of x(t). Thus
Frequency divider is employed to bring down frequency of y(t) to the one comparable
to frequency of x(t). When the loop reaches its steady state, the phase difference
between z(t) and y(t) is constant over time. Therefore, f,,s = N frcr, where N is the

division ratio. It is deserved to point out here that by changing N, the VCO output
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Table II. Transfer functions of PLL blocks

Block | Transfer Function
PD Kpp
LPF L(s)
VCO Kveo
s
Divid !
ivider —
N

frequency is changed accordingly, which is the output of the frequency synthesizer.

4. Types of PLL
a. Typel PLL

PLL could be analyzed using the transfer function of output phase versus input phase,
i.e. Gout(s)/din(s). Transfer function of each block inside PLL is listed in Table II.
A first-order low pass filter is a common implementation of L(s). It is expressed

as,

B 1
1+ s/w,

L(s) (3.11)

Fig. 12 shows the PLL linear model. The open loop transfer function Hp(s)
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could be obtained as,

_ KppKyco 1

Ho(s) N s(1+s/w,)

(3.12)

Ho(s) contains only one pole at zero. This is the reason why this type of PLL is

called type I PLL. The unity-gain frequency w, is,

_ KppKvco

u 3.13
w = (3.13)
Therefore the phase margin PM is,
KppK
PM = 90° — arctan —2—~V0 (3.14)

wp

(3.14) shows that small KppKyco and large Nwp are preferred for stability. The

close loop transfer function Hq(s) is derived as,

KppKycowp
52 + SWp + KPDKVCpr/N

He(s) = (3.15)

The two poles of Hg(s) are given by

1 4KppKvco
S1,2 = 5 (—wp + \/wg - T) (316)
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It wz —4KppKyco/N > 0, the two poles are real and the transient step response is,

o) = 2KppKyvco 1 1_ 6*%<wp*\/W§*74KPD§VCO>t
ot \/wg _ 4KPDJ\[[(VCO Wy — \/W;% _ 4KPD]\I[(VCO
1 1 w4r /w2 2EPDEVCO |,
— 1—e 2< ry Y ) u(t)Aw  (3.17)
wp + \/%2) — %

(3.17) shows that the step response includes two exponential terms decaying with

41
, 4KppKvco
N T TN

41
1 4KppKvco

Since ¢; > ¢y, the settling time is mainly determined by ¢;, which decreases with the

time constants ¢; and ¢y as,

C1 =

DN | —

increase of 4K ppKyco/N. This observation implies a trade-off between the settling
time and the stability. Larger KppKyco/N is preferred for less settling time but it
results in worse stability. When wf, < 4KppKyvco/N, both poles become complex

and the transient step response is changed to,

4KppK
e e e N

W : \/4KPDKVCO 5
Sin —_— — wp -t
\/4KPDJ§(VCO — w? N

p

NAwu(t) (3.19)

Therefore, the step response now contains only one exponential term with the time
constant of 2/w,, which is less than the time constant for real pole case. Further de-
crease of settling time requires increase of w,. However, as PD output signal normally
contains high frequency components, the increase of w, results in less compression of

those spurious components. This observation could be explained by showing the
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closed-loop transfer function from PD output to VCO output as,

Kvco
He_ = 2
C PD(S) 52/wp 154 KPDKVCO/N (3 0)

The amplitude of Ho_pp(s) at high frequency is decreased for the decrease of w,.
As a conclusion, type I PLL suffers from trade-offs between settling time, stability
and high-frequency suppression at PD output. Those drawbacks drive people to seek

alternative PLL solutions.

b. Type Il PLL

A typical implementation of type II PLL is shown in Fig. 13. As the charge pump
is controlled to either sink or source current in a digital fashion, the PLL becomes a
discrete system, rather than a continuous one. Therefore, strictly speaking, this type
of PLL can not be analyzed in s domain. A simplified Gardner limit [9] states that as
long as the loop bandwidth is less than one-tenth the reference frequency, s domain
analysis is still acceptable. Furthermore, PD is replaced by PFD (phase-frequency

detector) to increase the locking range. The mechanism of PFD will be discussed in
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Chapter IV, which will not prevent us from the analysis of the PLL in this chapter.
PFD together with CP could be modeled as Ip/2m, where Ip is the sink/source

current in CP. The open loop transfer function is calculated as,

IPKVC'O 1 1+ stC'l

Hols) = 2N (Cy + Cy) 52 C1Cs
C1 + Oy

: (3.21)
1 —|— SRP

(3.21) shows that Hp(s) contains two poles at zero frequency, one from VCO
and the other from CP together with LPF. Those two poles makes this type of PLL

called type II PLL. The components inside LPF serve the following purposes,
e (;: together with CP to generate one pole at zero frequency.

e Rp: together with C; to generate a zero at left half plane (LHP) to stabilize

the system. To do that, this zero has to be less than unity-gain frequency

e (5: together with Rp to generate a pole to suppress high frequency components
at VCO control line. For stability, this pole has to be much larger than unity-

gain frequency.

From (3.21), the phase margin PM is given by

(3.22)

C,C
PM = arctan(w, RpC}) — arctan (qup 12 )

Ci + Oy

where w, is the unity-gain frequency.
The inclusion of three poles and one zero in Hp(s) makes the computation of w,
rather complicated. But as the non-zero pole has to be far away from w, for stability,

this pole could be ignored and Hp(s) is simplified to

IpKyvco 1
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Therefore, w, is computed as,

2

IpK IpK
ey [Emer] -
1

IpKvco 2rNC,y
~ . .24
e A\ 9rN G, 2 (3.24)

(3.24) shows that the increase of Ip Ky co results in the increase of w,,, which leads

to the increase of PM according to (3.22). This is contrary to the conclusion drawn
for type I PLL, which states that the increase of Kpp Ky oo jeopardizes stability by
decreasing PM.

The closed loop transfer function Hq(s) is shown as

He(s) = IpKyco ) 1+ sRpCy
T 2aN(C + ) CiCy . IrKvcoRp O TrKvoo
s3Rp +s*+s +
Cl + CQ 2rN Cl + Cg 27TN(01 + 02)

(3.25)

Again we ignore Cy when we study the closed loop transient response. Hc(s) is

therefore approximated as,

— IPKVCO 1+ SRpcl

H, ~ : 3.26
c(s) 2rNCy -, JJrEveoltp | IpKvco (3.26)
2r N 2rNChy
The two roots for he denominator of He(s) is calculated as,
1 [ IpKvco IpKveo .\ IpKvco
=—|——-—"R=+ —R| —4——F 3.27
2T | TN \/( 27N ) 27N G, (3.27)

Similar to the case of type I PLL, the system will have higher settling speed

when the two poles are complex, which means

IpKveo \°  IpKvco IpKvco 1
—_— —4—< 0= < 3.28
( 21N ) 2TNC,y 2N R2C (3.28)
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Under this condition, the transient step response is given by

_(11pKvgo IpK IpK 2
u)out<t> =1-—e¢ (2 Pzﬁ‘f\rco Rp)t CcOS \/4 2137'(']\;/60:0 — ( PQT(_‘]/\?O R) -t +
1

2
frCh sin \/4IPKVCO — (]PKVCO R) -t NAwu(t)

5 4IPKVCO B IPKVCOR ? 2N Gy 2rN
2rNC, 27N
(3.29)

The step response contains only one exponential term with the time constant ¢

expressed as

-1
c= (%IP;;—}/VCORP> (3.30)
To minimize the settling time, [p Ky oo has to to maximized.

From the above study of stability and settling time, there is no tradeoff between
those two critical specifications with regarding to choosing IpKyco. However, the

increase of Ip Ky oo would be ultimately bounded by w,, which is limited by no more

than one-tenth of the reference frequency.
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5. PLL Phase Noise

An important advantage of using PLL for frequency generation is that when noisy
oscillator output is forced to compare with a clean source, e.g. a crystal oscillator
output, through the feedback loop, the phase noise at the oscillator output is much
suppressed. We show this by deriving the following transfer function from VCO to
PLL output,

- 2+SIPKVCORP IpKvco '

2rN 2rNC|

Hyco(s)

(bVCO S

(3.31) shows that VCO phase noise is high-pass filtered by PLL. This is much
expected, as when frequency goes higher and higher, the loop gain of PLL becomes
so small that it can not correct the noise-induced phase deviations from VCO. On
the other hand, noises from reference, PFD, charge pump and frequency divider are
low-pass filtered at PLL output. To show this, we first refer all those mentioned
noises to input as ¢j,_refer. Lhe transfer function Hip,—refer(s) from @in—refer 10 Gout

is calculated as,

]PKVCO . 1+ stOl
2rNCy -, SIPKVCORP IpKvco
2N 27TN01

Hin—refer(3> ~ (332)

Thermal noise of resistor Rp is the only noise source inside LPF. Generally
speaking, the thermal noise of a resistor R can be modeled by a series voltage source,

with the one-sided spectral density given by

V2(f) = 4kTR (3.33)

n

where k is the Boltzmann constant. Thus, ¢,,; due to Rp thermal noise is expressed
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as,

vV 4kTRPKVCOS

dveo ~ 2 SIPKVCORP IpKyco
27N 2rNCy

(3.34)

(3.34) shows that the thermal noise of Rp is band-pass filtered at PLL output, which is
proportional to the square root of Rp. The increase of Rp would degrade PLL output
phase noise, but recall from (3.22) that for the same phase margin, the increase of
Rp leads to the reduction of capacitors C'; and C5. This capacitor reduction is much
favored as those two capacitors normally occupy significant chip area. Therefore,
there is a tradeoff between phase noise and chip area in the selection of Rp. One
practical criteria is that the phase noise from Rp should not be larger than the one
from VCO when the noise frequency is out of loop bandwidth. For PLL, when the
frequency component is out of loop bandwidth, approximately speaking, the feedback
loop is not functioning. Therefore, when calculating the phase noise contribution from
Rp, we can ignore the loop and concentrate on the LPF and VCO only. The thermal

noise on the VCO control voltage is thus given by,

— 1 —
\/ Vn2—ctrl = Cl ’ V2 (335>
C1Cy

Ch + Cs 1+< B )2 n-Rp
“ PO1+02

The narrow-band frequency modulation theory [10] states that when a sinusoid
signal with amplitude A,, and frequency w,, modulates a VCO, the output sidebands
fall at w,, away from the carrier frequency. The amplitude of the sidebands, when

referred to the amplitude of carrier, is expressed as A,, Kyco/(2wy,). Therefore, the
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phase noise at VCO output due to Rp is given by,

4 1

2
PN, =
v (Cl+02) 1+(wR GGy )
PCl‘l'CQ

(3.36)

K 2
5 - 2kTRp - ( VCO)

2w

C. Types of Frequency Synthesizer

1. PLL Based Frequency Synthesizer

It could be easily observed from the above study of PLL that PLL output frequency
could be changed by setting frequency division ratio to different values. Therefore,
PLL itself serve well as frequency synthesizer under some cases. Indeed, PLL based
frequency synthesizer is the most widely used frequency synthesizer approach in mod-

ern wireless communications systems.

a. PLL Based Integer-N Frequency Synthesizer

PLL based integer-N frequency synthesizer consists of PLL with integer frequency
division ratios. The advantages of this type of frequency synthesizer come from the
simple yet robust implementation of integer frequency dividers.

Fig. 15 shows an example of integer frequency dividers, named as pulse swallow

frequency divider. It consists of following blocks,
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1. Prescaler: the prescaler divides its input either by N + 1 or N, which is

controlled by the output from the swallow counter.

2. Program counter: the program counter takes the prescaler output and pro-

vides a fixed division ratio P.

3. Swallow counter: the swallow counter also takes the prescaler output but its
division ratio S is variable, which is controlled by ”Channel Selection” signal.

Also the swallow counter would be reset by the output of the program counter.

Detailed analysis of the pulse swallow frequency divider [11] shows that the out-
put is cycled for every PN + S input cycles, resulting in the division ratio of PN +S.

The main drawback of the integer-N frequency synthesizer is its limited band-
width, low settling speed and high close-in output phase noise. As the PLL output
frequency is the integer multiples of the reference frequency, the finest PLL output fre-
quency change equals to the reference frequency. Therefore, the required frequency
spacing sets the upper-limit of the reference frequency. [9] mentions that stability
concern demands the type II PLL loop bandwidth to be less than one tenth of the
reference frequency. As a result, this rather limited loop bandwidth slows down the

settling and allows more phase noise contribution from VCO.

b. PLL Based Fractional-N Frequency Synthesizer

The upper-limit of the reference frequency in integer-N frequency synthesizer is re-
laxed in fractional-N frequency synthesizer, as the smallest frequency step can be a
fraction of the reference frequency for fractional-N frequency synthesizer.

A conceptual fractional divider is shown in Fig. 16. It consists of a (N 4+ 1)/N
dual modulus divider and a modulus control unit. The modulus control unit sets

the instantaneous division ratio to either NV or N + 1 ratios so that the long term
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equivalent division ratio is a fractional number between N and N + 1. For example,
if the division ratio is IV for P cycles of output and N + 1 for @) cycles of output, the
number of cycles at input would be PN + Q(N + 1), and the equivalent division ratio
is calculated as [PN + Q(N +1)]/(P+Q) =N+ Q/(P + Q).

Since the fractional division ratio is obtained not instantaneously but by averag-
ing instant ratios over time, the spectrum of divider output is full of spurious tones,
resulting in so called fractional spurs at PLL output. This problem is much severe
when the modulus control unit provides a periodic control signal, or in other words,
P and @ are constant over time. Under such case, sidebands only 20 to 30 dB below
the carrier amplitude could be found at PLL output. To address this issue, a XA
modulator has been used as the modulus control unit. By randomizing the control
output, XA modulator helps to transform the fractional spurs to random noise. The
drawbacks of this XA modulator approach are the increased complexity, die area and

power consumption.

2. Direct Digital Synthesizer

While PLL based frequency synthesizer relies on low speed feedback loop to pro-
vide accurate carrier frequency, direct digital synthesizer (DDS) generates carrier

frequency very fast by removing the feedback loop. Shown in Fig. 17, DDS gener-



31

Clk
— Accumulator —® ROM [[—®| DAC [—® LPF

i

Frequency Selection

<
"<

Fig. 17. Direct digital synthesizer

w1 —

w2

Fig. 18. Mixer based synthesizer

ates the signal in digital domain through an accumulator and a read-only memory
(ROM), which is converted to analog waveform by digital-to-analog converter (DAC).
Spurious harmonics at DAC outputs are filtered out by low pass filter (LPF). As no
feedback is involved in synthesizing frequency, settling time is very fast. Indeed, it
could be as fast as the order of gate delays. For example, DDS in [12] outputs fre-
quency from DC to 75 MHz with settling time only 6.5 ns. Other merits include low
phase noise, fine frequency steps and free of stability issue.

The most critical drawback of DDS is its low output frequency. To reconstruct
the analog waveform correctly, according to Nyquist’s sampling theorem, the clock
frequency has to be no less than twice of the output frequency. In many RF applica-
tions, the carrier frequency has already reached the speed limit of the circuit, to have
all the digital parts of DDS work at least twice the carrier frequency is challenging
by any means. Furthermore, the non-idealities of DAC would degrade the output

spectra purity.
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3. Mixer Based Synthesizer

A mixer is a device that could generate new frequencies by multiplying two input
signals, as shown in Fig. 18. A simple mathematical representation of this operation
is given by,

A1 Ay

Aj coswit X As coswat = [cos(wy — wa)t — cos(wy + wo)t] (3.37)

(3.37) shows that for two input frequencies, both their sum and difference frequencies
appear at the output. This is not a desirable feature for synthesizer applications as
carrier frequency has to be as pure as possible. Therefore, single-side band (SSB)
mixer is adopted. Shown in Fig. 19, SSB mixer consists of two mixers and one
adder. By mixing quadrature input signals and adding the two mixer outputs, only

one frequency is left. This can be shown as,
Ay coswit X Agsinwat + Aj sinwit X Ay coswat = Ay Ay sin(wy + wo)t (3.38)

There are several advantages in using mixer to generate carrier frequency. First,
as the carrier frequency is decomposed to two frequencies, each could be treated
differently. Some tradeoffs mentioned in the previous synthesizer designs could be

relaxed. For example, as shown in Fig.20, the overall frequency synthesizer is a
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hybrid of PLL, DDS and SSB mixer. The two inputs are generated by PLL and DDS
each. PLL is used to output a fixed but high frequency signal, while DDS is used
to output a variable but low frequency. In this way, for PLL, large loop bandwidth
could be adopted to suppress the close-in VCO phase noise without the limit of the
frequency spacing; for DDS, power consumption is dramatically reduced as the output
frequency is much lowered. Another advantage is that the frequency generation could
be fast. As there is no feedback loop involved in mixer, the output is settled just on
the order of RC constant.

The primary issue of mixer based frequency synthesizers is the signal purity
degradation at mixer output. This is mainly because of the nonlinear operation of
mixer. In practice, not only the fundamental frequencies of the inputs signals, but
also their DC and harmonic components would be possibly multiplied. Therefore, for
input frequencies w; and ws, output contains frequencies at nw; + mws, where n and
m are integers. While a SSB mixer could ideally cancel out half of those sidebands,
the remaining sidebands still exists. Also, the cancellation is indeed limited by the
imbalance of phase and magnitude between quadrature signals and the mismatch

between the two mixer cells.



34

PLL1 3432 MHz
PLL2 3960 MHz
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Fig. 21. Architecture of three-PLL approach for UWB frequency synthesizer

D. The Proposed Frequency Synthesizer Architecture

1. Existing Solutions

As stated in Section C of Chapter III, PLL alone could serve as a Frequency synthe-
sizer, which is widely used in many applications. However, this approach faces the
fundamental problem for UWB. The MBOA standard demands a frequency hopping
time of only 9.5 ns. Typical PLLs take several hundred input cycles to settle. In
order to settle the loop within 9.5 ns, the reference frequency must impractically be
in the order of tens of GHz. Therefore, PLL alone can not be to used as frequency
synthesizer in UWB applications. DDS approach is also not suitable as it can not
handle the desired high frequency output.

Razavi et al proposed a three-PLL approach [6], as shown in Fig. 21. In this
approach, each of the three independent PLLs is used to generate one of the three
required center frequencies. Instead of changing the output frequencies of the PLLs,
the hopping of those three frequencies are done by switches, which are incorporated
in the mixers in the receiver signal path that are not shown here. As switches operate
at very high speed, the 9.5 ns hopping time is easily met. Although straightforward,
the drawbacks are also obvious. The silicon area are increased dramatically. What is
more, the potential frequency pulling might drive the PLLs into malfunction.

TI proposed an approach as a combination of one PLL and several single side

band (SSB) mixers [13]. Similar ideas are found in [7,8]. The diagram of this approach
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is shown in Fig. 22. It exploits the fact that the new frequencies could be generated
from two frequencies being mixed (multiplied) in mixer. The three center frequencies
thus could be obtained by mixing the frequency from the PLL with the frequencies
which is the difference frequencies from the PLL frequency to the center frequencies.
The difference frequencies may be obtained from the PLL output frequency by using
a combination of frequency dividers and SSB mixers. In TI’s approach, the PLL
outputs constant 4224 MHz frequency. Frequency synthesis is performed outside of
the PLL. The band #1 center frequency 3432 MHz is generated by mixing 4224 MHz
with 792 MHz. The 792 MHz frequency is generated by mixing 528 MHz and 264
MHz, which are obtained by using divider-by-8 and divider-by-16, respectively. The
center frequencies for band #2 and #3 can be generated by mixing 4224 MHz with
264 MHz. As PLL only needs to settle down at start-up and produces a constant
frequency, the unrealistic fast settling time requirement of PLL is eliminated. The
problem of using SSB mixers to generate desired frequencies is related to the non-
linearity operation in SSB mixers, which produces spurs as cross-products of the input
harmonics. Since the image frequencies are canceled out at SSB mixer output in the
first order, and the high order harmonics can be ignored as they normally have much
less amplitudes than the fundamental one, there are several harmful cross-products
in TI’s architecture that needs special attention. One such harmful cross-product is
4224 — (528 + 5 % 264) = 2376 M Hz. Others include 4224 — (—3 % 528 + 264) =
5544 M H z and 4224 + 3 264 = 5016 M Hz. Those spurs corrupt the received signal
by transferring the high power signals in 2.4 GHz and 5 GHz ISM band to baseband.
To solve the spur problem of SSB mixers, van de Beek et al [7] managed to reduce the
number of SSB mixers by proposing a frequency synthesizer architecture, as shown in
Fig. 23. As the three center frequencies are equally spaced, once the PLL generates

band #2 center frequency 3960 MHz, the middle of the those three center frequencies,
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Fig. 22. Architecture of one-PLL approach for UWB frequency synthesizer in [13]

528 MHz Sampling
> Clock
Select
3960 MHz bC
PLL b

Desired

> SSB Center
Freguency

Fig. 23. Architecture of one-PLL approach for UWB frequency synthesizer in [7]

the other two center frequencies could be obtained by mixing the 3960 MHz frequency
with 528 MHz frequency. Therefore, only one SSB mixer is needed. This approach,
however, needs a fractional frequency divider with both inputs and outputs running
at high frequencies. As to be explained in Chapter VI, it is very hard to design such
frequency dividers in a robust and power-efficient way.

Roovers et al [8] presented another frequency synthesizer architecture, Fig. 24.
Similar to [7], only one SSB mixer is used. But the problematic fractional divider is
bypassed as the 528 MHz signal is generated by a second PLL. However, since the
second PLL is totally independent to the first one, they do not share any block. The
die area is almost doubled. Also, the additional power consumption is not negligible

since this second PLL has to run at high frequency.
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Fig. 24. Architecture of one-PLL approach for UWB frequency synthesizer in [§]
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Fig. 25. Architecture of proposed UWB frequency synthesizer
2. Proposed Solution

To address the various issues associated with the existing approaches, a harmonic
cancellation SSB mixer based frequency synthesizer is proposed for the UWB appli-
cation. The system architecture of the proposed frequency synthesizer is shown in
Fig. 25. It is similar to TIT’s approach, but there are two main differences. First,
the frequency dividers generating 528 MHz and 264 MHz signals are shared between
PLL and the frequency synthesis part. Therefore, the power consumption is reduced.
Second, the conventional SSB mixers are replaced with the harmonic cancellation
mixers. The harmonic cancellation SSB mixers cancel the cross-products of the third
and fifth harmonics, which are the sources for the harmful spurs mentioned above.

The advantages of the proposed architecture is listed below,

1. The silicon area are saved by using only one PLL and sharing divide-by-8 and
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divide-by-2 circuits.

. The PLL only needs to output a constant frequency, eliminating the unrealistic

fast settling requirement.

. The frequency switching time could be very fast as it is only limited by the

settling of parasitic capacitances at the switch outputs.

. The harmful spurs from SSB mixer non-linearity are canceled out by using

harmonic cancellation SSB mixers.



A.  System Design

CHAPTER IV

PLL DESIGN

39

The relaxation of settling time requirement virtually allows us to choose any refer-

ence available. But the goal of full chip integration still demands fast reference if

possible. This is because reference frequency is inversely proportional to loop filter

time constant. Thus, 33 MHz is chosen as the reference frequency, leading to the

division ratio of 128. For the same reason, the resistor Rp in the loop filter needs to

be as large as possible, since the area of resistor is normally much smaller than that of

capacitor. But the upper limit of resistor value is set by its phase noise contribution,

which should not be larger than that of VCO.

The design of the PLL system starts from the given parameters shown in Table

11, and the design procedure is given as follows.

1. Calculation of RpCp: derived from (3.22), RpCp is given by,

\/m/tan PM — (m/tan PM)2 — 4(m + 1)

RPCP =

4m f,

(4.1)

Using the numbers from Table III, RpCp = 0.73 - 1075,

2. Calculation of Rp: We specify the phase noise due to Rp as -114 dBc at 1

Table III. Given parameters to initialize PLL system design

fref N

Ju

PM

m = CP/CQ

33 MHz | 128

550 KHz

60°

16




MHz offset. According to (3.36), Rp is given by,

| (BeCi2rf, | m+1\* [ 4arf,\® 1
1+m m KVCO 2kT

where PN is phase noise in dBc. Therefore, Rp = 4.4€) .

RP — 107PN/10

. Calculation of Cp: with RpCp and Rp known, Cp equals to 165 pF.

. Calculation of Cy: Cy = Cp/m = 10.4 pF.

has to meet the following equation,

|He(8)]s=jonp, =1
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(4.2)

. Calculation of Iop: with all other parameters are set before this step, Iop

(4.3)

The calculation of Icp from (4.3) entails the aid of numeric solution, which

results in Ip = 137 pA.

To verify the PLL stability, Rp, Cp, Cs, Icp, N and Kyco are input to a PLL

behavioral model in Cadence Spectre. Fig. 26 shows the frequency response of the

PLL in open loop, which confirms f, and PM to be desired values. The transient

step response of the PLL in closed loop is shown in Fig. 27.

B. PFD and CP Design

a.

1. PFD Design

XOR Based PD

Logic gate XOR could be used as a phase detector, as shown in Fig. 28. The output

of XOR is complementary, i.e. from ”-1” to ”+1”. The transfer function of XOR PD

could be graphically shown in Fig. 29.
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Fig. 29. Transfer function of the XOR based PD
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Fig. 30. An XOR based PD implementation

An example of XOR PD implementation is shown in Fig. 30. The simplicity
of XOR PD ensures that its operation speed could be fast, making itself suitable for
high speed applications.

The primary drawback of XOR PD is its inability to detect frequency differ-
ence. This is explained by revisiting the transfer function curve in Fig. 31. As any
frequency difference exists, the phase difference would be accumulated either in a pos-
itive direction (for reference frequency slower than divided frequency) or in a negative
direction (for reference frequency faster than divided frequency). But Fig. 31 shows
that as the transfer function is symmetrical over y-axis, it fails to differentiate the
polarity of phase difference, and thus the frequency difference. Another issue is that

the inherent reference spur appears at XOR PD output. When PLL is locked, the
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Fig. 32. XOR input/output waveforms when PLL is locked

average of XOR PD output is zero. However, as shown in Fig. 32, this zero voltage
is averaged from a square wave with twice the reference frequency. Therefore, the
pole of LPF has to be low enough to attenuate this reference spur, which slows down
the settling speed and jeopardizes the loop stability. The third issue is that the XOR
PD transfer function is sensitive to duty cycle distortion (DCD) of input signals. An
example of such DCD effect is shown in Fig. 33. As could be seen, the linear region

is shrunk and the phase of zero voltage output is deviated from 7 /2.

e(t) - - ideal
A = after DCD
1
N P
NN "%
- -T/2 ¥ /2 ]
-1

Fig. 33. DCD impact on the XOR based PD transfer funciton
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Fig. 35. Transfer function of the DFF based PD

b. DFF Based PD

A single D flip-flop (DFF) could also be used as a phase detector. Shown in Fig. 34,
reference serves as a clock to sample divided clock. As long as reference leads divided
clock, the output would be logic ONE. On the contrary, if reference lags divided clock,
the output would be logic ZERO. Therefore, DFF PD operation is highly nonlinear,
leading to the stability issue and uncertainty of phase error when PLL is settled down.
The transfer function curve is shown in Fig. 35. Since when the phase difference goes
to either positive direction or negative direction the average values are all zero, DFF

PD also fails to detect frequency difference.

c. Tristate PFD

The frequency detection incompetence of XOR PD and DFF PD prevents themselves

from many PLL applications, where initial VCO oscillation frequencies are far away
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Fig. 37. A PFD implementation



46

e(®

%1 1
—-61T —411 2T > Q-0

’ | 0 2t 4m 6m
-1

Fig. 38. Transfer function of the PFD

from references or PLL is expected to output large frequency range. On the contrary,
tristate PFD is able to not only detect phase difference but also frequency difference.
Fig. 36 shows the state diagram of the tristate PDF, whose operation is explained as
follows. Assuming REF leads DIV, the rising edge of REF triggers D F' F 4, resulting
to UP is switched from 0 to 1 and DN remains 0. After that, UP will stay in 1 until
the rising edge of DIV triggers DF F4 and UP is reset to 0 by the AND gate. Similar
behavior happens when DIV leads REF. Therefore, the phase difference between
REF and DIV is indicated by UP — DN. A circuit implementation of the PFD is
shown in Fig. 37.

The transfer function curve is shown in Fig. 38, which explains the frequency
detection of tristate PFD. The curve is unsymmetrical over y-axis and the output has
the same sign as the phase difference. Therefore, the output would be in opposite
polarities between positive and negative frequency difference. An alternative way to
understand the frequency detection is to assume frgr > fprv, then REF always
leads DIV, resulting positive pulses appearing at UP while DN stays at 0. When
frer < fprv, REF always lags DIV, resulting positive pulses appearing at DN while
UP stays at 0. Thus, the average of UP — DN suggests the frequency difference.

In practice, tristate PFD suffers from two issues. The first one is so called ”dead
zone”. When REF and DIV phase difference is close to zero, the width of the output

pulses would approach to minimal, which is set by the feedback delay from AND gate
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