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Abstract. The purpose of this research is to develop a method of calculation of ex-
ponential decay rate for a neural network model based on differential equations with
discretely distributed delays. The method results in a quasipolynomial inequality al-
lowing us to investigate the qualitative behavior of the model depending on parameters.
In such way we showed inverse dependency in changes of exponential decay rate and
time delay. An example of a two-neuron network with four delays is given and numer-
ical simulations are performed to illustrate the obtained results.
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1 Introduction

One of the most modern applications of differential equations with delay is dealing with mod-
eling artificial neural networks. Such models allow us to investigate convergence of recogni-
tion algorithms. This is the most significant feature of such models enabling constant interest
to the analysis of their qualitative behavior.

Hopfield [8] constructed a simplified neural network model, in which each neuron is rep-
resented by a linear circuit consisting of a resistor and a capacitor, and is connected to other
neurons via nonlinear sigmoidal activation functions, called transfer functions. A survey of
first works in area of neural network models based on differential equations with delay is
presented in [25].

When analyzing publications in field of models of artificial neural networks based on
differential equations with delay nowadays we can differ two general approaches.

The first one studies local behavior of such systems with help of comparison with lin-
earized system. Here we would like to mention work [25] applying general technique pre-
sented in [19, 20] for a two-neuron model including a method based on Rouché’s theorem.
BEmail: vmartsenyuk@ath.bielsko.pl

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by University of Szeged

https://core.ac.uk/display/147095944?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.math.u-szeged.hu/ejqtde/


2 V. Martsenyuk

Linear stability of the model is investigated by analyzing the associated characteristic tran-
scendental equation. The same method was implemented in [27] for a four-neuron model.

The next very important problem included in qualitative behavior of these models is Hopf
bifurcation. Here we again consider work [25] where for the case without self-connection, it
was found that the Hopf bifurcation occurs when the sum of the two delays varies and passes
a sequence of critical values. Similar results were obtained in [27] and [9]. The stability and
direction of the Hopf bifurcation were determined by applying the normal form theory and
the center manifold theorem.

The second approach is dealt with Lyapunov–Krasovkii functionals. The main advantage
of this method is the ability to obtain constructive stability conditions. As a rule these condi-
tions are very flexible because they include parameters of Lyapunov–Krasovskii functionals.
That is they admit optimization also.

The general objective of papers of such type is not only stability investigation but de-
velopment methods for calculation of numerical values of exponential decay rates. Stability
conditions and corresponding calculations of decay rates result in solution of linear-matrix in-
equalities (LMI). It should be mentioned that in the past decade, the LMI approach has gained
much attention for its computational tractability and usefulness in many areas, especially in
the stability analysis for neural networks [6].

The possibility appeared to consider more complex models such as with discretely dis-
tributed time-varying delays [10, 26], continuously distributed delays [6], of neutral type [14],
with impulsive disturbances [21], without boundedness assumption of the activation function
[22]. In the work [5] they study delay-dependent exponential passivity for uncertain cellular
neural networks with discrete and distributed time-varying delays.

The disadvantage of this direct approach is that the stability criterion even in the simplest
case presented in Section 5.1 is performed in terms of LMI, which can be efficiently verified via
solving the LMI numerically using, e.g. the Matlab LMI Control Toolbox or Scilab LMITool,
but does not allow any analytical results needed for qualitative analysis. So, in spite of its
universal character the approach based on Lyapunov–Krasovskii functionals resulting in LMIs
does not offer clear answer in theoretical reasoning if we would like to get clear evidences for
dependencies of decay rates and model parameters.

The next very important shortcoming of methods resulting in LMIs is that in such a way
we get sufficient exponential stability only. It holds even in partial case of system (5.2) for
which there were obtained necessary and sufficient conditions for global exponential stability
using decomposition method offered in [4]. It should be noted that, in contrary to Lyapunov–
Krasovskii functionals, condition obtained with indirect method corresponds to the result
of [4]. Nevertheless, in contrary to decomposition method, the method presented in this paper
provides in addition to necessary conditions in this case an ability to construct exponential
stability conditions for models with multiple time-varying delays.

One of the most important stability problems dealing with neural networks models is the
construction of estimates for exponential convergence in a clear form.

That is why the purpose of this work is to offer a method of obtaining estimates for
exponential decays resulting in solution of scalar nonlinear inequality. The offered approach
is primarily based on results of [18] concerning exponential estimation of solutions of linear
systems, applied for compartmental systems in [16].

Earlier many attempts have been made in order to get exponential estimates for linear
systems with delay. A number of studies have found exponential estimates using derivative
of Lyapunov–Krasovskii functionals.
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Another approach of exponential estimate construction for linear systems and leading
to nonlinear equation solution was offered in [11]. Although it assumes construction of
Lyapunov–Krasovskii functional satisfying to some difference equation.

In the works [12, 15, 17] such clear estimates are obtained for Lyapunov–Krasovskii func-
tionals satisfying to some difference-differential inequalities.

New results on exponential stability of non-autonomous linear delay differential system
using the Bohl–Perron theorem were obtained in [1].

In Section 2 we describe model of neural network with discretely-distributed delays stud-
ied in the paper. In Section 4 we present method of exponential estimate construction and
demonstrate its application when analysing dependence of exponential decay rate and time
delay. In Section 5 we apply Theorem 4.1 for two-neuron model with four delays. Also we
compare application of the method offered in the work with Lyapunov–Krasovskii functional
method.

Within this paper we use the following notation:

• the symbol i = m, n for some integer i, m, n , m < n means i = m, m + 1, . . . , n;

• λmin(M), λmax(M) and tr(M) for minimal, maximal eigenvalues and trace of matrix M,
respectively;

• Euclidean norm ‖x‖ for vector x ∈ Rn;

• the norm of a vector-function |φ(·)|τ = supθ∈[−τ,0], i=1,n |φi(θ)|, where functions φ ∈
C1[−τ, 0];

• an arbitrary matrix norm ‖M‖ and spectrum σ(M) for matrix M ∈ Rn×n;

• let the space C[−τ, 0] = C([−τ, 0], Rn) be the Banach space of continuous functions
mapping the interval [−τ, 0] into Rn with the topology of uniform convergence;

• the space C1[−τ, 0] of continuously differentiable functions φ : [−τ, 0] → Rn, with the
norm |φ(·)|τ.

2 Problem statement

In this paper we will study the exponential stability for the following neural networks

u̇(t) = −Au(t) +
r

∑
m=1

Wm f (u(t− τm(t))) + J, t > 0, (2.1)

where u(t) = (u1(t), . . . , un(t))> ∈ Rn, n is a number of neurons, ui is the local field state,
vi = gi(ui) is the output of neuron i; J = (J1, . . . , Jn) ∈ Rn is the constant input from outside
the system.

A = diag(a1, a2, . . . , an) is a diagonal matrix with positive entries ai > 0.
Wm = (wm

ij )n×n, m = 1, r are the synaptic connection weight matrices. The entries of Wm,
m = 1, r may be positive (excitatory synapses) or negative (inhibitory synapses).
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We denote by f (x(t)) = [ f1(x(t)), f2(x(t)), . . . , fn(x(t))]> ∈ Rn the neuron activation func-
tions which are bounded monotonically nondecreasing with f j(0) = 0 and satisfy the follow-
ing condition

0 ≤
f j(ξ1)− f j(ξ2)

ξ1 − ξ2
≤ lj, (2.2)

ξ1, ξ2 ∈ R, ξ1 6= ξ2, j ∈ 1, n.
Note that activation functions satisfying (2.2) imply Lipschitz condition and are special

case of activations presented in [23]. In [23, Subsection 3.2.1], there is survey of all activa-
tion functions applied in neural network models that have evolved from bounded cases to
unbounded cases, from continuous to discontinuous, and from strictly monotonic case to
nonmonotonic case. The conditions like (2.2) are essential when obtaining results on the ex-
istence, uniqueness, and global asymptotic or exponential stability of equilibrium point of
neural network model.

Note that typical Lipschitz condition | f j(ξ1)− f j(ξ2)| ≤ lj|ξ1 − ξ2| can be used for activa-
tion functions only if they are not necessarily monotonic [24].

The bounded functions τm(t) represent axonal signal transmission discrete delays of sys-
tem with

0 ≤ τm(t) ≤ τM,

and
τ̇m(t) ≤ τD < 1, (2.3)

m = 1, r. Note that the condition (2.3) for derivative τ̇m(t) is used for discretely distributed
time-varying delays in method of Lyapunov–Krasovskii functionals when estimating deriva-
tive of the functional (see, for example, [6]). In contrary, the method that is offered in this
paper does not directly require it.

Suppose u? ∈ Rn is an equilibrium point of system (2.1), let x(t) = u(t)− u?, and system
(2.1) is transformed into the system with discretely distributed time-varying delays

ẋ(t) = −Ax(t) +
r

∑
m=1

Wmg(x(t− τm(t))), (2.4)

where x(t) ∈ Rn is the state vector, g(x) = f (x + u?) − f (u?). Clearly, g belongs to sector
non-linear function class defined by

gj(0) = 0 and

0 ≤
gj(ξ1)− gj(ξ2)

ξ1 − ξ2
≤ lj,

(2.5)

ξ1, ξ2 ∈ R, ξ1 6= ξ2, j ∈ 1, n and x = 0 is a fixed point of equation (2.4).
The initial conditions associated with system (2.4) are assumed to be

x(s) = φ(s), s ∈ [−τM, 0], (2.6)

where φ(s) ∈ C[−τ, 0].
Given any φ(s) ∈ C[−τ, 0], under the assumption (2.5), there exists a unique trajectory of

(2.4) starting from φ [7]. Henceforth, we will focus our attention on system (2.4).
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3 The basic steps of indirect method

We consider the system

ẋ(t) = −Ax(t) + F[xt(θ)], t ≥ 0,

x0(θ) = φ(θ), θ ∈ [−τ, 0],
(3.1)

x(t) ∈ Rn is the state vector, xt ∈ C1[−τ, 0], A ∈ Rn×n is positive definite matrix, functional
F : C1[−τ,−δ]→ Rn for some constant δ > 0 : δ < τ. Let α > 0 be maximal eigenvalue of A

The method offered to find exponential estimate X(t, k, λ) = k|φ(θ)|τe−λt includes the
following steps.

Remark 3.1. For the sake of simplicity we will use hereinafter the notations for exponential
estimates X(t, k, λ) = X(t, λ) = X(t), Y(t, k, λ) = Y(t, λ) = Y(t).

Step 1. Write Cauchy formula for (3.1)

x(t) = e−Atφ(0) +
∫ t

0
e−A(t−s)y(s)ds,

where y(s) = F[xs(θ)]. It follows that

‖x(t)‖ ≤ X(t, k, α) +
∫ t

0
(|φ(θ)|τ)−1X(t− s, k, α)‖y(s)‖ds. (3.2)

Step 2. We choose Y(s, λ) as exponential estimate for y(s) satisfying to Cauchy-like formula

X(t, k, λ) = X(t, k, α) +
∫ t

0
(|φ(θ)|τ)−1X(t− s, k, α)Y(s, k, λ)ds. (3.3)

Step 3. Consider distances

ρ1(t, k, λ) = ‖x(t)‖ − X(t, k, λ), ρ2(t, k, λ) = ‖y(t)‖ −Y(t, k, λ).

Subtracting (3.3) from (3.2) we get

ρ1(t, k, λ) ≤
∫ t

0
(|φ(θ)|τ)−1X(t− s, k, α)ρ2(s, k, λ)ds.

Assume that λ > 0 such that
ρ2(s, k, λ) ≤ Φ[ρ1s(·, k, λ)] (3.4)

where Φ : C[−τ,−δ] → R1 for some δ > 0 is some monotonically increasing functional*. We
get

ρ1(t, k, λ) ≤
∫ t

0
(|φ(θ)|τ)−1X(t− s, k, α)Φ[ρ1s(·, k, λ)]ds. (3.5)

Step 4. Combining condition (3.4) and

λ > 0 : ‖φ(t)‖ < X(t, λ), t ∈ [−τ, 0] (3.6)

and taking into account (3.5) we can find parameter λ > 0 for exponential estimate X(t, λ).

*We say that a functional Φ : C[a, b] → R1 is “monotonically increasing” if f (t) ≤ g(t), t ∈ [a, b] implies
Φ[ f ] ≤ Φ[g].
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4 Main result for neural network model

Theorem 4.1. Let system (2.4) be such that

• matrix −A has all its eigenvalues with negative real parts. Pick α > 0 so that

− α > max
1≤i≤n

<(λi), (4.1)

where λi ∈ σ(−A). Let k = supt≥0 ‖eαte−At‖ < ∞,

• there exists a solution λ > 0 of the quasipolynomial inequality

e−λτM

k
(α− λ) ≥

r

∑
m=0
‖Wm‖lm. (4.2)

Then the estimate ‖x(t)‖ ≤ k|φ(θ)|τM e−λt is true for the solution of system (2.4) for any t ≥ 0, where
λ > 0 is a number satisfying inequality (4.2).

Remark 4.2. The value of k is bounded provided that matrix −A has all its eigenvalues with
negative real parts

Remark 4.3. Note that such values of α and k imply the following norm evaluation of matrix
exponential ‖e−At‖ ≤ ke−αt for t ≥ 0.

Remark 4.4. Note that in case of diagonal matrix A with positive entries, α can be chosen as
α := min1≤i≤n{ai} and k = 1.

Remark 4.5. Assumption (4.2) for positive λ implies λ < α obviously.

Proof.

Step 1. For the solution x(t) of the system (2.4) by virtue of the Cauchy formula the equality

x(t) = e−Atφ(0) +
∫ t

0
e−A(t−s)

r

∑
m=1

Wmg(x(s− τm(s)))ds (4.3)

holds. Denote

y(t) = ẋ(t) + Ax(t) =
r

∑
k=1

Wmg(x(s− τm(s))). (4.4)

Then due to (4.1) the inequality

‖x(t)‖ ≤ k‖φ(0)‖e−αt +
∫ t

0
ke−α(t−s)‖y(s)‖ds,

≤ k|φ(θ)|τM e−αt +
∫ t

0
ke−α(t−s)‖y(s)‖ds

(4.5)

holds. It is necessary to estimate ‖x(t)‖, i.e., to find λ > 0 such that

‖x(t)‖ ≤ k|φ(θ)|τM e−λt. (4.6)

Denote
X(t) = k|φ(θ)|τM e−λt
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and let Y(t) be an unknown function such that

‖y(t)‖ ≤ Y(t)

for all [−τM, ∞).

Step 2. Select function Y(t) so that

X(t) = k|φ(θ)|τM e−αt +
∫ t

0
ke−α(t−s)Y(s)ds. (4.7)

Equality (4.7) does not guarantee that the equality ‖y(t)‖ ≤ Y(t) holds if ‖x(t)‖ ≤ X(t).
Let us show that the function Y(s) = |φ(θ)|τM(α− λ)e−λs is a solution of (4.7). Indeed, we

have

k|φ(θ)|τM e−λt = k|φ(θ)|τM e−αt +
∫ t

0
ke−α(t−s)|φ(θ)|τM(α− λ)e−λsds

= k|φ(θ)|τM e−αt + k|φ(θ)|τM(α− λ)e−αt
∫ t

0
e(α−λs)sds

= k|φ(θ)|τM e−αt + k|φ(θ)|τM
(α− λ)e−λt

α− λ

−k|φ(θ)|τM
(α− λ)e−αt

α− λ
= k|φ(θ)|τM e−λt

=: X(t)

for all t ∈ [0, ∞).
Further, it is necessary to find λ > 0 such that ‖x(t)‖ ≤ X(t), ‖y(t)‖ ≤ Y(t), t ∈ [−τM, ∞).

Let us first consider an interval t ∈ [−τM, 0]. The relation ‖x(t)‖ = ‖φ(t)‖ ≤ k|φ(θ)|τM e−λt =

X(t) holds if k ≥ 1 (since eλt ≥ 1 for t ∈ [−τM, 0] for all λ > 0).
On this interval, let us derive a similar inequality for ‖y(t)‖. Since

y(t) =
r

∑
m=1

Wmg(x(t− τm(t))),

we should have the value of x(t) on the interval [−2τM,−τM].
For the sake of determinacy, let x(t) = φ(−τM) for any t ∈ [−2τM,−τM].
Then, taking into account that gj(·), j = 1, n are nondecreasing and denoting

(g1(|φ(θ)|τM), g2(|φ(θ)|τM), . . . , gn(|φ(θ)|τM))> =: g(|φ(θ)|τM)

we obtain

‖y(t)‖ =
∥∥∥∥∥ r

∑
m=1

Wmg(x(t− τm(t)))

∥∥∥∥∥ ≤ r

∑
m=1
‖Wmg(x(t− τm(t)))‖

≤
r

∑
m=1
‖Wm‖‖g(|φ(θ)|τM)‖ =

(
r

∑
m=1
‖Wm‖

)
‖g(|φ(θ)|τM)‖.

Then(
r

∑
m=1
‖Wm‖

)
‖g(|φ(θ)|τM)‖ ≤

r

∑
m=1
‖Wm‖‖g(|φ(θ)|τM)‖ ≤

r

∑
m=1
‖Wm‖‖g(|φ(θ)|τM)‖e−λt.
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The last inequality holds for t ∈ [−τM, 0] and for all λ > 0. Therefore, to derive the inequality
‖y(t)‖ ≤ Y(t), it is necessary to choose λ > 0 such that

(α− λ)
|φ(θ)|τM

‖g(|φ(θ)|τM)‖ ≥
r

∑
m=1
‖Wm‖. (4.8)

Then

‖y(t)‖ ≤
r

∑
m=1
‖Wm‖‖g(|φ(θ)|τM)‖e−λt ≤ (α− λ)|φ(θ)|τM e−λt = Y(t).

Step 3. For the further reasoning, let us introduce the notation

ρ1(t) = ‖x(t)‖ − X(t), ρ2(t) = ‖y(t)‖ −Y(t), t ∈ [0, ∞).

It was shown that on the interval t ∈ [−τM, 0] we have ρ1(t) ≤ 0 and ρ2(t) ≤ 0. Let us now
find λ > 0 such that ‖x(t)‖ ≤ X(t) or ρ1(t) ≤ 0 for t ≥ 0.

Let us estimate ρ1(t) by subtracting (4.7) from (4.5)

ρ1(t) ≤ k|φ(θ)|τM e−αt +
∫ t

0
ke−α(t−s)‖y(s)‖ds

− k|φ(θ)|τM e−αt −
∫ t

0
ke−α(t−s)Y(s)ds

= k
∫ t

0
ke−α(t−s)(‖y(s)‖ −Y(s))ds = k

∫ t

0
e−α(t−s)ρ2(s)ds.

(4.9)

Considering (4.9), we can estimate ρ2(s):

ρ2(t) = ‖y(t)‖ −Y(t) =

∥∥∥∥∥ r

∑
m=1

Wmg(x(t− τm(t)))

∥∥∥∥∥−Y(t)

≤
r

∑
k=m
‖Wm‖‖g(x(t− τm(t)))‖ −Y(t).

Some identical transformations yield

Y(t) = |φ(θ)|τM(α− λ)e−λt =
e−λτM

k
keλτM |φ(θ)|τM(α− λ)e−λt

=
e−λτM

k
k|φ(θ)|τM e−λ(t−τM)(α− λ) =

e−λτM

k
(α− λ)X(t− τM).

Then
r

∑
m=1
‖Wm‖‖g(x(t− τm(t)))‖ −Y(t) =

r

∑
m=1
‖Wm‖‖g(x(t− τm(t)))‖ −

e−λτM

k
(α− λ)X(t− τM).

Since ∑r
m=1 ‖Wm‖‖g(x(t− τm(t)))‖ ≥ 0 and e−λτM

k (α− λ)X(t− τM) ≥ 0 (assuming (4.8)), their
difference only increases if we assume that λ > 0 satisfies (4.2).

We obtain
r

∑
m=1
‖Wm‖‖g(x(t− τm(t)))‖ −

e−λτM

k
(α− λ)X(t− τM)

≤
r

∑
m=1
‖Wm‖‖g(x(t− τm(t)))‖ −

(
r

∑
m=1
‖Wm‖lm

)
X(t− τM).
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Since X(t) is monotonically decreasing,

X(t− τM) ≥ X(t− τk(t)), m = 1, r.

Therefore, taking into account (2.5),

r

∑
m=1
‖Wm‖‖g(x(t− τm(t)))‖ −

(
r

∑
m=1
‖Wm‖lm

)
X(t− τM)

≤
r

∑
m=1
‖Wm‖lm‖x(t− τm(t))‖ −

r

∑
m=1
‖Wm‖X(t− τm(t))

=
r

∑
m=1
‖Wm‖lm(‖x(t− τm(t))‖ − X(t− τm(t)))

=
r

∑
m=1
‖Wm‖lmρ1(t− τm(t)),

i.e., we have

ρ2(t) ≤
r

∑
m=1
‖Wm‖lmρ1(t− τm(t)), t ≥ 0. (4.10)

Since the integral is monotonic, substituting estimate (4.10) into (4.9) yields

ρ1(t) ≤ k
∫ t

0
e−α(t−s)ρ2(s)ds ≤ k

∫ t

0
e−α(t−s)

(
r

∑
m=1
‖Wm‖lmρ1(s− τm(s))

)
ds. (4.11)

Step 4. Consider inequality (4.11) on the interval t ∈ [0, τM]. Since ρ1 ≤ 0 for t ∈ [−τM, 0], we
obtain based on (4.11) that ρ1(t) ≤ 0 for all t ∈ [0, τM].

Let us consider t ∈ [τM, 2τM]. Since ρ1(t) ≤ 0 for all t ∈ [0, τM], from (4.11) ρ1(t) ≤ 0 for
all t ∈ [τM, 2τM]. Whence we may conclude that ρ1 ≤ 0, t ∈ [0, ∞).

This completes the proof.

Theorem 4.1 gives us a simple method of calculation of exponential decay rate dependent
on delay. Analysing inequality (4.2) we can see general relations between estimates of model
characteristics

Corollary 4.6. The value of τM admitting local exponential stability can be estimated from inequality

τM ≤ −
1
λ

log
(

k
α− λ

) r

∑
m=1
‖Wm‖lm. (4.12)

Proof. It directly follows from (4.2)

Corollary 4.7. At assumption of Theorem 4.1 there exists inverse dependency between τM and λ. That
is, when increasing in model (2.4) the value of τM we decrease the estimate of exponential decay rate λ

and vice versa.

Proof. It follows immediately when considering dependency

τM(λ) := − 1
λ

log
(

k
α− λ

) r

∑
m=1
‖Wm‖lm

and calculating its derivative

dτM

dλ
=

(
1

λ2 log
(

k
α− λ

)
− 1

λ(α− λ)

) r

∑
m=1
‖Wm‖lm ≤ 0.



10 V. Martsenyuk

Corollary 4.8. For arbitrary m ∈ 1, r exponential decay rate estimate λ calculated based on the
Theorem 4.1 is symmetric with respect to Wm, i.e.

λ(Wm) = λ(−Wm).

Moreover, the estimate depends exceptially on matrix norm ‖Wm‖.

Proof. It follows immediately from inequality (4.2) including matrix norms ‖Wm‖.

5 Illustrative examples

For the numerical experiment, simple examples are presented here to illustrate the usefulness
of our main result.

Example 5.1. The model comes from [9, p. 808], where they considered the following simple
two-neuron network with four delays (n = 2, r = 4) for some constant rate b:

A =

(
1 0
0 1

)
, W1 =

(
b 0
0 0

)
, W2 =

(
0 b
0 0

)
W3 =

(
0 0
b 0

)
, W4 =

(
0 0
0 b

)
g1(x) = g2(x) = tanh(x) at x ∈ R2,

τ1 =
13
12

π, τ2 =
11
12

π, τ3 =
7
12

π, τ4 =
5
12

π.

(5.1)

Considering initial conditions x1(t) ≡ 0.001, x2(t) ≡ 0.004, t ∈ [−τM, 0] and applying Theo-
rem 4.1 we can calculate the value of exponential decay λ. It can be readily solved by using
the numerically efficient R package.

Table 5.1 shows the dependence of λ on the value of b.

b −0.25 −0.2 −0.1 −0.05 0.1 0.2 0.25
λ 0 0.0503686 0.2026738 0.3474646 0.2026738 0.0503686 0

Table 5.1: Dependence of value of b and λ > 0 calculated from (4.2) for Exam-
ple 5.1

As a supplement, Fig. 5.1a shows the time response of state variables x1(t), x2(t) in this
example with b = −0.1 and initial vector (0.001, 0.004)>. Fig. 5.1b shows exponential estimate
constructed in this model at b = −0.1.

As it was shown in the work [9] (Theorem 2.1) the equilibrium (0,0) of system (5.1) is
delay-independently locally asymptotically stable if b ∈ (−0.5, 0.5).

Here from Table 5.1 we can see that positive estimate of exponential decay rate based on
Theorem 4.1 can be calculated for b ∈ [−0.25, 0.25]. That is in this case the equilibrium (0,0)
of system (5.1) is delay-dependently locally exponentially stable

5.1 Comparing with the Lyapunov–Krasovskii functional method

The results of the application of the indirect method can be compared with the method of
Lyapunov–Krasovskii functionals. Consider system (2.4) at r = 1, i.e.

ẋ(t) = −Ax(t) + W1g(x(t− τ1(t))). (5.2)
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(a) State trajectories in Example 5.1 with
b = −0.1

(b) Exponential estimate and norm of the
solution of Example 5.1 with b = −0.1

Figure 5.1

In the work [6] there was offered investigation of neural network models with discretely and
continuously distributed time-varying delays using Lyapunov–Krasovskii functional method
resulting in LMI. Applying mentioned approach to the system (5.2) we apply the following
positive-definite functional

V[x(t)] = e2λtx>(t)Px(t) +
∫ t

t−τ1(t)
e2λsg>(x(s))Qg(x(s))ds (5.3)

for unknown positive-definite matrices P, Q ∈ Rn×n and positive constant λ > 0. Using the
same technique as offered in [6] for exponential estimation of the solution of (5.2) we get the
following LMI to search λ, P and Q

Ω =

[
PA + A>P− 2λP− LPL (1− τD)

−1/2eλτM PW1

(1− τD)
−1/2eλτMW>1 P Q

]
> 0. (5.4)

In such a case we have exponential convergence for the solution of (5.2) of the form

‖x(t)‖ ≤ γ(λ)|φ|τM e−λt, t > 0, (5.5)

where γ(λ) =
[

1
λmin(P)

(
λmax(P) + λmax(Q)l2

max
1−e−2λτM

2λ

)]1/2
, lmax = max{l1, . . . , ln}.

Example 5.2. Consider the following delayed neural network with two neurons (due to
[2, Example 1]):

A =

(
3.5 0
0 3.5

)
, W1 =

(
−2 −1
−1 −2

)
,

g1(x) = g2(x) = tanh(x) at x ∈ R2,

τ1 = 0.1.

(5.6)

In this case we can find due to Theorem 4.1 the value of exponential decay rate λ = 0.3829018.
The following Fig. 5.2 depicts the time responses of state variables of x1(t) and x2(t), which
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(a) State trajectories in Example 5.2 (b) Exponential estimate and norm of
the solution of Example 5.2 with λ =
0.3829018

Figure 5.2

confirms that the proposed condition in Theorem 4.1 ensures that the uniqueness and global
exponential stability of the equilibrium point for the neural network in (5.6). We have analyzed
the system (5.6) applying Lyapunov–Krasovskii functional method with help of LMI (5.4).
With help of Scilab lmisolver we found the following solutions of (5.4)

P? =

(
0.0005784 −0.0004164
−0.0004164 0.0005784

)
, Q? =

(
0.0003413 0.0001639
0.0001639 0.0003413

)
. (5.7)

provided that λ = 0.38290188. Note that P? and Q? were chosen as the solutions of optimiza-
tion problem

(P?, Q?) = arg inf
P>0,Q>0

tr(Ω).

So, in this example we obtained exactly the same exponential decay rate both applying direct
method based on the Lyapunov–Krasovskii functional (5.3) and the “indirect” method offered
in this paper. However the next example show us entirely different situation.

Example 5.3. Consider the following delayed neural network with three neurons (due to [2,
Example 2]):

A =

6 0 0
0 6 0
0 0 6

 , W1 =

−3 −1 −1
−1 −3 −1
−1 −1 −3

 ,

g1(x) = g2(x) = g3(x) = tanh(x) at x ∈ R3,

τ1 = 0.2.

(5.8)

In this case we can find due to Theorem 4.1 the value of exponential decay rate λ = 0.4877121.
The following Fig. 5.3 depicts the time responses of state variables of x1(t), x2(t) and x3(t),
which confirms that the proposed condition in Theorem 4.1 ensures that the uniqueness and
global exponential stability of the equilibrium point for the neural network in (5.8).
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(a) State trajectories in Example 5.3 (b) Exponential estimate and norm of
the solution of Example 5.3 with λ =
0.4877121

Figure 5.3

Then we have analyzed the system (5.8) applying the Lyapunov–Krasovskii functional
method with help of LMI (5.4). When solving (5.4) with help of Scilab lmisolver it appeared
that there does not exist solution λ ≥ 0 admitting (5.4) at P, Q > 0. That is we are not able
to construct exponential convergence estimate for (5.8) with help of the Lyapunov–Krasovskii
functional (5.3).

6 Conclusions

The indirect method offered here can be applied to other neural network models with delay.
According to whether neuron states (the external states of neurons) or local fields states (the
internal states of neurons) are taken as basic variables, neural networks can be classified as
static neural networks or local field neural networks [13]. For example, the recurrent back-
propagation neural networks given below are static neural networks

ẋ(t) = −Ax(t) +
r

∑
m=1

g(Wmx(t− τm(t))), (6.1)

where xi is the state of neuron i with ∑r
m=1 ∑n

j=1 wm
ij xj(t− τm(t)) as its local field state.

Systems (6.1) and (2.4) typically represent two fundamental modelling approaches in the
present neural network research. Under the assumption that r = 1, W1A = AW1 holds and
W1 is invertible, (6.1) can be easily transformed to network (2.4) by introducing the variable
v(t) = W1x(t). However, in many applications, it may not be reasonable to assume that the
matrix W1 is invertible. Many neural systems exhibiting short-term memory are modelled by
non-invertible networks. Moreover in case of multiple delays, i.e. r > 1, we are also not able
to transform local field neural network to static one.

That is, (2.4) and (6.1) are not always equivalent. Considering this, many theoretical results
have been obtained for the model (2.4) [2–4], while much less conditions are gotten for the
model (6.1) [23].
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In order to apply the indirect method to get conditions for exponential convergence for
(6.1) we let y(s) := ∑r

m=1 g(Wmx(s− τm(s))) at Step 1. Hence, as a result of obtained inequality
(3.4) we are able to get condition for exponential stability.

It is worthwhile noting that in contrary to results obtained for static neural network
model [23] this approach allows to consider multiple delays, i.e., r > 1.

The term ’indirect method’ in the title of this work is used in order to contrast with meth-
ods of obtaining exponential estimates based on application of Lyapunov functions (or ‘direct’
method).

As compared with the Lyapunov–Krasovskii functional approach method offered here
does not have such flexible possibilities for optimization of estimates and estimates obtained
with help of developed approach are likely more rough and less accurate.

The “price” of this inaccuracy and roughness is comparatively clear form of expression for
decay rate (as compared with multidimensional LMIs). This expression is quasipolynomial
inequality which is well-known in stability analysis of delay differential equations.

Such simplicity of expressions is of importance in practical application like neural net-
works for obtaining analytical results. Namely, it allows to study dependencies of neural
network exponential stability and changes in model parameters.

Moreover, as it was shown in the last example even with help of optimization and com-
paratively “flexible” functional there are cases if we are not able to construct exponential
estimates in situations when “indirect” method gives us exponential convergence rates.
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