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# Bands of power joined semigroups 

STOJAN BOGDANOVIĆ

A band is a semigroup in which every element is an idempotent. A semigroup $S$ is called power joined if for each pair of elements $a, b \in S$ there exist positive integers $m, n$ with $a^{m}=b^{n}$. We say that a semigroup $S$ is a band of power joined semigroups if there exists a congruence $\varrho$ such that $S / \varrho$ is a band and each class mod $\varrho$ is a power joined semigroup. In this case $\varrho$ is called a band congruence. One defines analogously semilattices, rectangular bands and left zero bands of power joined semigroups. Bands of power joined semigroups are studied by T. Nordahl [1] in the medial case ( $x a b y=$ $=x a b y$ ). In the present paper we consider the general case.

For non-defined notions we refer to [2] and [3].
Theorem 1. A semigroup $S$ is a band of power joined semigroups if and only if

$$
(\forall a, b \in S)(\forall m, n \in N)(\exists r, s \in N)\left((a b)^{r}=\left(a^{m} b^{n}\right)^{s}\right) .
$$

Proof. Let $S$ be a band $Y$ of power joined semigroups $S_{\alpha}, \alpha \in Y$. For $a \in S_{\alpha}$, $\alpha \in Y$ and $b \in S_{\beta}, \beta \in Y$ we have $a^{m} b^{n} \in S_{\alpha \beta}$ for every $m, n \in N$, and thus

$$
(a b)^{r}=\left(a^{m} b^{n}\right)^{s} \text { for some } r, s \in N .
$$

Conversely, let $S$ satisfy condition (A). We define a relation $\varrho$ on a semigroup $S$ as follows:

$$
\begin{equation*}
a \varrho b \Leftrightarrow(\exists m, n \in N)\left(a^{m}=b^{n}\right) . \tag{1}
\end{equation*}
$$

It is clear that $\varrho$ is an equivalence on $S$. Let $a \varrho b$, then

$$
(a b)^{t}=\left(a^{m} b^{n}\right)^{p}=\left(a^{m+m}\right)^{p}=a^{2 p m} .
$$

Hence, each $\varrho$-class is a power joined subsemigroup of $S$. We shall show that $\varrho$ is a congruence on $S$. Suppose $a \varrho b$ and $c \in S$. Then $a^{m}=b^{n}$ for some $m, n \in N$, and by (A) we have

$$
\begin{array}{clll}
(a c)^{k} & =\left(a^{m} c^{t}\right)^{r} & \text { for some } & k, r \in N, \\
(b c)^{k_{1}} & =\left(b^{n} c^{t}\right)^{r_{1}} & \text { for some } & k_{1}, r_{1} \in N . \tag{3}
\end{array}
$$

It follows from (2) and (3) that

$$
\left.(a c)^{k r_{1}}=\left(a^{m} c^{l}\right)^{r_{1}}=\left[\left(a^{m} c^{t}\right)^{r} r^{r}\right]^{r}=\left[\left(b^{n} c^{t}\right)^{r}\right]_{1}\right]^{r}=\left[(b c)^{\left.k_{k}\right]}\right]^{r}=(b c)^{k_{1} r} .
$$

[^0]Hence, $a c \varrho b c$. Similarly, we obtain $c a \varrho c b$. Consequently, $\varrho$ is a congruence and since $a \varrho a^{2}$ for every $a \in S$, we have that $S$ is a band of power joined semigroups.

Theorem 2. A semigroup $S$ is a semilattice of power joined semigroups if and only if

$$
\begin{equation*}
(\forall a, b \in S)(\forall m, n \in N)(\exists r, s \in N)\left((b a)^{r}=\left(a^{m} b^{n}\right)^{s}\right) \tag{B}
\end{equation*}
$$

Proof. Let $S$ be a semilattice $Y$ of power joined semigroups $S_{\alpha}, \alpha \in Y$. For $a \in S_{\alpha}, \alpha \in Y$ and $b \in S_{\beta}, \beta \in Y$ we have $a^{m} b^{n}, b a \in S_{\alpha \beta}$ for every $m, n \in N$. Hence,

$$
(b a)^{r}=\left(a^{m} b^{n}\right)^{s} \quad \text { for some } \quad r, s \in N
$$

Conversely, let $S$ satisfy condition (B). Then

$$
\begin{equation*}
(b a)^{r_{1}}=(a b)^{s_{1}} \quad \text { for some } \quad r_{1}, s_{1} \in N \tag{4}
\end{equation*}
$$

From (B) and (4) we have

$$
\begin{equation*}
(a b)^{s_{1} r}=(b a)^{r r_{1}}=\left(a^{m} b^{n}\right)^{s r_{1}} \tag{5}
\end{equation*}
$$

for every $m, n \in N$ and for some $r, s \in N$. It follows from (5) and Theorem 1 that the relation $\varrho$ on $S$ (from (1)) is a band congruence and every equivalence class of $S$ mod $\varrho$ is a power joined semigroup. It follows from (4) that $a b \varrho b a$, so $\varrho$ is a semilattice congruence.

Theorem 3. A semigroup $S$ is a rectangular band of power joined semigroups if and only if
(C)

$$
(\forall a, b, c \in S)(\exists r, s \in N)\left((a b c)^{r}=(a c)^{s}\right)
$$

Proof. Let $S$ satisfy condition (C). Then

$$
\left(a^{m} b^{n}\right)^{r}=\left(a\left(a^{m-1} b^{n-1}\right) b\right)^{r}=(a b)^{s}
$$

for every $m, n \in N$ and for some $r, s \in N$. Hence, the condition (A) holds and from this $\varrho$ (from (1)) is a band congruence on $S$ (Theorem 1) and every equivalence class of $S \bmod \varrho$ is a power joined semigroup. It follows from (C) that $\varrho$ is a rectangular band congruence.

The converse follows immediately.
Corollary. A semigroup $S$ is a left zero band of power joined semigroups if and only if

$$
\begin{equation*}
(\forall a, b \in S)(\exists r, s \in N)\left((a b)^{r}=a^{s}\right) . \tag{D}
\end{equation*}
$$

## References

[1] T. Nordahl, Bands of power joined semigroups, Semigroup Forum, 12 (1976), 299-311.
[2] J. M. Howie, An Introduction to Semigroup Theory, Academic Press (1976).
[3] M. Petrich, Introduction to Semigroups, Merill Publishing Company (1973).
INSTITUTE OF MATHEMATICS
UNIVERSITY OF NOVI SAD
21001 NOVI SAD, P. O. B. 224
YUGOSLAVIA

## Compact approximants

RICHARD BOULDIN

§ 1. Introduction. Interest in approximating a given (bounded linear) operator $T$ on a fixed Hilbert space $\mathfrak{S}$ goes back to [3] and [4], among other references. Each of the preceding sources constructed a compact operator $C$ such that $\|T-C\|$ equaled the distance from $T$ to the compact operators; such an operator $C$ is said to be a compact approximant. Although much attention has been focused on the Calkin algebra and discovering compact approximants with various algebraic properties, only [5] seems to have studied the structure of the set of compact approximants. The main results of [5] show that the set of compact approximants has no extreme points except in the case that a multiple of $T$ is a compact perturbation of a maximal partial isometry and the existence of a finite rank compact approximant is characterized.

This paper attempts to clarify where the investigation of compact approximants stands and to extend it in several directions. The next section compares the methods of [3] and [4] and shows that the resulting compact approximants are essentially the same. The new derivation of the Gohberg-Krein compact approximant will play a key role in several subsequent proofs. Section § 3 gives a simplified criterion for when $T$ has a finite rank compact approximant. A similar criterion is given for $T$ to have a compact approximant which belongs to the Schatten $p$-class. Section $\S 4$ gives a condition which is necessary and sufficient for $T$ to have a compact approximant with maximal norm.

Throughout this work $U|T|$ will be the polar factorization of $T$ where $U$ is a maximal partial isometry and $|T|$ is $\left(T^{*} T\right)^{1 / 2}$. For $T$ compact let $s_{1}(T), s_{2}(T), \ldots$ be the eigenvalues of $|T|$ in nonincreasing order repeated according to multiplicity. If for some $p \geqq 1$ one has

$$
\sum_{j} s_{j}(T)^{p}<\infty
$$

[^1]then one says that $T$ belongs to the Schatten $p$-class $C_{p}$ which is normed with
$$
\|T\|_{p}=\left(\sum_{j} s_{j}(T)^{p}\right)^{1 / p}
$$

The quantities $\|T\|_{e}$ and $r_{e}(T)$ are defined to be the norm and spectral radius, respectively, of the coset of $T$ in the Calkin algebra.
§ 2. Constructing compact approximants. Since the existence of a compact approximant is proved in [3] as a by-product of the extension of $s$-numbers from compact operators to bounded operators and the latter is only outlined, a brief development of the Gohberg-Krein compact approximant is offered. Through the use of the characterization of the essential spectrum for a self-adjoint operator, a much quicker derivation is achieved. For any normal operator the essential spectrum coincides with the Weyl spectrum which is all the points in the spectrum except isolated eigenvalues with finite multiplicity. See [p. 376, 6], [2], [1]. First, a fundamental lemma is required.

Lemma 2.1. $\|T\|_{e}=\||T|\|_{e}=r_{e}(|T|)$.
Proof. Let $\pi$ denote the canonical map of the operators on $\mathfrak{S}$ into the Calkin algebra $\mathscr{C}$. Since $\mathscr{C}$ is a $C^{*}$-algebra and $\pi$ is a ${ }^{*}$-homomorphism, one knows that $\|\pi(T)\|=\|\mid \pi(T)\| \quad$ and

$$
|\pi(T)|=\left(\pi(T)^{*} \pi(T)\right)^{1 / 2}=\left(\pi\left(T^{*} T\right)\right)^{1 / 2}=\pi\left(\left(T^{*} T\right)^{1 / 2}\right)=\pi(|T|)
$$

Thus, $\|T\|_{e}=\|\pi(T)\|=\|\pi(|T|)\|=\||T|\|_{e}$. Since $\pi(|T|)$ is normal in $\mathscr{C}$, its norm equals its spectral radius and the lemma is proved.

It is now clear that the spectrum of $|T|$ in the open interval $\left(\|T\|_{e}, \infty\right)$ consists entirely of isolated eigenvalues with finite multiplicity; let $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ be a nonincreasing enumeration of that possibly finite set with each eigenvalue repeated according to its multiplicity. Let $E(\cdot)$ be the spectral measure for $|T|$ and denote $E\left(\left[0,\|T\|_{e}\right]\right) \mathfrak{G}$ and $E\left(\left(\|T\|_{e}, \infty\right)\right) \mathfrak{G}$ by $\mathfrak{S}_{0}$ and $\mathfrak{S}_{1}$, respectively. Let $\left\{e_{1}, e_{2}, \ldots\right\}$ be an orthonormal sequence of eigenvectors of $|T|$ such that $e_{j}$ corresponds to $\lambda_{j}$ for $j=1,2, \ldots$ and note that the spectral representation of $|T|$ restricted to $\mathfrak{S}_{1}$, denoted $|T| \mid \mathfrak{F}_{1}$, is

$$
\sum_{j}\left\langle\cdot, e_{j}\right\rangle \lambda_{j} e_{j}
$$

If $U|T|$ is the polar factorization of $T$ then the Gohberg-Krein compact approximant of $T$, denoted by $K$ henceforth, is

$$
K=\sum_{j}\left\langle\cdot, e_{j}\right\rangle\left(\lambda_{j}-\|T\|_{e}\right) U e_{j}
$$

Since $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ cannot have an accumulation point in $\left(\|T\|_{e}, \infty\right)$, either the above sum is finite or $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ converges to $\|T\|_{e}$. In either case, it is apparent that
$K$ is the limit of finite rank operators and consequently $K$ is compact. The following calculation shows that $K$ is a compact approximant for $T$.

$$
\begin{gathered}
\|T-K\|=\left\|U|T|-U\left(0\left|\mathfrak{S}_{0} \oplus\left(|T|-\|T\|_{e}\right)\right| \mathfrak{S}_{\mathbf{1}}\right)\right\| \leqq\left\|T|-0| \mathfrak{H}_{0} \oplus\left(|T|-\|T\|_{e}\right) \mid \mathfrak{S}_{1}\right\|= \\
=\max \left\{\left\|\left|T\left\|\mathfrak{S}_{0}\right\|_{\cdot}\|T\|_{e} I\right| \mathfrak{S}_{1}\right\|\right\}=\|T\|_{e} .
\end{gathered}
$$

In sharp contrast to the above contruction Holmes and Kripke obtain a compact approximant for $T$ without using the polar factorization of $T$. They note that if there is an orthogonal projection $P$ with finite codimension such that $T P$ does not assume its norm - i.e. $\|T P x\|=\|T P\|\|x\|$ implies $x=0$ - then $T(I-P)$ is a finite rank compact approximant. In the case that $T$ does not have a finite rank compact approximant, the compact approximant constructed by Holmes and Kripke, denoted by $L$ henceforth, is

$$
L=\sum_{j}\left\langle\cdot, f_{j}\right\rangle\left(\left\|T f_{j}\right\|-\|T\|_{e}\right) T f_{j}\left\|T f_{j}\right\|
$$

where $\left\{f_{1}, f_{2}, \ldots\right\}$ is an orthonormal sequence such that $\left\|T f_{1}\right\|=\|T\|$ and $\left\|T f_{j+1}\right\|=\left\|T P_{j}\right\|$ where $P_{j}$ is the orthogonal projection onto the orthogonal complement of $\left\{f_{1}, \ldots, f_{j}\right\}$ for $j=1,2, \ldots$.

Since $\|T x\|=\|U|T| x\|=\||T| x\|$, one has $\left\||T| f_{1}\right\|=\||T|\|$ and $\left\||T| f_{j+1}\right\|=\left\||T| P_{j}\right\|$ for $j=1,2, \ldots$. This implies that

$$
|T| f_{1}=\||T|\| f_{1} \quad \text { and } \quad|T| f_{j+1}=\left\||T| P_{j}\right\| f_{j+1} \quad \text { for } \quad j=1,2, \ldots
$$

Clearly one can choose $f_{j}=e_{j}$ for $j=1,2, \ldots$ with $\left\{e_{1}, e_{2}, \ldots\right\}$ given as in the construction of the Gohberg-Krein compact approximant. The formula for $L$ becomes

$$
L=\sum_{j}\left\langle\cdot, e_{j}\right\rangle\left(\lambda_{j}-\|T\|_{e}\right) T e_{j} /\left\|T e_{j}\right\| \quad \text { or } \quad L=\sum_{j}\left\langle\cdot, e_{j}\right\rangle\left(\lambda_{j}-\|T\|_{e}\right) U e_{j}
$$

where $\lambda_{j}=\left\||T| P_{j}\right\|$ for $j=0,1, \ldots$ and $P_{0}=I$. Here it is used that

$$
T e_{j} /\left\|T e_{j}\right\|=U|T| e_{j} /\left\|U|T| e_{j}\right\|=U \lambda_{j} e_{j} /\left\|U \lambda_{j} e_{j}\right\|=U e_{j}
$$

It is straightforward to see that the formulas for $K$ and $L$ can be restated in forms which are independent of the choices of bases for the eigenspaces of $|T|$. Thus the following theorem has been proved.

Theorem 2.2. For any operator $T$ which does not have a finite rank compact approximant the Holmes-Kripke compact approximant L coincides with the GohbergKrein compact approximant $K$.

A slight refinement of the Holmes-K ripke construction produces a unique compact approximant even in the case that $T$ has a finite rank compact approximant. If $n$ is the infimum of the codimension of orthogonal projections $P$ such that $T P$ does not assume its norm then the Holmes-Kripke construction produces a unique rank $n$ compact approximant which coincides with the Gohberg-Krein compact approximant.
§ 3. Compact approximants in $C_{p}$. In [5] it is shown that $T$ has a finite rank compact approximant if and only if there is no infinite dimensional closed subspace $\mathscr{E} \subset \mathfrak{5}$ with $\|T x\|>\|T\|_{e}\|x\|$ for all nonzero $x \in \mathscr{E}$. Following [5] the set of compact approximants of $T$ is denoted $\Omega_{T}$.

Theorem 3.1. The following conditions are equivalent.
(i) $\Omega_{T}$ contains a finite rank operator.
(ii) $|T|$ has only finitely many eigenvalues in $\left(\|T\|_{e}, \infty\right)$.
(iii) The Gohberg-Krein compact approximant $K$ has finite rank.

Proof. The alternative derivation of the Gohberg-Krein compact approximant makes it clear that (ii) implies (iii) which implies (i). Thus, it suffices to show that (i) implies (ii).

Let $A$ be a finite rank operator in $\Omega_{T}$ and, for the sake of a contradiction, assume $|T|$ has infinitely many eigenvalues $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ in the open interval $\left(|T|_{e}, \infty\right)$. Let $\mathscr{E}$ be the closed span of the eigenspaces of $|T|$ corresponding to $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$. It is easy to see that

$$
\||T| x\|>\|T\|_{e}\|x\| \quad \text { for every } \quad x \in \mathscr{E}, \quad x \neq 0
$$

and so

$$
\|T x\|=\|U|T| x\|=\||T| x\|>\|T\| e\|x\| \quad \text { for such } x
$$

The argument is finished as in [5]. Since the restriction of $A$ to $\mathscr{E}$ must have nontrivial kernel, there is some nonzero $y \in \mathscr{E} \cap \operatorname{ker} A$ and $\|(T-A) y\|=\|T y\|>\|T\|_{e}\|y\|$ which contradicts that $A \in \boldsymbol{R}_{T}$.

For a given operator $T$ it is much easier to construct $T^{*} T$ and check the number of eigenvalues in $\left(\|T\|_{e}^{2}, \infty\right)$ than it is to examine all possible subspaces $\mathscr{E}$. It is not difficult to see that if $T$ has infinitely many eigenvalues in $\left\{z:|z|>\|T\|_{e}\right\}$ then there is an infinite dimensional subspace $\mathscr{E}$. But the converse of the preceding statement is false. Thus, it appears that the criterion for a finite rank compact approximant cannot be simplified any further.

The results in the preceding theorem can be refined to provide a condition which is necessary and sufficient for $\boldsymbol{\Omega}_{T}$ to contain an operator from the Schatten $p$-class $C_{p}$.

Theorem 3.2. The following conditions are equivalent.
(i) $\boldsymbol{\Omega}_{T}$ contains an operator in $C_{p}$.
(ii) If $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$. is a nonincreasing enumeration of the eigenvalues of $|T|$ in $\left(\|T\|_{e}, \infty\right)$, repeated according to multiplicity, then

$$
\sum_{j}\left(\lambda_{j}-\|T\|_{e}\right)^{p}<\infty .
$$

(iii) The Gohberg-Krein compact approximant $K$ for $T$ belongs to $C_{p}$.

Proof. The alternative derivation of the Gohberg-Krein compact approximant given in section $\S 2$ makes it reasonably clear that (ii) implies (iii). That (iii) implies (i) is trivial and so it suffices to show that (i) implies (ii).

Of course, the spectrum of $|T|$ in $\left(\|T\|_{e}, \infty\right)$ belongs to the complement of the essential spectrum of $|T|$ and, thus, it consists of isolated eigenvalues $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ each with finite multiplicity. Furthermore, the only possible accumulation point of $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ is $\|T\|_{e}$. Let $\left\{e_{1}, e_{2}, \ldots\right\}$ be an orthonormal sequence such that $e_{j}$ is an eigenvector for $|T|$ corresponding to $\lambda_{j}$ for $j=1,2, \ldots$. Each $\lambda_{j}$ is repeated according to its multiplicity.

Let $A$ be a $C_{p}$-operator in $\Omega_{T}$ and let $U|T|$ be the polar factorization of $T$. Note that $U^{*} A$ is a $C_{p}$-operator and

$$
\left\||T|-U^{*} A\right\|=\left\|U^{*} U|T|-U^{*} A\right\| \leqq\|T-A\|=\|T\|_{e}
$$

Furthermore, one has

$$
\|T\|_{e}^{2} \geqq\left\||T|-U^{*} A\right\|^{2} \geqq\left\|\left(|T|-\operatorname{re} U^{*} A\right)^{2}+\left(\operatorname{im} U^{*} A\right)^{2}\right\| \geqq\left\||T|-\operatorname{re} U^{*} A\right\|^{2} .
$$

Thus re $\left(U^{*} A\right)$ belongs to $\Omega_{|T|}$ and it is routine to see that it is a $C_{p}$-operator.
Let $C$ denote re $\left(U^{*} A\right)$ henceforth, let $\alpha_{j}=\left\langle C e_{j}, e_{j}\right\rangle$ for $j=1,2, \ldots$ and $C e_{j}=\alpha_{j} e_{j}+x_{j}$ with $x_{j} \perp e_{j}$. Note that

$$
\|T\|_{e}^{2} \geqq\left\||T| e_{j}-C e_{j}\right\|^{2}=\left\|\lambda_{j} e_{j}-C e_{j}\right\|^{2}=\left\|\lambda_{j} e_{j}-\alpha_{j} e_{j}-x_{j}\right\|^{2}=\left(\lambda_{j}-\alpha_{j}\right)^{2}+\left\|x_{j}\right\|^{2} .
$$

Thus, $\|T\|_{e} \geqq\left|\lambda_{j}-\alpha_{j}\right|$ or $\lambda_{j}-\|T\|_{e} \leqq \alpha_{j} \leqq \lambda_{j}+\|T\|_{e}$. This makes it apparent that $\alpha_{j} \geqq 0$ and $\sum_{j}\left(\lambda_{j}-\|T\|_{e}\right)^{p} \leqq \sum_{j} \alpha_{j}^{p}$. According to [item 5, p. 94, 3]

$$
\|C\|_{p}^{p} \geqq \sum_{j}\langle | C\left|e_{j}, e_{j}\right\rangle^{p}
$$

and since $|C| \geqq C$ it is apparent that

$$
\langle | C\left|e_{j}, e_{j}\right\rangle \geqq\left\langle C e_{j}, e_{j}\right\rangle=\alpha_{j} \text { for } j=1,2, \ldots
$$

Thus, it is proved that $\sum_{j}\left(\lambda_{j}-\|T\|_{e}\right)^{p}<\infty$ as desired.
§ 4. A compact approximant with maximal norm. Recall that an operator $T$ is said to "assume its norm" provided there is a nonzero vector $f$ such that $\|T f\|=$ $=\|T\|\|f\|$. Such $f$ is said to be a maximal vector for $T$. It is easy to see that $T$ assumes its norm if and only if $\|T\|^{2}$ is an eigenvalue of $T^{*} T$. Note that $\|T\|^{2}\|f\|^{2}=\|T f\|^{2}=$ $=\left\langle T^{*} T f, f\right\rangle$ and $\left\|\left(\|T\|^{2}-T^{*} T\right)^{1 / 2} f\right\|^{2}=0$ are equivalent. This makes it clear, for example, that any compact operator assumes its norm.

The condition that $T$ assume its norm played a key role in [4] and now it plays a key role in determining when $\Omega_{T}$ contains an operator with maximal norm - i.e. $A \in \Omega_{T}$ such that $B \in \mathcal{R}_{T}$ implies $\|B\| \leqq\|A\|$.

Theorem 4.1. There is a compact approximant $A$ of $T$, i.e. $A \in \mathcal{\Re}_{T}$, with maximal norm if and only if $T$ assumes its norm.

Proof. First it is shown that if $T$ does not assume its norm then $\boldsymbol{\Omega}_{\boldsymbol{T}}$ does not contain an operator with maximal norm. For any $B \in \Omega_{T}$ and $f$ a maximal unit vector for $B$ one has

$$
\|T\|_{e} \geqq\|(B-T) f\| \geqq\|B f\|-\|T f\|=\|B\|-\|T f\|
$$

or

$$
\|T\|_{e}+\|T\|>\|T\|_{e}+\|T f\| \geqq\|B\| .
$$

Thus, it would suffice to show that $\|T\|_{e}+\|T\|$ is the supremum of the norms of operators in $\Omega_{T}$.

Since $T$ does not assume its norm, $|T|$ does not assume its norm. Since $\|T\|$ is not an eigenvalue for $|T|$, it must be an accumulation point for the spectrum. Consequently $\||T|\|_{e}$ equals $\||T|\|$ and equivalently $\|T\|_{e}$ equals $\|T\|$. Let $E(\cdot)$ be the spectral measure for $|T|$ and choose a unit vector $f_{n}$ from $E([\|T\|-1 / n,\|T\|]) \mathfrak{H}$. Define $C_{n}$ by

$$
C_{n}=\left\langle\cdot, f_{n}\right\rangle(2\|T\|-1 / n) f_{n}
$$

Note that $C_{n}$ is rank one and $\left\|C_{n}\right\|$ converges to $2\|T\|=\|T\|+\|T\|_{e}$.
It now suffices for this half of the proof to show that $C_{n}$ is a compact approximant for $|T|$. Denote $E([0,\|T\|-1 / n)) \mathfrak{H}$ and $E([\|T\|-1 / n,\|T\|]) \mathfrak{G}$ by $\mathfrak{S}_{0}$ and $\mathfrak{S}_{1}$, respectively. Since $\mathfrak{S}_{0}$ reduces $|T|-C_{n}$ to $|T| \mid \mathfrak{F}_{0}$ it suffices to sow that

$$
\left\|\left(|T|-C_{n}\right)\left|\mathfrak{H}_{1}\|\leqq\| T\left\|_{e}=\right\|\right| T \mid\right\|_{e}
$$

where $A \mid \mathfrak{F}_{1}$ denotes the restriction of $A$ to $\mathfrak{H}_{1}$. Since the above restriction is self-adjoint it clearly suffices to show that

$$
\left\langle\left(|T|-C_{n}\right) g, g\right\rangle \in[-\|T\|,\|T\|]
$$

for every unit vector $g$ in $\mathfrak{S}_{1}$. Since the numerical range of $C_{n}$ is $[0,2\|T\|-1 / n]$, one has

$$
\begin{aligned}
-\|T\|= & \|T\|-1 / n-(2\|T\|-1 / n) \leqq\|T\|-1 / n-\left\langle C_{n} g, g\right\rangle \leqq \\
& \leqq\left\langle\left(|T|-C_{n}\right) g, g\right\rangle \leqq\|T\|-\left\langle C_{n} g, g\right\rangle \leqq\|T\| .
\end{aligned}
$$

This shows that $\|T\|_{e}+\|T\|=2\|T\|$ is the supremum of the norms of the operators $U C_{n}$ which belong to $\Omega_{T}$, where $U|T|$ is the polar factorization of $T$. Thus, half of the theorem is proved.

Now it is assumed that $T$ has a maximal vector and it is to be shown that $\Omega_{T}$ contains an operator with norm $\|T\|_{e}+\|T\|$. Since $T$ assumes its norm, $\|T\|^{2}$ is an eigenvalue for $T^{*} T$ and this implies $\|T\|$ is an eigenvalue for $|T|$. First, consider the case that $\|T\|$ has finite multiplicity for $|T|$ and let $P$ be the orthogonal projection onto the corresponding eigenspace. For brevity sake let $\beta$ denote
$\|T\|_{e}+\|T\|$. In order to show that $\beta P \in \Omega_{|T|}$ it is noted that the restriction of $|T|-\beta P$ to $(I-P) \mathfrak{G}$ is just $|T| \mid(I-P) \mathfrak{G}$. Thus, it suffices to show that

$$
\|(|T|-\beta P) \mid P \mathfrak{F}\| \leqq\|T\|_{e} .
$$

Since $(|T|-\beta P) \mid P \mathfrak{S}$ is just $-\|T\|_{e} P \mid P \mathfrak{G}$, the above inequality is clear and $\beta P \in \AA_{\mid T_{\mid}}$. It follows that $\beta U P$ belongs to $\Omega_{T}$ where $U|T|$ is the polar factorization of $T$.

It only remains to deal with the case that $\|T\|$ is an infinite dimensional eigenvalue of $|T|$. In this case it is clear that $\|T\|_{e}=\||T|\|_{e}=\|T\|$. Let $P$ be the orthogonal projection onto some nontrivial finite dimensional subspace of the eigenspace for $|T|$ correspoding to $\|T\|$. Since $(I-P) \mathfrak{G}$ reduces $|T|-2\|T\| P$ to $|T| \mid(I-P) \mathfrak{S}$ and $P \mathfrak{G}$ reduces it to $-\|T\| P \mid P \mathfrak{G}$, it is apparent that $2\|T\| P$ belongs to $\AA_{|T|}$. Thus $2\|T\| U P$ belongs to $\Omega_{T}$ and the proof of the theorem is complete.
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## Tolerance Hamiltonian varieties of algebras

IVAN CHAJDA

The concept of Hamiltonian algebras was first introduced for groups. A group $\mathfrak{F}$ is Hamiltonian if every subgroup of $\mathfrak{5}$ is normal, i.e., a class of some congruence on $\mathfrak{G}$. Evans [6] introduced the Hamiltonian property for loops and Klukovits [7] generalized this concept for universal algebras and varieties: an algebra $\mathfrak{A}$ is Hamiltonian if every subalgebra of $\mathfrak{A}$ is a class of some congruence on $\mathfrak{A}$; a variety $\mathscr{V}$ is Hamiltonian if each $\mathfrak{A} \in \mathscr{V}$ has this property.

In [7], Hamiltonian varieties are characterized by a nice $\forall \exists$-condition. Such conditions are also used for characterizations of varieties fulfilling given tolerance identities [3]. It is natural to ask whether the Hamiltonian property can be extended also for tolerances (see e.g. [5]) and which $\forall \exists$-condition characterizes such varieties.

By a tolerance on an algebra $\mathfrak{U}=(A, F)$ is meant a reflexive and symmetric binary relation $T$ on $A$ having the Substitution Property with respect to $F$ (i.e. $T$ is a subalgebra of the direct product $\mathfrak{N} \times \mathfrak{H})$. Thus each congruence is a tolerance but not vice versa.

Definition 1. Let $T$ be a tolerance on an algebra $\mathfrak{A}=(A, F)$. Call $\varnothing \neq B \subseteq A$ a block of $T$ provided
(i) $B \times B \subseteq T$,
(ii) $B$ is a maximal subset of $A$ with respect to (i), i.e. if $B \subseteq C$ and $C \times C \subseteq T$, then $B=C$.

Clearly, if a tolerance $T$ on $\mathfrak{A}$ is a congruence on $\mathfrak{A}$, every block of $T$ is a congruence class of $T$ and vice versa. Thus blocks of tolerances are generalizations of congruence classes.

The paper [2] contains a characterization of the property that every block of each tolerance on $\mathfrak{A}$ is a subalgebra of $\mathfrak{M}$. The objective of this paper is to describe the converse situation, namely:

Definition 2. An algebra $\mathfrak{H}$ is tolerance Hamiltonian if every subalgebra of $\mathfrak{H}$ is a block of some tolerance on $\mathfrak{H}$. A variety $\mathscr{V}$ is tolerance Hamiltonian if each $\mathfrak{H} \in \mathscr{V}$ has this property.

Although [1], [2] contain necessary and sufficient conditions under which a subset of an algebra is a block of some tolerance on it, these conditions cannot be used in the way as Mal'cev's Lemma in [7]. The proof of our Theorem 1 is based on a characterization given by Lemma 3 below.

For the sake of brevity, write $\vec{x}_{j}$ instead of $x_{1}, \ldots, x_{n}$ and $\vec{y}_{i}$ instead of $y_{1}, \ldots, y_{m}$ if the integers $n, m$ are given.

Theorem 1. Let $\mathscr{V}$ be a variety of algebras. The following conditions are equivalent:
(1) $\mathscr{V}$ is tolerance Hamiltonian.
(2) For every $(m+n+k)$-ary polynomial $p$ and for every $(m+n+1)$-ary polynomial $t$ there exists an $(m+n+1)$-ary polynomial $q$ over $\mathscr{V}$ such that

$$
p\left(t\left(\vec{y}_{i}, \vec{x}_{j}, z\right) \ldots, t\left(\vec{y}_{i}, \vec{x}_{j}, z\right), x_{1}, \ldots, x_{n}, v_{1}, \ldots, v_{k}\right)=t\left(\vec{y}_{i}, \vec{x}_{j}, z\right)
$$

implies

$$
p\left(y_{1}, \ldots, y_{m}, t\left(\vec{y}_{i}, \vec{x}_{j}, z\right), \ldots, t\left(\vec{y}_{i}, \vec{x}_{j}, z\right), v_{1}, \ldots, v_{k}\right)=q\left(\vec{y}_{i}, \vec{x}_{j}, z\right)
$$

Let us begin the proof of Theorem 1 with some lemmas. If $T$ is a binary relation on a set $\mathfrak{N}$, we denote $[z]_{T}=\{a \in A ;\langle a, z\rangle \in T\}$.

Lemma 1. Let $\mathfrak{A}=(A, F)$ be an algebra and $z \in B \subseteq A$. The following conditions are equivalent:
(a) $B=[z]_{T}$ for some tolerance $T$ on $\mathfrak{N}$.
(b) For every $(m+n)$-ary algebraic function $\varphi$ over $\mathfrak{M}$,

$$
\varphi\left(z, \ldots, z, b_{1}, \ldots, b_{n}\right)=z \text { for some } b_{i} \in B
$$

implies

$$
\varphi\left(a_{1}, \ldots, a_{m}, z, \ldots, z\right) \in B \quad \text { for each } \quad a_{j} \in B
$$

Proof. $(a) \Rightarrow(b)$ : Routine.
$(b) \Rightarrow(a)$ : Let $R=\{\langle x, x\rangle ; x \in A\} \cup\{\langle x, z\rangle ; x \in B\} \cup\{\langle z, x\rangle ; x \in B\}$. Let $T$ be the set of all $\langle a, b\rangle$ such that $a=\varphi\left(a_{1}, \ldots, a_{k}\right), b=\varphi\left(b_{1}, \ldots, b_{k}\right)$ for some $\left\langle a_{i}, b_{i}\right\rangle \in R$ and for some algebraic function $\varphi$ over $\mathfrak{A}$. Clearly $T$ is a tolerance on $\mathfrak{H}$. It only remains to prove $B=[z]_{T}$. Evidenty, $B \subseteq[z]_{T}$. Suppose $c \in[z]_{T}$. Then $\langle c, z\rangle \in T$, i.e. $c=\psi\left(a_{1}, \ldots, a_{k}\right), z=\psi\left(b_{1}, \ldots, b_{k}\right)$ for some $\left\langle a_{i}, b_{i}\right\rangle \in R$ and some $k$-ary algebraic function $\psi$. We can suppose, that $k=m+n+k^{\prime}\left(m \geqq 0, n \geqq 0, k^{\prime} \geqq 0\right)$, moreover, $b_{i}=z$ for $i=1, \ldots, m$ and $a_{i}=z$ for $i=m+1, \ldots, m+n$ and $a_{i}=b_{i}$ for $i=$ $=m+n+1, \ldots, k$. Put

$$
\varphi\left(\xi_{1}, \ldots, \xi_{m+n}\right)=\psi\left(\xi_{1}, \ldots, \xi_{m+n}, a_{m+n+1}, \ldots, a_{k}\right)
$$

Since $z=\varphi\left(z, \ldots, z, b_{1}, \ldots, b_{n}\right)$, by (b) we obtain $c=\varphi\left(a_{1}, \ldots, a_{m}, z, \ldots, z\right) \in B$ proving the reverse inclusion $[z]_{T} \subseteq B$.

Lemma 2. Let $\mathfrak{A}=(A, F)$ and let $T$ be a tolerance on $\mathfrak{A}$. For $\varnothing \neq B \subseteq A$ the following conditions are equivalent:
(a) $B$ is a block of $T$.
(b) $B=\cap\left\{[z]_{T} ; z \in B\right\}$.

Proof. Routine.
Lemma 3. Let $\mathfrak{A}=(A, F)$ and $\varnothing \neq B \subseteq A$. The following conditions are equivalent:
(a) $B$ is a block of some tolerance on $\mathfrak{H}$.
(b) For every $(m+n)$-ary algebraic function $\varphi$ over $\mathfrak{A}$ and for each $z \in B$,
implies

$$
\varphi\left(z, \ldots, z, b_{1}, \ldots, b_{n}\right)=z \quad \text { for some } \quad b_{i} \in B
$$

$$
\varphi\left(a_{1}, \ldots, a_{m}, z, \ldots, z\right) \in B \quad \text { for each } \quad a_{j} \in B
$$

This follows directly from Lemmas 1 and 2.
Proof of Theorem 1. (1) $\Rightarrow(2)$ : Let $p$ and $t$ be $(m+n+k)$-ary and $(m+n+1)$-ary polynomials over $\mathscr{V}$, respectively, such that
(*) $\quad p\left(t\left(\vec{y}_{i}, \vec{x}_{j}, z\right), \ldots, t\left(\vec{y}_{i}, \vec{x}_{j}, z\right), x_{1}, \ldots, x_{n}, v_{1}, \ldots, v_{k}\right)=t\left(\vec{y}_{i}, \vec{x}_{j}, z\right)$.
Let $\mathfrak{A}=(A, F)=\mathscr{F}_{m+n+k+1}$ be the $\mathscr{V}$-free algebra with the set of free generators $\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}, v_{1}, \ldots, v_{k}, z\right\}$ and $\mathfrak{B}=(B, F)=\mathfrak{F}_{m+n+1}$ the $\mathscr{V}$-free algebra with generators $\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}, z\right\}$. Hence $\mathfrak{B}$ is a subalgebra of $\mathfrak{A}$. Since $\mathscr{V}$ is tolerance Hamiltonian, $B$ is a block of some tolerance on $\mathfrak{A}$. By Lemma 3, (*) yields $p\left(y_{1}, \ldots, y_{m}, t\left(\vec{y}_{i}, \vec{x}_{j}, z\right), \ldots, t\left(\vec{y}_{i}, \vec{x}_{j}, z\right), v_{1}, \ldots, v_{k}\right) \in B$. Since $\mathfrak{B}=$ $=\mathscr{F}_{m+n+1}$ there exists an $(m+n+1)$-ary polynomial $q$ over $\mathscr{V}$ such that (2) of Theorem 1 is valid.
$(2) \Rightarrow(1)$ : Let $\mathscr{V}$ be a variety fulfilling (2), $\mathfrak{A}=(A, F) \in \mathscr{V}, \mathfrak{B}=(B, F)$ a subalgebra of $\mathfrak{H}$ and $z \in B$. Let $\varphi$ be an arbitrary $(m+n)$-ary algebraic function over $\mathfrak{A}$ and $p$ its generating polynomial, i.e. $\varphi\left(\xi_{1}, \ldots, \xi_{m+n}\right)=p\left(\xi_{1}, \ldots, \xi_{m+n}, c_{1}, \ldots, c_{k}\right)$ for some $c_{1}, \ldots, c_{k} \in A$. If $\varphi\left(z, \ldots, z, b_{1}, \ldots, b_{n}\right)=z$ for some $b_{i} \in B$, then, by (2),

$$
\varphi\left(a_{1}, \ldots, a_{m}, z, \ldots, z\right)=q\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}, z\right) \in B
$$

for each $a_{1}, \ldots, a_{m} \in B$. By Lemma 3, $\mathfrak{A}$ and also $\mathscr{V}$ are tolerance Hamiltonian.
Theorem 2. The tolerance Hamiltonian property is local, i.e. an algebra $\mathfrak{H}$ is tolerance Hamiltonian if and only if every finitely generated subalgebra of $\mathfrak{A}$ is a block of some tolerance on $\mathfrak{A}$.

Proof. It is a direct consequence of Lemma 3: if $\mathfrak{B}=(B, F)$ is a subalgebra of $\mathfrak{A}$ which is not a block of any tolerance on $\mathfrak{A}$ and every finitely generated subalgebra is, then there exist $z \in B$ and an $(m+n)$-ary algebraic function $\varphi$ over $\mathfrak{A}$ such that $\varphi\left(z, \ldots, z, b_{1}, \ldots, b_{n}\right)=z$ and $\varphi\left(a_{1}, \ldots, a_{m}, z, \ldots, z\right) \notin B$ for some $a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n} \in B$. Hence the subalgebra $\mathbb{C}$ of $\mathfrak{H}$ generated by $\left\{a_{1}, \ldots, a_{m}\right.$, $\left.b_{1}, \ldots, b_{n}, z\right\}$ is not a block of any tolerance on $A$ which contradicts the assumptions. The converse implication is trivial.

Theorem 3. The variety of all semilattices is tolerance Hamiltonian (but not Hamiltonian).

Proof. If $p, t$ are semilattice polynomials fulfilling the assumptions of the condition (2) of Theorem 1 , then clearly $p$ does not depend on $v_{1}, \ldots, v_{k}$ and the statement of (2) is evident. Thus Theorem 3 is a direct consequence of Theorem 1. By the theorem of Klukovits [7], this variety is evidently not Hamiltonian.

Remark. As it was proved by Zelinka [8], on every at least three element semilattice there exists a tolerance which is not a congruence.

## Theorem 4. No non-trivial variety of lattices is tolerance Hamiltonian.

Proof. Let $p$ and $t$ be ( $2+0+1$ )-ary (i.e. ternary) lattice polynomials given as follows:

$$
p(x, y, z)=x \vee(y \wedge z), \quad t(x, y, z)=z
$$

Then we have $p\left(t\left(y_{1}, y_{2}, z\right), t\left(y_{1}, y_{2}, z\right), v_{1}\right)=p\left(z, z, v_{1}\right)=z=t\left(y_{1}, y_{2}, z\right)$, thus the assumptions of (2) of Theorem 1 are valid, but $p\left(y_{1}, y_{2}, v_{1}\right)$ is essentially dependent on $v_{1}$. Hence, no polynomial $q$ of the required type exists.
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# The range of the transform of certain parts of a measure 

KERRITH B. CHAPMAN and LOUIS PIGNO

In this note we point out a very elementary condition which provides a uniform treatment for the results in $[2,4,5]$ concerning the range of the transform of certain parts of a measure. We assume familiarity with the basic facts of [8].

Let $G$ be a nondiscrete LCA group with character group $\Gamma$ and let $M(G)$ denote the customary convolution algebra of bounded Borel measures on $G$. Denote by $S$ the structure semi-group of $M(G)$ and let $\hat{S}$ denote the semi-characters of $S$; recall that $S$ is the maximal ideal space of $M(G)$, see [8]. For $\mu \in M(G)$ let $\hat{\mu}$ denote the Gelfand transform defined on $S$ by

$$
\hat{\mu}(\chi)=\int_{S} \chi d \mu
$$

where we have identified $\mu$ and the image of $\mu$ in $M(S)$; we will also let ${ }^{\wedge}$ denote the usual Fourier-Stieltjes transformation. By $M_{0}(G)$ we mean the set of $\mu \in M(G)$ such that $\hat{\mu}$ vanishes at infinity, i.e. $\hat{\mu}$ is zero on $\bar{\Gamma} \backslash \Gamma$.

The main result of this paper is the theorem stated below; its proof is quite simple. After stating and proving our theorem, we present two examples which serve to indicate its scope. Example 1 is obtained by adapting the work of B. Hoss and F. Parreau [3]. In order to present Example 2, we prove a proposition by modifying an argument of I. Glicksberg and I. Wik [2]. Professor Glicksberg has kindly pointed out (private communication) that the proposition is also a consequence of the main result of [1].

Theorem. Let $h \in \bar{\Gamma} \backslash \Gamma$ and $E \backslash \Gamma$. Then for every $\mu \in M(G)$,

$$
\begin{equation*}
(h \mu)^{\wedge}(\Gamma) \subset \hat{\mu}(\Gamma \backslash E)^{-} \tag{1}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
h \in(\Gamma \backslash \gamma E)^{-} \text {for every } \gamma \in \Gamma . \tag{2}
\end{equation*}
$$

[^2]Proof. Let $E$ satisfy (2) with respect to some $h \in \vec{\Gamma} \backslash \Gamma$. Fix $\gamma_{0} \in \Gamma$; since $h \in\left(\Gamma \backslash \gamma_{0}^{-1} E\right)^{-}$there is a net $\left\langle\gamma_{j}\right\rangle \subset \Gamma$ such that $\gamma_{j} \rightarrow h$ and $\gamma_{j} \notin \gamma_{0}^{-1} E$ for all $j$. Observe that

$$
(h \mu)^{\wedge}\left(\gamma_{0}\right)=\hat{\mu}\left(\gamma_{0} h\right)=\lim _{j} \hat{\mu}\left(\gamma_{0} \gamma_{j}\right)
$$

because $\hat{\mu}$ is continuous on $\hat{S}$. Thus (2) implies (1).
Now let $h \in \vec{\Gamma} \backslash \Gamma$ and suppose for every $\mu \in M(G),(h \mu)^{\wedge}(\Gamma) \subset \hat{\mu}(\Gamma \backslash E)^{-}$; we want to see that $E$ satisfies (2) with respect to $h$. With this in mind fix $\gamma_{0} \in \Gamma$ and let $V$ be any open set of $S$ containing $\{h\}$. It suffices to confirm that $V \cap\left(\Gamma \backslash \gamma_{0} E\right)$ is not empty.

Let $W=\bar{\gamma}_{0} V$. Then $W$ is an open set containing $\left\{\bar{\gamma}_{0} h\right\}$; by the definition of the Gelfand topology on $S$ there exist measures $\mu_{1}, \ldots, \mu_{n} \in M(G)$ and $\varepsilon>0$ such that

$$
\bigcap_{i=1}^{n}\left\{\chi:\left|\hat{\mu}_{i}(\chi)-\hat{\mu}_{i}\left(\bar{\gamma}_{0} h\right)\right|<\varepsilon\right\} \subseteq W
$$

For $\mu \in M(G)$ put $\tilde{\mu}$ equal to the measure such that $(\tilde{\mu})^{\wedge}=\overline{\hat{\mu}}$ on $\Gamma$ and let $\delta_{0}$ be the identity measure in $M(G)$. Define auxiliary measures by:

$$
v_{i}=\mu_{i}-\hat{\mu}_{i}\left(\bar{y}_{0} h\right) \delta_{0} \quad \text { and } \quad \sigma_{i}=v_{i} * \tilde{v}_{i} ; \quad i=1,2, \ldots, n .
$$

Put $\sigma=\sum_{i=1}^{n} \sigma_{i}$; now, on the one hand, $\hat{\sigma}\left(h \bar{\gamma}_{0}\right)=0$, while, on the other,

$$
(h \sigma)^{\wedge}\left(\bar{\gamma}_{0}\right)=\hat{\sigma}\left(h \bar{\gamma}_{0}\right) \in \hat{\sigma}(\Gamma \backslash E)^{-}
$$

by hypothesis.
We gather from all this that there is a net $\left(\gamma_{\alpha}\right) \subset \Gamma \backslash E$ such that $\hat{\sigma}\left(\gamma_{\alpha}\right) \rightarrow 0$. Now given $\varepsilon>0$ choose $\alpha^{\prime}$ such that for all $\alpha \geqq \alpha^{\prime}$

$$
\left|\hat{\sigma}\left(\gamma_{\alpha}\right)\right|<\varepsilon^{2}
$$

consequently for all $\alpha \geqq \alpha^{\prime}$

$$
\sum_{i=1}^{n}\left|\hat{\mu}_{i}\left(\gamma_{\alpha}\right)-\hat{\mu}_{i}\left(\bar{\gamma}_{0} h\right)\right|^{2}<\varepsilon^{2} .
$$

Thus $\left|\hat{\mu}_{i}\left(\gamma_{\alpha}\right)-\hat{\mu}_{i}\left(\bar{\gamma}_{0} h\right)\right|<\varepsilon$ for $\alpha \geqq \alpha^{\prime}$, and so $\gamma_{\alpha} \in W$ for all $\alpha \geqq \alpha^{\prime}$.
We have now proved that if $\alpha \geqq \alpha^{\prime}, \gamma_{0} \gamma_{\alpha} \in V \cap\left(\Gamma \backslash \gamma_{0} E\right)$; thus $h \in\left(\Gamma \backslash \gamma_{0} E\right)^{-}$ and this means that (1) implies (2).

Let $G$ be an infinite compact abelian group; a subset $R \subset \Gamma$ is called a Rajchman set if whenever $\mu \in M(G)$ and supp $\hat{\mu \subset R}$ then $\mu \in M_{0}(G)$; here ${ }^{\wedge}$ is the FourierStieltjes transformation. Examples of Rajchman sets can be found in [7]; all the sets considered in [4,5] are Rajchman sets.

Example I. If $R$ is a Rajchman set then $R$ satisfies (2) with respect to every idempotent $h \in \bar{\Gamma} \backslash \Gamma$; we point out that this fact is more or less implicit in [3]. To be explicit we need to reproduce some details from [3].

To confirm that $R$ satisfies (2) with respect to every $h=h^{2} \in \bar{\Gamma} \backslash \Gamma$ we fix an $h_{0}^{2}=h_{0} \in \bar{\Gamma} \backslash \Gamma$ and suppose by way of contradiction that there is a $\gamma_{0} \in \Gamma$ such that $h_{0} \notin\left(\Gamma \backslash \gamma_{0} R\right)^{-}$. Thus, there is an open set $V_{0}$ with $h_{0} \in V_{0}$ such that $V_{0} \cap\left(\Gamma \backslash \gamma_{0} R\right)$ is empty and $1 \notin V_{0}$. For the remainder of the proof, - is complex conjugation.

By the definition of the Gelfand topology on $\hat{S}$ there exist measures $\mu_{1}, \ldots, \mu_{n} \in$ $\subseteq M(G)$ and $\varepsilon>0$ so that $\bigcap_{i=1}^{n}\left\{\chi:\left|\hat{\mu}_{i}(\chi)-\hat{\mu}_{i}\left(h_{0}\right)\right|<\varepsilon\right\}$ is open and contained in $V_{0}$. Put $A_{i}=\left\{z \in \mathbf{C}:\left|z-\mu_{i}\left(h_{0}\right)\right|<\varepsilon\right\}$ and consider the open set $\bigcap_{i=1}^{n}\left\{\left(h_{0} \mu_{i}\right)^{\wedge}\right\}^{-1}(A)$; since $h_{0}=h_{0}^{2}$ it follows that $\left.h_{0} \in \bigcap_{i=1}^{n}\left\{\left(h_{0} \mu_{i}\right)^{\wedge}\right\}^{-1}\left(A_{i}\right)\right\}$ and therefore

$$
W_{1}=\left\{\bigcap_{1}^{n} \hat{\mu}_{i}^{-1}\left(A_{i}\right)\right\} \cap\left\{\bigcap_{1}^{n}\left(h_{0} \mu_{i}\right)^{\wedge}-1\left(A_{i}\right)\right\}
$$

is an open set about $h_{0}$. Put $W_{1}^{*}=\left\{\chi: \chi \in \bar{W}_{1}\right\}$ and define $V_{1}=W_{1} \cap W_{1}^{*}$; since $h_{0}=\bar{h}_{0}$ we see that $V_{1} \subset V_{0}$ and $V_{1}$ is an open set about $h_{0}$. Choose $\beta_{1} \in \Gamma$ such that $\beta_{1}, \beta_{1}^{-1} \in V_{1}$. Next define $B_{1}=\left\{\beta_{1}, \beta_{1}^{-1}, 1\right\}$; let

$$
\begin{gathered}
W_{2}=\left\{\chi: \chi \in\left\{\left(\beta \mu_{i}\right)^{\wedge}\right\}^{-1}\left(A_{i}\right) \text { for all } i \text { and all } \beta \in B_{1}\right\} \cap \\
\cap\left\{\chi: \chi \in\left\{\left(\beta h_{0} \mu_{i}\right)^{\wedge}\right\}^{-1}\left(A_{i}\right) \text { for all } i \text { and all } \beta \in B_{1}\right\}
\end{gathered}
$$

and $V_{2}=W_{2} \cap W_{2}^{*}$; evidently $V_{2} \subset V_{1}$ and $h_{0} \in V_{2}$. Since $V_{2}$ is open and $B_{1}$ is finite we select $\beta_{2} \in \Gamma$ such that $\beta_{2} \in V_{2} \backslash B_{1}$.

Put $\quad B_{2}=\left\{\beta=\prod_{i=1}^{2} \beta_{i}^{\delta_{i}}: \delta_{i} \in\{-1,0,1\}\right\} \cup\{1\}$; let

$$
\begin{gathered}
W_{3}=\left\{\chi: \chi \in\left\{\left(\beta \mu_{i}\right)^{\wedge}\right\}^{-1}\left(A_{i}\right) \text { for all } i \text { and all } \beta \in B_{2}\right\} \cap \\
\cap\left\{\chi: \chi \in\left\{\left(\beta h_{0} \mu_{i}\right)^{\wedge}\right\}^{-1}\left(A_{i}\right) \text { for all } i \text { and all } \beta \in \beta_{2}\right\}
\end{gathered}
$$

and $V_{3}=W_{3} \cap W_{3}^{*}$; evidently $V_{3} \subset V_{2}$ and $h_{0} \in V_{3}$. Since $V_{3}$ is open and $B_{2}$ is finite we select $\beta_{3} \in \Gamma$ such that $\beta_{3} \in V_{3} \backslash B_{2}$. Continuing in this manner we inductively construct a sequence of distinct characters $\left\langle\beta_{j}\right\rangle_{1}^{\infty}$ such that $\beta=\prod_{i=1}^{j} \beta_{i}^{\delta_{i}}, \delta_{i} \in\{-1,0,1\}$ and $\delta_{i} \neq 0$ for some $i$, then $\beta \in V_{0}$; since $\beta \in V_{0} \cap \Gamma$, this means that $\beta \gamma_{0}^{-1} \in R$ for all $\beta$ of the form $\beta=\prod_{i=1}^{j} \beta_{i}^{\delta_{i}}, \delta_{i} \in\{-1,0,1\}$. As shown in [3] (see Theorem 2.8 of [ $6, \mathrm{p} .21]$ ) there is a dissociate sequence $\left\langle\omega_{p}\right\rangle_{1}^{\infty}$ with the property that if $\omega$ is of the form $\omega=\prod_{i=1}^{k} \omega_{i}^{\delta_{i}}, \delta_{i} \in\{-1,0,1\}$, then $\omega$ is also of the form $\omega=\prod_{j=1}^{n} \beta_{j}^{m}, m_{j} \in\{-1,0,1\}$.

Since $\left\langle\omega_{p}\right\rangle_{1}^{\infty}$ is dissociate we may now construct a Riesz product $\lambda \in M(G)$ such that $\operatorname{supp} \hat{\lambda} \subset R$ and $\lambda \notin M_{0}(G)$; this contradicts the fact that $R$ is a Rajchman set and so our discussion is complete.

The above example is not the only one we know: Let $\mathbf{R}$ denote the additive group of real numbers and let $\varphi: \Gamma \rightarrow \mathbf{R}$ be a nontrivial homomorphism. A measure $\mu \in M(G)$ is said to vanish at infinity in the direction of $\varphi$ if whenever $\varphi\left(\gamma_{j}\right) \rightarrow+\infty$ then $\hat{\mu}\left(\gamma_{j}\right) \rightarrow 0$; denote the set of all measures vanishing at infinity in the direction of $\varphi$ by $M_{\varphi}(G)$. A subset $R \subset \Gamma$ is said to be $\varphi$-Rajchman if for $\mu \in M(G)$ and $\operatorname{supp} \hat{\mu} \subset R \Rightarrow \mu \in M_{\varphi}(G)$. Then it can be shown that if $E$ is $\varphi$-Rajchman, $E$ satisfies (2) with respect to various $h$ 's. Notice that in general there are $\varphi$-Rajchman sets which are not Rajchman sets; let $\Gamma=\{m+n \sqrt{2}: m, n \in \mathbf{Z}\}$ and let $\varphi$ be the identity homomorphism of $\Gamma$ into $\mathbf{R}$. Then the set $\{x \in \Gamma: x \geqq 0\}$ is $\varphi$-Rajchman but not Rajchman.

Although $\varphi$-Rajchman sets and Rajchman sets are the same for the additive group of integers $\mathbf{Z}$, there do exist non-Rajchman subsets of $\mathbf{Z}$ which determine the range of the transform of certain parts of a measure. For the circle group T put $\mu=\mu_{d}+\mu_{c}$ where $\mu \in M(T), \mu_{d}$ is discrete and $\mu_{c}$ continuous.

Let $\beta(\mathbf{Z})$ denote the Bohr compactification of $\mathbf{Z}$ and for $E \subset \mathbf{Z}$ let $\bar{E}$ be the closure of $E$ in $\beta(\mathbf{Z})$. Our result is then:

Proposition. If $E \subset \mathbf{Z}$ and $\mathbf{Z} \backslash \bar{E}$ is dense in $\beta(\mathbf{Z})$ then for $\mu \in M(\mathbf{T})$

$$
\hat{\mu}_{d}(\mathbf{Z}) \subset \hat{\mu}(\mathbf{Z} \backslash E)^{-}
$$

Proof. For $\mu \in M(\mathbf{T})$ write $\mu=\mu_{d}+\mu_{c}$; fix $0<\varepsilon<1$ and $m_{0} \in \mathbf{Z} \backslash \bar{E}$. We see from [2] that there is an infinite sequence $\left\langle m_{i}\right\rangle_{1}^{\infty}$ of distinct integers satisfying

$$
\begin{equation*}
\left|\hat{\mu}_{c}\left(m_{0}+m_{n}-m_{j}\right)\right|<\frac{\varepsilon}{2} \quad \text { for } \quad j<n \tag{2.1}
\end{equation*}
$$

Put $H=\left\langle m_{i}\right\rangle_{1}^{\infty}$ and consider $\bar{H}$ where the closure is of course taken in $\beta(\mathbf{Z})$. Since card $H=\infty$, there is an $x \notin \mathbf{Z}$ and a net $m_{\mathrm{a}} \in H, \alpha \in \Lambda$ such that $m_{a} \rightarrow x \in \beta(\mathbf{Z})$.

Inasmuch as $m_{0} \in \mathbf{Z} \backslash \bar{E}$ it follows that there is an $\alpha_{0} \in \Lambda$ such that for all $\alpha$ and $\beta$ greater than $\alpha_{0}$

$$
\begin{equation*}
m_{0}+m_{a}-m_{\beta} \notin E \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\hat{\mu}_{d}\left(m_{0}\right)-\hat{\mu}_{d}\left(m_{0}+m_{\alpha}-m_{\beta}\right)\right|<\frac{\varepsilon}{2} \tag{2.3}
\end{equation*}
$$

Notice that (2.3) is valid since $\hat{\mu}_{d}$ is a continuous function on $\beta(Z)$. As a consequence of (2.2) and (2.3) there is a $k \geqq 1$ and an $r>k$ such that $m_{0}+m_{r}-m_{k} \notin E$ and $\left|\hat{\mu}_{d}\left(m_{0}\right)-\hat{\mu}_{d}\left(m_{0}+m_{r}-m_{k}\right)\right|<\frac{\varepsilon}{2}$. Since

$$
\left|\hat{\mu}_{d}\left(m_{0}\right)-\hat{\mu}\left(m_{0}+m_{r}-m_{k}\right)\right| \leqq\left|\hat{\mu}_{\mathrm{d}}\left(m_{0}\right)-\hat{\mu}_{\mathrm{d}}\left(m_{0}+m_{r}-m_{k}\right)\right|+\left|\hat{\mu}_{c}\left(m_{0}+m_{r}-m_{k}\right)\right|,
$$

and $r>k$, we gather from (2.1) that

$$
\left|\hat{\mu}_{d}\left(m_{0}\right)-\hat{\mu}\left(m_{0}+m_{r}-m_{k}\right)\right| \leqq \varepsilon .
$$

Thus $\hat{\mu}_{\mathrm{d}}(\mathbf{Z} \backslash \bar{E}) \subset \hat{\mu}(\mathbf{Z} \backslash E)^{-}$and since $\mathbf{Z} \backslash \bar{E}$ is dense in $\beta(\mathbf{Z})$ we obtain $\hat{\mu}_{d}(\mathbf{Z}) \subset$ $\subset \hat{\mu}(\mathbf{Z} \backslash E)^{-}$. The proof is complete.

Example II. Let $\mathbf{N}$ be the natural numbers and for each $n \in \mathbf{N}$ put $E_{n}=$ $=\left\{m: m=\sum_{i=1}^{n} \delta_{i} 5^{i}, \delta_{i} \in\{-1,0,1\}\right\}$; set $E=\bigcup_{1}^{\infty} E_{n}$. Let $\mathbf{D}=\left\{e^{2 \pi i k / 5^{J}}: k \in \mathbf{Z}, j \in \mathbf{N}\right\}$ and consider $E$ as a subset of $\hat{\mathbf{D}}$ where $\mathbf{D}$ is given the discrete topology. Now the integer accumulation points of $E$ in $\hat{\mathbf{D}}$ belong to $E$ so it follows that $E$ is a closed subset of $\mathbf{Z}$ in the relative tolopogy of $\beta(\mathbf{Z})$. Notice that $E$ has natural density zero so by Wiener's Theorem it follows that if supp $\varrho \subset E$ then $\varrho$ is continuous and this in turn implies that $\mathbf{Z} \backslash E=\mathbf{Z} \backslash \bar{E}$ is dense in $\beta(\mathbf{Z})$. Clearly $E$ is not a Rajchman set since it contains the spectrum of an infinite Riesz product.

Remark. An easy application of Theorem 1 and Corollary 2 of [5, p. 2] establishes the following assertion: Let $E \subset \Gamma$ satisfy (2) with respect to some $h=h^{2} \in$ $\epsilon \bar{\Gamma} \backslash \Gamma$ and let $S$ be an infinite Sidon subset of $\Gamma$; then $E \cup S$ satisfies (2) with respect to $h$.

The authors wish to thank Professor Colin Graham of Northwestern University for helpful correspondence.
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## On random censorship from the right

## SÁNDOR CSÖRGŐ and LAJOS HORVÁTH

1. Introduction. Burke et al. [4] introduced the following censorship model. Let $X$ be a real random variable with distribution function $F(t)=\operatorname{pr}\{X<t\}$. For a fixed integer $k \geqq 1$ let $A^{1}, \ldots, A^{k}$ be pairwise disjoint random events, and define the sub-distribution function $F^{i}(t)=\operatorname{pr}\left\{X<t, A^{i}\right\}, i=1, \ldots, k$. We are interested in the joint behaviour of the pairs ( $X, A^{i}$ ) as expressed by

$$
S^{i}(t)=\exp \left(-\Lambda^{i}(t)\right), \quad i=1, \ldots, k
$$

where $\Lambda^{i}$ is the $i$-th hazard function $\left(\int_{-\infty}^{t}=(-\infty, t)\right.$

$$
\Lambda^{i}(t)=\int_{-\infty}^{t}(1-F(s))^{-1} d F^{i}(s)
$$

So let $\left\{X_{n}, A_{n}^{1}, \ldots, A_{n}^{k}\right\}$ be a sequence of independent replicas of $\left\{X, A^{1}, \ldots, A^{k}\right\}$, $n=1,2, \ldots$ We assume throughout that the functions $F, F^{1}, \ldots, F^{k}$ are continuous. Define the product-limit estimates

$$
\tilde{S}_{n}^{i}(t)=1-\tilde{F}_{n}^{u}(t)= \begin{cases}\prod_{\left\{1 \leq j \leq n: X_{j}<t\right\}}\left(\frac{n-R_{j}^{i}}{n-R_{j}^{i}+1}\right)^{\delta_{j}^{t}}, & \text { if } t<\max \left(X_{1}, \ldots, X_{n}\right) \\ 0, & \text { otherwise }\end{cases}
$$

$i=1, \ldots, k$, where $\delta_{j}^{i}$ is the indicator of $A_{j}^{i}$, and $R_{j}^{i}$ is the rank of $\left(X_{j}, 1-\delta_{j}^{i}\right)$ in the lexicographic ordering of the sequence $\left(X_{1}, 1-\delta_{1}^{i}\right), \ldots,\left(X_{n}, 1-\delta_{n}^{i}\right)$. Finally, introduce the $i$-th product-limit process

$$
Z_{n}^{i}(t)=n^{1 / 2}\left(S^{i}(t)-\tilde{S}_{n}^{i}(t)\right)
$$

and, for $x=\left(x_{1}, \ldots, x_{k}\right)$, the corresponding vector process

$$
Z_{n}(x)=\left(Z_{n}^{1}\left(x_{1}\right), \ldots, Z_{n}^{k}\left(x_{k}\right)\right)
$$

However general is this model, the most important special cases are a) and b) below. By working in this generality we merely would like to emphasize the fact that the asymptotic theory of random censorship on the right requires only the above structure. When dealing with random censorship on the left the basic ingredients $S^{i}$ and $\tilde{S}_{n}^{i}$ should be accordingly modified. This is done in [9].
a) Let $X_{1}^{0}, X_{2}^{0}, \ldots$ be a sequence of independent random variables with common continuous distribution function $F^{0}$. These are censored on the right by $Y_{1}, Y_{2}, \ldots$ a sequence of independent random variables, independent of the $X^{0}$ sequence, with common continuous distribution function $H$. One can only observe the sequence $\left(X_{n}=\min \left(X_{n}^{0}, Y_{n}\right), \delta_{n}\right)$, where $\delta_{n}=\delta_{n}^{1}$ is the indicator of $A_{n}=A_{n}^{1}=\left\{X_{n}=X_{n}^{0}\right\}$. In this case $k=2,1-F=\left(1-F^{0}\right)(1-H), F^{1}(t)=\int_{-\infty}^{t}(1-H) d F^{0}, \quad$ thus $\quad S^{1}(t) \doteq S(t)=$ $=1-F^{0}(t)$, and $\tilde{S}_{n}^{1}=\widetilde{S}_{n}$ reduces to the usual product-limit estimate. This is the Kaplan-Meier [15] model as defined by Efron [12]. It was investigated by Breslow and Crowley [3], Meier [19], Hall and Wellner [14], Burke et al. [4] and others. The useful special case when $1-H=\left(1-F^{0}\right)^{\beta}, \beta>0$, was considered by Koziol and Green [18], and their model was investigated by Csörgő and Horváth [7] and Koziol [17].
b) For $k>1$ consider $k$ independent sequences $Y_{1}^{i}, Y_{2}^{i}, \ldots(i=1, \ldots, k)$ of independent random variables with common continuous distribution function $H^{i}$, and let $X_{n}=\min \left(Y_{n}^{1}, \ldots, Y_{n}^{k}\right)$. One observes the sequences $\left(X_{n}, \delta_{n}^{i}\right), i=1, \ldots, k$, where $\delta_{n}^{i}$ is the indicator of the event $A_{n}^{i}=\left\{X_{n}=Y_{n}^{i}\right\}$. This is the competing risks model (giving back the above Kaplan-Meier model for $k=2$ ) considered by many authors, notably, from the present viewpoint, by Yang [22] and Burke et al. [4]. Here, as Berman [2] proved, the above $S^{i}$ reduces to $S^{i}(t)=1-H^{i}(t)$.

On the basis of the Efron-transformed variant of the Breslow-Crowley weak convergence theorem, Gillespie and Fisher [13] constructed asymptotic confidence bands for the survival curve $1-F^{0}$ in the Kaplan-Meier model. However, their Monte Carlo study has shown that sample size $n=200$ is not large enough to apply the asymptotic bands with high precision. Their results were a strong motivation for us to work out a strong approximation theory in [4] for the above general $Z_{n}$ and related processes. A variant of one of the main approximation theorems is formulated in the next section. This result enabled us to build the approximation rates into the construction of the Gillespie-Fisher type bands, i.e., we could construct "exact" confidence bands ([4]) for the general survival functions $S^{i}$ under the " $i$-th risk $A^{i "}$. We also indicated that these constructions should give reasonable bands for much less sample sizes than the asymptotic ones of Gillespie and Fisher.

Hall and Wellner [14] utilized Doob's transformation of the Brownian motion into the Brownian bridge, and hence proposed the corresponding transformation
of the product-limit process in the Kaplan-Meier model. The resulting process converges weakly to a transformed Brownian bridge. Although Doob's transformation belongs to the statistical folklore nowadays, its use by Hall and Wellner in the present context is a remarkable step in the asymptotic theory of censored empirical processes. The resulting asymptotic confidence bands constructed by Hall and Wellner [14] enjoy many advantages over those of Gillespie and Fisher [13] as they explain it in detail. For example, they reduce in the uncensored case to the classical Kolmogorov bands. Following Hall and Wellner [14], Koziol [17] considered Kolmogorov, Kuiper and Cramér-von Mises statistics corresponding to the transformed product-limit process in the Kaplan-Meier model for testing goodness of fit (cf. Section 3 here).

Following Aalen [1], Nair [20] proposed another clever transformation of the product-limit process in the Kaplan-Meier model. It is a modification of Efron's transformation, where the limit process is a scale-changed Wiener process. The rescaling depends on censoring, but the Kolmogorov-Smirnov, Kuiper and Cramérvon Mises functionals of this process are distribution-free.

The aim of the present note is to develop strong approximation theorems corresponding to the transformations of Hall and Wellner and of Aalen and Nair in the general setting of the first paragraph of this section. This is done in Sections 3 and 4, respectively, after some preliminaries from Burke et al. Convergence rates are deduced from these theorems for the above mentioned statistics in Sections 3 and 4. Using the approximation rates, we show in Section 5 a possibility for making exact the asymptotic bands of Hall and Wellner. This is done again in the general setting. Comulative hazard processes are investigated in a similar manner by CsörgÓ and Horváth [8].
2. Preliminaries. Let $T_{F}=\inf \{t: F(t)=1\}$ and define

$$
d^{i}(t)= \begin{cases}\int_{-\infty}^{t}(1-F(s))^{-2} d F^{i}(s), & t<T_{F}  \tag{2.1}\\ \int_{-\infty}^{T_{F}}(1-F(s))^{-2} d F^{i}(s), & t \geqq T_{F},\end{cases}
$$

$i=1, \ldots, k$. The last integral $\int_{-\infty}^{T_{F}}$ here is either finite or infinite. Consider

$$
\tilde{Z}_{n}^{i}(t)=\exp \left(\Lambda^{i}(t)\right) Z_{n}^{i}(t),
$$

$i=1, \ldots, k$, and for $x=\left(x_{1}, \ldots, x_{k}\right)$ the corresponding vector process

$$
\tilde{Z}_{n}(x)=\left(\tilde{Z}_{n}^{1}\left(x_{1}\right), \ldots, \tilde{Z}_{n}^{k}\left(x_{k}\right)\right) .
$$

If $a^{i}$ denotes the inverse of $d^{i}$, then the vector process with components $\tilde{Z}_{n}^{i}\left(a^{i}\left(x_{i}\right)\right)$,
$x \in(0, \infty)^{k}$, is the one which was called by Burke et al. [4] as the Efron transform of $Z_{n}$. All of our approximations will take place on the infinite cube ( $\left.-\infty, T_{n}\right]^{k}$ where $T_{n}$ is a sequence of numbers satisfying first the condition:

$$
\begin{equation*}
T_{n}<T_{F} \quad \text { and } \quad 1-F\left(T_{n}\right) \geqq\left(2 \varepsilon n^{-1} \log n\right)^{1 / 2} \tag{2.2}
\end{equation*}
$$

where, throughout this note, $\varepsilon$ is some arbitrarily fixed positive number. Let

$$
\begin{equation*}
b_{n}=\left(1-F\left(T_{n}\right)\right)^{-1} \tag{2.3}
\end{equation*}
$$

and introduce the following (rather messy) rate-sequence

$$
\begin{equation*}
r(n)=v(n)+\frac{1}{2} n^{-1 / 2}\left\{v(n)+3(\varepsilon / 2)^{1 / 2} b_{n}^{2}(\log n)^{1 / 2}\right\}^{2} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{aligned}
& v(n)=\left[b_{n}^{2}\left\{(2 k+1) 5 A_{1}+\left(2+\left(5(2 k+1) / A_{3}\right)\right) \varepsilon+\left((2 / 3) \varepsilon+\varepsilon^{2}\right)^{1 / 2}\right\}+b_{n}^{3} 4 \varepsilon\right] n^{-1 / 2} \log n+ \\
& +b_{n}^{2}(12 \varepsilon)^{1 / 2} n^{-1 / 3}(\log n)^{1 / 2}+b_{n}^{2}(2 k+1)\left\{A_{1}+\left(\varepsilon / A_{3}\right)\right\} \varepsilon^{1 / 2} n^{-1 / 3}(\log n)^{3 / 2}+b_{n} 2 n^{-1 / 2} .
\end{aligned}
$$

For $x=\left(x_{1}, \ldots, x_{k}\right)$ let $\|x\|=\max \left(\left|x_{1}\right|, \ldots,\left|x_{k}\right|\right)$ denote the maximum norm. In [4] we constructed a special probability space ( $\Omega, \mathscr{A}, P$ ) carrying $k$ sequences $\left\{W_{n}^{i}\right\}$ of Wiener processes such that for the vector process

$$
W_{n}^{d}(x)=\left(W_{n}^{1}\left(d^{1}\left(x_{1}\right)\right), \ldots, W_{n}^{k}\left(d^{k}\left(x_{k}\right)\right)\right)
$$

we have
Theorem A (Burke, Csörgő, Horváth [4]). If $T_{n}$ satisfies condition (2.2), then

$$
P\left\{\sup _{x \in\left(-\infty, T_{n}\right]^{k}}\left\|\tilde{Z}_{n}(x)-W_{n}^{d}(x)\right\|>r(n) b_{n}\right\} \leqq k Q n^{-\varepsilon}
$$

where $Q=10 A_{2}(2 k+1)+100+16 D$.
The constants $A_{1}, A_{2}$ and $A_{3}$ in $r(n)\left(A_{2}\right.$ also in $\left.Q\right)$ are the $C, K, \lambda$ constants of Theorem 3 of Komlós, Major and Tusnády [16] (quoted as Theorem 2. A in [4]), respectively. According to Tusnády [21] (cf. also M. Csörgő and P. Révész [5]) $A_{1}, A_{2}$ and $A_{3}$ can respectively be taken as 100,10 and $1 / 50$. Constant $D$ (in $Q$ ) is the absolute constant of Lemma 2 of Dvoretzky, Kiefer and Wolfowitz [11]. The smallest available value for $D$ known to us at present is $2\left\{1+32 /(6 \pi)^{1 / 2}+\right.$ $\left.+8 / 3^{1 / 2}+2^{1 / 2} 4 \exp (71 / 18)\right\} \leqq 611$ due to Devroye and Wise [10]. But in practice one can probably use without harm the well-known conjecture (which was empirically verified in a number of situations) that $D$ is 2 .

We should also point out here that originally (Theorem 5.6 of [4]) we had the factor $r_{E}(n)=\max _{1 \leqq i \leq k} \exp \left(\Lambda^{i}\left(T_{n}\right)\right)$ of $k r(n)$ instead of $b_{n}$. But it is not hard to see that $r_{E}(n) \leqq b_{n}$ and the above form of Theorem $A$ is more fortunate since the whole ratesequence $r(n) b_{n}$ depends on the censoring only through $b_{n}$ of (2.3).
3. Approximation theorems for the Hall-Wellner transformation. Goodness of fit. Introduce (with $d^{i}$ of (2.1))

$$
K^{i}(t)=d^{i}(t) /\left(1+d^{i}(t)\right), \quad-\infty<t<\infty, \quad i=1, \ldots, k
$$

$K^{i}(t)$ is a sub-distribution function in general for each $i$. It is a distribution function (as Hall and Wellner [14] point out) in the Kaplan-Meiner model ( $k=2$ ). In the competing risks model $K^{i}$ is a distribution function for those $i$ for which $T_{F}=T_{H^{i}} \leqq \min \left(T_{H^{1}}, \ldots, T_{H^{k}}\right.$ ), where $T_{H^{i}}$ is defined analogously to $T_{F}$. The empirical counterpart of $d^{i}(t)$ was considered by Burke et al. [4] as

$$
d_{n}^{i}(t)=\int_{-\infty}^{i}\left(1-F_{n}(s)\right)^{-2} d F_{n}^{i}(s), \quad i=1, \ldots, k
$$

where $F_{n}$ is the (left continuous) empirical distribution function of $X_{1}, \ldots, X_{n}$ and $F_{n}^{i}$ is the empirical sub-distribution function defined as

$$
F_{n}^{i}(t)=n^{-1} \#\left\{m: 1 \leqq m \leqq n, X_{m}<t \text { and } A_{m}^{i} \text { occurs }\right\}, \quad i=1, \ldots, k .
$$

Independently of us but earlier, Hall and Wellner [14] have also considered $d_{n}^{i}$ (in the Kaplan-Meier model) but pointed out that it fails to satisfy their reduction property. Instead they proposed the following modification of it:

$$
c_{n}^{i}(t)=\int_{-\infty}^{t}\left(1-F_{n}(s)\right)^{-1}\left(1-F_{n}^{+}(s)\right)^{-1} d F_{n}^{i}(s)=n \sum_{\left\{j: X_{j}<t\right\}}(n-j)^{-1}(n-j+1)^{-1} \delta_{j}^{i}
$$

where $F_{n}^{+}$is the right-continuous version of $F_{n}$. Although we could have worked with $d_{n}^{i}$, we adopted this modification for the sake of accordance.

Lemma 6.2 of [4] estimates the distance of $d_{n}^{i}$ and $d^{i}$. Using Lemma 4.1 of that paper, it is trivial that if $T_{n}$ satisfies condition (2.2), then

$$
\operatorname{pr}\left\{\sup _{-\infty<t \leqq T_{n}}\left|d_{n}^{i}(t)-c_{n}^{i}(t)\right|>8 b_{n}^{3} n^{-1}\right\} \leqq 2 D n^{-\varepsilon}
$$

Let

$$
K_{n}^{i}(t)=c_{n}^{i}(t) /\left(1+c_{n}^{i}(t)\right), \quad i=1, \ldots, k
$$

Evidently

$$
\left|K_{n}^{i}(t)-K^{i}(t)\right| \leqq\left|c_{n}^{i}(t)-d^{i}(t)\right|,
$$

and hence, putting together Lemma 6.2 of [4] and the last probability inequality, we obtain

Lemma 3.1. If $T_{n}$ satisfies (2.2), then for each $i=1, \ldots, k$

$$
\operatorname{pr}\left\{\sup _{-\infty<t \leq T_{n}}\left|K_{n}^{i}(t)-K^{i}(t)\right|>r_{1}(n)\right\} \leqq 8 D n^{-\varepsilon},
$$

where $r_{1}(n)=12(\varepsilon / 2)^{1 / 2} n^{-1 / 2} b_{n}^{4}(\log n)^{1 / 2}+8 b_{n}^{3} n^{-1}$.

Consider now

$$
\hat{Z}_{n}^{i}(t)=\left(1-K_{n}^{i}(t)\right) \exp \left(\Lambda^{i}(t)\right) Z_{n}^{i}(t), \quad i=1, \ldots, k
$$

and let $B_{n}^{i}(t)=(1-t) W_{n}^{i}(t /(1-t))$ be the sequence of Brownian bridges supplied by $\left\{W_{n}^{i}\right\}$ of Theorem A. For $x=\left(x_{1}, \ldots, x_{k}\right)$ let

$$
\hat{Z}_{n}(x)=\left(\hat{Z}_{n}^{1}\left(x_{1}\right), \ldots, \hat{Z}_{n}^{k}\left(x_{k}\right)\right)
$$

and

$$
B_{n}^{K}(x)=\left(B_{n}^{1}\left(K^{1}\left(x_{1}\right)\right), \ldots, B_{n}^{k}\left(K^{k}\left(x_{k}\right)\right)\right)
$$

Theorem 3.2. If $T_{n}$ satisfies (2.2), then

$$
P\left\{\sup _{x \in\left(-\infty, T_{n}\right)^{k}}\left\|\hat{Z}_{n}(x)-B_{n}^{K}(x)\right\|>q_{1}(n)\right\} \leqq k R_{1} n^{-\varepsilon},
$$

where $q_{1}(n)=r(n) b_{n}+r_{2}(n)$ with $r_{2}(n)=2 \varepsilon^{1 / 2} r_{1}(n) b_{n}(\log n)^{1 / 2}$, and $R_{1}=Q+8 D+2=$ $=10 A_{2}(2 k+1)+102+24 D$.

Proof. It is enough to show that

$$
P\left\{\sup \left|\hat{Z}_{n}^{i}(t)-B_{n}^{i}\left(K^{i}(t)\right)\right|>q_{1}(n)\right\} \leqq R_{1} n^{-\varepsilon}
$$

for each $i=1, \ldots, k$, where unspecified sup means $\sup _{-\infty<t \leq T_{n}}$. The last probability is not greater than

$$
\begin{gathered}
P\left\{\sup \left(1-K_{n}^{i}(t)\right)\left|\widetilde{Z}_{n}^{i}(t)-W_{n}^{i}(d(t))\right|>r(n) b_{n}\right\}+ \\
+P\left\{\sup \left|K_{n}^{i}(t)-K^{i}(t)\right|\left|W_{n}^{i}\left(d^{i}(t)\right)\right|>r_{2}(n)\right\} \leqq \\
\leqq(Q+8 D) n^{-\varepsilon}+P\left\{\sup \left|W_{n}^{i}\left(d^{i}(t)\right)\right|>2 \varepsilon^{1 / 2} b_{n}(\log n)^{1 / 2}\right\} \leqq \\
\leqq(Q+8 D) n^{-\varepsilon}+2 P\left\{\left|W_{n}^{i}\left(b_{n}^{2}\right) / b_{n}\right|>2 \varepsilon^{1 / 2}(\log n)^{1 / 2}\right\}
\end{gathered}
$$

by Theorem A, Lemma 3.1, and the fact that $b_{n}^{2} \geqq d^{i}\left(T_{n}\right)$. The last probability is less than or equal to $n^{-\varepsilon}$, and hence the theorem.

The components $\hat{Z}_{n}^{i}$ of our vector (-vector) process are in fact weighted processes, the weight being $\exp \left(\Lambda^{i}(t)\right)$. It is then natural to replace this weight with an empirical counterpart of it and investigate the convergence of the resulting "twice estimated" product-limit process. In principle there are two empirical candidates for doing this. One is the exponential empirical hazard function $\exp \left(\Lambda_{n}^{i}(t)\right)$ (cf.[4]) and the other is the product limit estimate itself. The latter being more natural here, consider

$$
\hat{\hat{Z}}_{n}^{i}(t)=\left(1-K_{n}^{i}(t)\right) Z_{n}^{i}(t) / \tilde{S}_{n}^{i}(t)=\left(1-K_{n}^{i}(t)\right)\left(\exp \left(-\Lambda^{i}(t)\right)-\tilde{S}_{n}^{i}(t)\right) / \tilde{S}_{n}^{i}(t)
$$

$i=1, \ldots, k$, and the corresponding vector process

$$
\hat{\hat{Z}}_{n}(x)=\left(\hat{\hat{Z}}_{n}^{1}\left(x_{1}\right), \ldots, \hat{\hat{Z}}_{n}^{k}\left(x_{k}\right)\right)
$$

for $x=\left(x_{1}, \ldots, x_{k}\right)$.

For $T_{n}$ we introduce a slightly stronger regularity condition instead of (2.2):

$$
\begin{equation*}
T_{n}<T_{F} \quad \text { and } \quad 1-F\left(T_{n}\right) \geqq 2 n^{-1 / 2} r_{3}(n), \tag{3.1}
\end{equation*}
$$

where

$$
r_{3}(n)=r(n)+3(\varepsilon / 2)^{1 / 2} b_{n}^{2}(\log n)^{1 / 2}
$$

By definition (2.4) of $r(n)$ it can be shown that a rough sufficient condition for condition (3.1) to be satisfied is that ( $T_{n} \nearrow T_{F}$ so slowly that)

$$
\begin{equation*}
b_{n}=\left(1-F\left(T_{n}\right)\right)^{-1} \leqq M_{e}(n / \log n)^{1 / 6} \tag{3.2}
\end{equation*}
$$

with some constant $M_{\varepsilon}$ depending only on $\varepsilon$, which can be computed from $r_{3}(n)$.
Just as Lemma 5.1 of [4] was deduced form an approximation theorem, the first statement of the next lemma easily results from Theorem 5.5 of [4] which is the original Breslow-Crowley-type variant of the Efron-type theorem cited here. When deducing it, one also should apply the already mentioned fact that $\exp \left(-\Lambda^{i}\left(T_{n}\right)\right) \geqq$ $\geq 1-F\left(T_{n}\right)$. The second statement of the lemma follows from the first just as Lemma 4.1 of [4] followed from the Dvoretzky-Kiefer-Wolfowitz bound.

Lemma 3.3. If $T_{n}$ satisfies (3.1), then

$$
\operatorname{pr}\left\{\sup _{-\infty<r \leqq T_{n}}\left|Z_{n}^{i}(t)\right|>r_{3}(n)\right\} \leqq(Q+6) n^{-\varepsilon}
$$

and

$$
\operatorname{pr}\left\{\sup _{-\infty<t \leqq T_{n}} \frac{1}{\tilde{S}_{n}^{i}(t)}>\frac{2}{\exp \left(-\Lambda^{i}\left(T_{n}\right)\right)}\right\} \leqq(Q+6) n^{-\varepsilon}
$$

Theorem 3.4. If $T_{n}$ satisfies (2.2), then

$$
P\left\{\sup _{x \in\left(-\infty, T_{n}{ }^{k}\right.}\left\|\hat{\hat{Z}}_{n}(x)-B_{n}^{K}(x)\right\|>q_{2}(n)\right\} \leqq k R_{2} n^{-\varepsilon}
$$

where $\quad q_{2}(n)=q_{1}(n)+2 n^{-1 / 2} b_{n}^{2}\left(r_{3}(n)\right)^{2} \quad$ and $\quad R_{2}=R_{1}+2 Q+12=3 Q+14+8 D=$ $=30 A_{2}(2 k+1)+314+56 D$.

Proof.

$$
\begin{aligned}
& \left|\hat{\bar{Z}}_{n}^{i}(t)-B_{n}^{i}\left(K^{i}(t)\right)\right| \leqq\left|\hat{Z}_{n}^{i}(t)-B_{n}^{i}\left(K^{i}(t)\right)\right|+\left|\hat{Z}_{n}^{i}(t)-\hat{Z}_{n}^{i}(t)\right| \leqq \\
& \leqq\left|Z_{n}^{i}(t)-B_{n}^{i}\left(K^{i}(t)\right)\right|+n^{-1 / 2}\left|Z_{n}^{i}(t)\right|^{2} /\left\{\tilde{S}_{n}^{i}(t) \exp \left(-\Lambda^{i}(t)\right)\right\},
\end{aligned}
$$

and the theorem follows from Theorem 3.2 and Lemma 3.3.
As to the order of our rate sequences $q_{1}(n)$ and $q_{2}(n)$, we note that since

$$
r(n)=O\left(\max \left\{b_{n}^{2} n^{-1 / 3}(\log n)^{3 / 2}, b_{n}^{4} n^{-1 / 2} \log n\right\}\right)
$$

we have

$$
\begin{aligned}
& q_{1}(n)=O\left(\max \left\{b_{n}^{8} n^{-1 / 3}(\log n)^{3 / 2}, b_{n}^{5} n^{-1 / 2} \log n\right\}\right) \\
& q_{2}(n)=O\left(\max \left\{b_{n}^{3} n^{-1 / 3}(\log n)^{3 / 2}, b_{n}^{6} n^{-1 / 2} \log n\right\}\right)
\end{aligned}
$$

Now we formulate the corresponding consequences for approximation on the fixed cube ( $-\infty, T]^{k}$ with $T<T_{F}$. These consequences follow from Theorems 3.2 and 3.4 in the same way as Corollary 5.7 of [4] did. Note that $q_{1}(n), q_{2}(n)$ and $r_{3}(n)$ are understood from now on with $b_{n}$ replaced in them by the constant

$$
b=(1-F(T))^{-1}
$$

Corollary 3.5. If $n / \log n \geqq 2 \varepsilon b^{2}$, then

$$
P\left\{\sup _{x \in(-\infty, T]^{k}}\left\|Z_{n}(x)-B_{n}^{K}(x)\right\|>q_{1}(n)\right\} \leqq k R_{1} n^{-\varepsilon}
$$

and if $n^{1 / 2} / r_{3}(n) \geqq 2 b$, then

$$
P\left\{\sup _{x \in(-\infty, T]^{k}}\left\|\hat{\hat{Z}}_{n}(x)-B_{n}^{K}(x)\right\|>q_{2}(n)\right\} \leqq k R_{2} n^{-\varepsilon}
$$

The rough sufficient condition for the second statement here is (3.2) with $b$ in place of $b_{n}$.

The joint weak convergence of the components of $\mathcal{Z}_{n}$ and $\hat{\mathcal{Z}}_{n}$ follows from this corollary together with rate-of-convergence results. Namely, for many functionals $\psi$ (cf. Corollary of Komlós et al. [16] and Corollary 1 of Csörgö [6]) on the space of functions defined on $(-\infty, T]^{k}$ we obtain

$$
\begin{equation*}
\sup _{-\infty<y<\infty}\left|\operatorname{pr}\left\{\psi\left(\mathcal{Z}_{n}(\cdot)\right)<y\right\}-\operatorname{pr}\left\{\psi\left(B^{K}(\cdot)\right)<y\right\}\right|=O\left(n^{-1 / 3}(\log n)^{3 / 2}\right) \tag{3.2}
\end{equation*}
$$

where ${ }^{*}=^{\wedge}{ }^{\wedge}$ and $B^{K}$ is a copy of $B_{n}^{K}$ since, if $T\left(<T_{F}\right)$ is fixed, then

$$
q_{1}(n)=O\left(n^{-1 / 3}(\log n)^{3 / 2}\right)=q_{2}(n)
$$

For example, (3.2) holds for the Kolmogorov, Smirnov and Kuiper statistics considered by Koziol [17].
4. An approximation theorem for the Aalen-Nair transformation. Goodness of fit.

Let $T$ be a number such that the inequalities

$$
\begin{equation*}
T<T_{F}, \quad F^{i}(T)>0, \quad i=1, \ldots, k \tag{4.1}
\end{equation*}
$$

hold, and consider the processes

$$
\check{Z}_{n}^{i}(t)=\tilde{Z}_{n}^{i}(t) /\left(d_{n}^{i}(T)\right)^{1 / 2}, \quad i=1, \ldots, k,
$$

proposed by Aalen [1] and Nair [20] in the Kaplan-Meier case $(k=2)$ where $\tilde{Z}_{n}^{i}$ and $d_{n}^{i}$ are of Sections 2 and 3 respectively. Also, with $W_{n}^{i}$ of Theorem $A$, introduce

$$
W_{n}^{(i)}(t)=W_{n}^{i}\left(d^{i}(t)\right) /\left(d^{i}(T)\right)^{1 / 2}, \quad i=1, \ldots, k
$$

and for $x=\left(x_{1}, \ldots, x_{k}\right)$ set

$$
\check{Z}_{n}(x)=\left(\check{Z}_{n}^{1}\left(x_{1}\right), \ldots, \breve{Z}_{k}^{n}\left(x_{k}\right)\right), \quad \check{W}_{n}(x)=\left(W_{n}^{(1)}\left(x_{1}\right), \ldots, W_{n}^{(k)}\left(x_{k}\right)\right)
$$

We note that, $i=1, \ldots, k$,

$$
\begin{equation*}
\left\{W_{n}^{(i)}(t):-\infty<t \leqq T\right\}={ }_{\mathscr{S}}\left\{W\left(d^{i}(t) / d^{i}(T)\right):-\infty<t \leqq T\right\} \tag{4.2}
\end{equation*}
$$

and this equality in distribution is in fact the main advantage of the Aalen-Nair transformation. Introduce the notation (in addition to those of the preceding sections)

$$
a=\max _{1 \leqq i \leq k} 1 / F^{i}(T)
$$

Theorem 4.1. If $n / \log n \geqq \max \left(2 \varepsilon b^{2}, 8 \varepsilon a^{2}\right)$, then

$$
P\left\{\sup _{x \in(-\infty, T]^{k}}\left\|\check{Z}_{n}(x)-\check{W}_{n}(x)\right\|>q_{3}(n)\right\} \leqq k R_{3} n^{-\varepsilon}
$$

where $q_{3}(n)=b(2 a)^{1 / 2} r(n)+12(2)^{1 / 2} \varepsilon b^{5} a^{3 / 2} n^{-1 / 2} \log n \quad$ and $\quad R_{3}=Q+9 D+1=$ $=10 A_{2}(2 k+1)+25 D+101$.

Proof.

$$
\begin{gathered}
P\left\{\sup _{-\infty<t \leqq T}\left|Z_{n}^{i}(t)-W_{n}^{(i)}(t)\right|>q_{3}(n)\right\} \leqq \\
\leqq P\left\{\sup _{-\infty<t \leqq T}\left(d_{n}^{i}(T)\right)^{-1 / 2}\left|\tilde{Z}_{n}^{i}(t)-W_{n}^{i}\left(d^{i}(t)\right)\right|>b(2 a)^{1 / 2} r(n)\right\}+ \\
+P\left\{\sup _{-\infty<t \leqq T}\left|W_{n}^{i}\left(d^{i}(t)\right)\right|>2 \varepsilon^{1 / 2} b(\log n)^{1 / 2}\right\}+P\left\{\left(d^{i}(T) d_{n}^{i}(T)\right)^{-1 / 2}>\left(2 a^{2}\right)^{1 / 2}\right\}+ \\
+P\left\{\left|\left(d^{i}(T)\right)^{1 / 2}-\left(d_{n}^{i}(T)\right)^{1 / 2}\right|>12(\varepsilon / 2)^{1 / 2} b^{4}(a / 2)^{1 / 2} n^{-1 / 2}(\log n)^{1 / 2}\right\} .
\end{gathered}
$$

Since $d_{n}^{i}(T) \geqq F_{n}^{i}(T)$ and by an obvious analogue of Lemma 4.1 of [4]

$$
\begin{equation*}
P\left\{\frac{1}{F_{n}^{i}(T)} \geqq \frac{2}{F^{i}(T)}\right\} \leqq D n^{-\varepsilon}, \tag{4.3}
\end{equation*}
$$

provided that $n / \log n \geqq 8 \varepsilon a^{2}$, we obtain, using also Theorem A, that the first term of the above sum is not greater than $(Q+D) n^{-\varepsilon}$. We saw in the proof of Theorem 3.2 that the second term is not greater than $n^{-\varepsilon}$. By (4.3) the third term is majorized by $D n^{-\varepsilon}$. Using again (4.3), the fourth probability is majorized by

$$
D n^{-\varepsilon}+P\left\{\left|d^{i}(T)-d_{n}^{i}(T)\right|>12(\varepsilon / 2)^{1 / 2} b^{4} n^{-1 / 2}(\log n)^{1 / 2}\right\} \leqq 7 D n^{-\varepsilon},
$$

where we used Lemma 6.2 of [4] in the last step. This proves the theorem.
By (4.2) the limit distributions of the Kolmogorov, Smirnov and Kuiper statistics based on the processes $\ddot{Z}_{n}^{i}$ coincide with the distributions of the corresponding functionals of $\{W(s): 0 \leqq s \leqq 1\}$. These distributions are well known, one of them is tabulated in [7]. If $\psi\left(\check{Z}_{n}^{i}\right)$ denotes any of these three statistics and $\psi(W)$ denotes its distribution-free limiting random variable, then we have (3.2) for their distribution functions by Theorem 4.1.

Since the Aalen-Nair modified Efron transformation leads to asymptotically distribution-free statistics, this transformation is more advantageous than those of

Hall and Wellner when testing goodness of fit. However, the latter seems much better when constructing confidence bands. This is why we do not spell out the exact probability inequalities in the next section corresponding to the confidence bands arising from the transformation of Aalen and Nair.

The two-sample processes, or, more generally, their vector-process generalization (for the general competing risks model) can be similarly approximated as the one-sample processes in Theorems 3.2, 3.4 and 4.1.
5. Conficence bands. If $G$ is a continuous distribution function and $G_{n}$ is the $n$ stage empirical distribution function of a sample corresponding to $G$, then it follows from Theorem 3 of Komlós et al. (1975) that for any $\lambda, \varepsilon>0$ we have

$$
\begin{gathered}
-A_{2} n^{-\varepsilon}+M\left(\lambda-\left(A_{1}+\left(\varepsilon / A_{3}\right)\right) n^{-1 / 2} \log n\right) \leqq \\
\leqq \operatorname{pr}\left\{G_{n}(t)-\lambda / n^{1 / 2} \leqq G(t) \leqq G_{n}(t)+\lambda / n^{1 / 2},-\infty<t<\infty\right\} \leqq \\
\leqq M\left(\lambda+\left(A_{1}+\left(\varepsilon / A_{3}\right)\right) n^{-1 / 2} \log n\right)+A_{2} n^{-\varepsilon},
\end{gathered}
$$

where

$$
M(y)=\operatorname{pr}\left\{\sup _{0 \leq s \leq 1}|B(s)|<y\right\} .
$$

As we have already noted, $A_{1}, A_{2}$ and $A_{3}$ can be taken by Tusnády [21] as 100,10 and $1 / 50$, respectively. (It would be interesting to search for smaller $A_{1}, A_{2}$ and larger $A_{3}$ by Monte Carlo through the above inequalities.) By Remark 1 of [6] and the fact that $\sup _{-\infty<y<\infty}|B(G(y))| \leqq \sup _{0 \leq s \leqq 1}|B(s)|$, the lower half of the above inequality remains valid for discontinuous $G$ as well.

For $0<a<1$ set

$$
M_{a}(y)=\operatorname{pr}\left\{\sup _{0 \leqq s \leqq a}|B(s)|<y\right\}
$$

The analogues of the above inequalities for the general right censorship model are the following consequences of Corollary 3.5.

Corollary 5.1. Let $T<T_{F}$. If $n / \log n \geqq 2 \varepsilon b^{2}$, then for any $\lambda>0$ and $i=1, \ldots, k$ we have

$$
\begin{gathered}
-R_{1} n^{-\varepsilon}+M_{K^{\prime}(T)}\left(\lambda-q_{1}(n)\right) \leqq \\
\leqq \operatorname{pr}\left\{\frac{\tilde{S}_{n}^{i}(t)}{1+\frac{\lambda}{n^{1 / 2}\left(1-K_{n}^{i}(t)\right)}} \leqq S^{i}(t) \leqq \frac{\tilde{S}_{n}^{i}(t)}{1-\frac{\lambda}{n^{1 / 2}\left(1-K_{n}(t)\right)}},-\infty<t \leqq T\right\} \leqq \\
\leqq M_{K^{i}(T)}\left(\lambda+q_{1}(n)\right)+R_{1} n^{-\varepsilon} .
\end{gathered}
$$

If $n^{1 / 2} / r_{3}(n) \geqq 2 b$, then for any $\lambda>0$ and $i=1, \ldots, k$ we have

$$
\begin{gathered}
-R_{2} n^{-\varepsilon}+M_{K^{\prime}(T)}\left(\lambda-q_{2}(n)\right) \leqq \operatorname{pr}\left\{\tilde{S}_{n}^{i}(t)-\lambda \frac{\tilde{S}_{n}^{i}(t)}{n^{1 / 2}\left(1-K_{n}^{i}(t)\right)} \leqq\right. \\
\left.\leqq S^{i}(t) \leqq \tilde{S}_{n}^{i}(t)+\lambda \frac{\tilde{S}_{n}^{i}(t)}{n^{1 / 2}\left(1-K_{n}^{i}(t)\right)},-\infty<t \leqq T\right\} \leqq M_{K^{i}(T)}\left(\lambda+q_{2}(n)\right)+R_{2} n^{-\varepsilon} .
\end{gathered}
$$

Since $K^{i}(T) \leqq b^{2} /\left(1+b^{2}\right), i=1, \ldots, k$, we have $M\left(\lambda-q_{j}(n)\right)<M_{b^{2}\left(1+b^{2}\right)}\left(\lambda-q_{j}(n)\right) \leqq$ $\leqq M_{K^{\prime}(T)}\left(\lambda-q_{j}(n)\right), i=1, \ldots, k ; j=1,2$, thus $M_{K^{\prime}(T)}$ can be replaced by either $M$ (as noted by Hall and Wellner [14]), or $M_{b^{2}\left(1+b^{2}\right)}$ in the lower bounds. Since the choice of $\varepsilon$ is ours, the only unknown quantity in the lower bounds $R_{j} n^{-\varepsilon}+$ $+M_{b^{2}\left(1+b^{2}\right)}\left(\lambda-q_{j}(n)\right), j=1,2$, is $b$, and this can be estimated by $\left(1-F_{n}(T)\right)^{-1}$.

If $k=2$ and we are in the Kaplan-Meier model, then the symmetric bands of the second statement of the above corollary are those of [14] (without rates). Even if we compute with the conjecture $D=2$ but with $A_{1}=100, A_{2}=10$ and $A_{3}=1 / 50$, a practical application of the lower halves of the above inequalities would demand rather astronomic sample sizes. Nevertheless, the above inequalities constitute the only information presently available for the precision of the bands in question, and if one can dream about future values of the $A^{\prime} s$ as $A_{1}, A_{2} \approx 1 / 10, A_{3} \approx 10$, then this information is not disappointing at all.
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# Factor lattices by tolerances 

GÁBOR CZÉDLI

## 1. Introduction

Given a lattice $L$, a binary, reflexive, symmetric and compatible relation $\varrho \subseteq L \times L$ is said to be a tolerance relation (or shortly tolerance) of $L$. Tolerances of lattices were firstly investigated by Chajda and Zelinka [2]. Recently the importance of this concept has grown: a finite lattice is monotone functionally complete iff it has the trivial tolerances only (cf. Kindermann [4]). Moreover, Kindermann [4] has shown that the algebraic functions on a finite lattice are just the monotone functions preserving its tolerances.

Our aims in the present paper are to introduce the concept of $L / \varrho$ (i.e., factor lattice by a tolerance $\varrho$ ), to give a more handlable description of $L / \varrho$, and to give a structure-like theorem for lattices with the following consequence: every finite lattice is isomorphic to $D / \varrho$ for a suitable finite distributive lattice $D$. A characterization for tolerances of lattices will be presented in Theorem 2.

Given a reflexive and symmetric relation $\varrho$ over a non-empty set $A$, a subset $H$ of $A$ is called a block of $\varrho$ if $H^{2} \cong \varrho$ but $G^{2} \subseteq \varrho$ for no $H \subset G \cong A$. I.e., $H$ is a block of $\varrho$ if it is maximal with respect to the property: for any $a, b \in H a \varrho b$. Let the set of all blocks be denoted by $\mathscr{C}_{\boldsymbol{e}}$. On the other hand, certain subsets of $P^{+}(A)$, the set of non-empty subsets of $A$, can be called quasi-partitions on $A$ (cf. Chajda, Niederle, and Zelinka [1]). The connection of these two concepts (see [1] again) is the following. If $\varrho$ is a reflexive and symmetric relation then $\mathscr{C}_{e}$ is a quasi-partition. For a quasi-partition $\mathscr{C}$ the relation $\varrho_{\mathscr{C}}=\{(a, b):\{a, b\} \subseteq H$ for some $H \in \mathscr{C}\}$ is reflexive and symmetric. The map $\varrho_{\mapsto} \mapsto \mathscr{C}_{Q}$, from the set of reflexive and symmetric relations on $A$ into the set of quasi-partitions on $A$, is bijective and its inverse map is $\mathscr{C} \mapsto \varrho_{\mathscr{C}}$. Moreover, a reflexive and symmetric relation $\varrho$ is an equivalence iff $\mathscr{C}_{\boldsymbol{e}}$ is a partition. Therefore the following notion of factor latti-

[^3]ces by tolerances seems to be a natural generalization of that of factor lattices by congruences.

For definition, let $\varrho$ be a tolerance of a lattice $L$. For blocks $G$ and $H$ of and $\circ \in\{\wedge, \vee\}$ we define $G \circ H$ to be the unique block of $\varrho$ for which $\{g \circ h: g \in G$, $h \in H\} \subseteq G c H$. (The correctness of this definition will be shown!). Now $L / \varrho$, the factor lattice by $\varrho$, is the set of all blocks of $\varrho$ equipped with the above defined $\wedge$ and $V$ operations. I.e., the notation $L / \varrho$ is used instead of $\mathscr{C}_{\varrho}$ and $L / \varrho=(L / \varrho ; \wedge, V)$. It is worth mentioning that $L / \varrho$ is the factor lattice in the usual sence whenever the tolerance $\varrho$ happens to be a congruence relation.

## 2. $L / \varrho$ is an algebra

In this section the correctness of the definition of $L / \varrho$ will be shown. Suppose $G, H \in L / \varrho$. If $g_{i} \in G, h_{i} \in H(i=1,2)$ then the compatibility of $\varrho$ yields $\left(g_{1} \circ h_{1}\right.$, $\left.g_{2} \circ h_{2}\right) \in \varrho$. I.e., $\{g \circ h: g \in G, h \in H\}^{2} \subseteq \varrho$. Now Zorn Lemma applies and $\{g \circ h$ : $g \in G, h \in H\} \subseteq E$ for some $E \in L / \varrho$.

To show the uniqueness of $E$ some preliminaries are needed. In what follows in this section let $\varrho$ be a fixed tolerance of a lattice $L$.

Lemma 1 (Chaida and Zelinka [2]). For $a, b \in L,(a, b) \in \varrho$ if and only if $[a \wedge b, a \backslash b]^{2} \subsetneq \varrho$.

Lemma 2. The blocks of $\varrho$ are convex sublattices of $L$.
Proof. Let $C$ be a block of $\varrho$, and suppose $a, b \in C$. For an arbitrary $x \in C$ $a \varrho x$ and $b \varrho x$, whence $a \vee b \varrho x \vee x=x$. I.e., $(C \cup\{a \vee b\})^{2} \subseteq \varrho$ and the maximality of $C$ yields $a \vee b \in C$. Therefore $C$ is a sublattice. If $a, b \in C, u \in L$, and $a \leqq u \leqq b$, then, for any $x \in C, a \wedge x \in C$ and $b \vee x \in C$. Thus $a \wedge x \varrho b \vee x$, and Lemma 1 yields x@c. Finally, $u \in C$ follows from the maximality of $C$ again. Q. e. d.

For a subset $X$ of $L$ let $[X)$ and $(X]$ denote the dual ideal and ideal generated by $X$, respectively. We write $[a)$ instead of $[\{a\}$ ), and dually.

Lemma 3 (Grätzer [3]). For any convex sublattice $C$ of $L$ the equality $C=$ $=[C) \cap(C]$ holds. Moreover, if $C$ is the intersection of a dual ideal $D$ and an ideal $I$, then $D=[C)$ and $I=(C]$.

Definition 1. For ideals $I_{1}$ and $I_{2}$ let $I_{1} \wedge I_{2}=I_{1} \cap I_{2}, \quad I_{1} \vee I_{2}=\{x: x \leqq c \vee d$ for some $\left.c \in I_{1}, d \in I_{2}\right\}=\left(I_{1} \cup I_{2}\right]$, and let $I_{1} \leqq I_{2}$ mean $I_{1} \subseteq I_{2}$. On the other hand for dual ideals $D_{1}$ and $D_{2}$ let $D_{1} \wedge D_{2}=\left\{x: x \geqq c \wedge d\right.$ for some $\left.c \in D_{1}, d \in D_{2}\right\}=\left[D_{1} \cup D_{2}\right.$ ), $D_{1} \vee D_{2}=D_{1} \cap D_{2}$, and let $D_{1} \leqq D_{2}$ mean $D_{1} \supseteqq D_{2}$.

The motivation of this definition will be given in the remark to Lemma 4.

Proposition 1. If $(C]=(D]$ for $C, D \in L / \varrho$ then $C=D$.
Proof. First we show that $U=([C) \wedge[D)) \cap(C] \in L / \varrho$. Suppose $x_{1}, x_{2} \in U$. Then $x_{i} \geqq c_{i}^{\prime} \wedge d_{i}^{\prime}$ for $c_{i}^{\prime} \in[C)$ and $d_{i}^{\prime} \in[D), i=1$, 2. Let $c \in C$ and $d \in D$, and set $c_{i}=c_{i}^{\prime} \wedge c, d_{i}=d_{i}^{\prime} \wedge d(i=1,2)$. Then, by Lemma 3, we have $x_{i} \geqq c \wedge d_{i}, c_{i} \in C$, and $d_{i} \in D$ for $i=1$,2. Set $a=x_{1} \vee c_{1} \vee x_{2} \vee c_{2}$ and $b=x_{1} \vee d_{1} \vee x_{2} \vee d_{2}$. By $\quad(C]=(D] \quad$ and Lemma 3 we obtain $a \in C, b \in D$, and $a \vee b \in C \cap D$. Since $c_{1} \wedge c_{2} \in C$ and $d_{1} \wedge d_{2} \in D$, $\left(c_{1} \wedge c_{2}, a \vee b\right) \in \varrho$ and $\left(d_{1} \wedge d_{2}, a \vee b\right) \in \varrho$ follow. The compatibility of $\varrho$ yields $\left(c_{1} \wedge c_{2} \wedge d_{1} \wedge d_{2}, a \vee b\right) \in \varrho$. But $x_{1}, x_{2} \in\left[c_{1} \wedge d_{1} \wedge c_{2} \wedge d_{2}, a \vee b\right]$, whence Lemma 1 implies $\left(x_{1}, x_{2}\right) \in \varrho$. We have shown that $U^{2} \sqsubseteq \varrho . U \supseteqq[C) \cap(C]=C$ and the maximality of $C$ yields $U=C \in L / \varrho$. By making use of $(C]=(D]$ we obtain $U \supseteqq[D) \cap(D]=D$ similarly. Therefore $U=D$ as well. Q.e.d.

Proposition 2. Suppose $C, D, E \in L / \varrho$ and $\{c \vee d: c \in C, d \in D\} \subseteq E$. Then $[C) \vee[D)=[E)$.

Proof. Let $\{c \vee d: c \in C, d \in D\}$ be denoted by $U$. Since $[U)=[C) \cap[D)=$ $=[C) \vee[D),[C) \vee[D) \subseteq[E)$ follows easily. To show the required equality let $[C) \cap[D)=$ $=[C) \bigvee[D) \subset E$ be assumed. Then $[E) \backslash([C) \cap[D)) \neq \varnothing$, and one can easily see that $E \backslash([C) \cap[D)) \neq \varnothing$ as well. Therefore an element $a$ can be chosen so that $a \in E$ and, e.g., $a \notin[C)$. Choosing elements $c \in C$ and $d \in D$ we can assume that $a \leqq c \vee d$. (Otherwise $a$ could be replaced by $(c \vee d) \wedge a$, because $c \vee d,(c \vee d) \wedge a \in E$ and $(c \vee d) \wedge a \notin[C)$.) Evidently we have $a \wedge c \notin C$. For an arbitrary $x \in C$ we can proceed as follows. From $(x \vee c) \vee d \in U \subseteq E$ and $a \in E$ we obtain ( $x \vee c \vee d, a) \in \varrho$. From $x, c \in C$ and Lemma $2(x \vee c, x \wedge c) \in \varrho$ follows. By meeting we obtain $(x \vee c, a \wedge x \wedge c) \in \varrho$. From Lemma $1(x, a \wedge c) \in \varrho$ can be concluded. Consequently $(C \cup\{a \vee c\})^{2} \subseteq \varrho$, a contradiction. Q. e. d.

Now Propositions 1 and 2 and their dual statements imply the correctness of the definition of $L / \varrho$.

## 3. $\mathrm{L} / \mathrm{g}$ is a lattice

Before proving what is stated in the title of this section, a more handlable description of $L / \varrho$ is necessary.

Lemma 4. Suppose $E=C \vee D$ and $F=C \wedge D$ for $C, D, E, F \in L / \varrho$. Then we have $[C) \vee[D)=[E)$ and $(C] \vee(D] \leqq(E]$. The dual statement, $[C) \wedge[D) \geqq[F)$ and $(C] \wedge(D]=(F]$, also holds.

Remark. If for $X \in\{C, D, E, F\} \subseteq L / \varrho X$ is an interval $\left[x_{1}, x_{2}\right]$, and $E=$ $=C \vee D, F=C \wedge D$, then Lemma 4 yields $c_{1} \vee d_{1}=e_{1}, c_{2} \vee d_{2} \leqq e_{2}, c_{1} \wedge d_{1} \geqq f_{1}$, and
$c_{2} \wedge d_{2}=f_{2}$. (This is always the case when $L$ is a finite lattice.) This remark can supply a motivation of Definition 1.

Proof. Since $\{c \vee d: c \in C, d \in D\} \subseteq E$, we have $(C] \vee(D]=(\{c \vee d: c \in C, d \in D\}] \subseteq$ $\subseteq(E]$, implying $(C] \vee(D] \leqq(E]$. The rest follows from Proposition 2 and the Duality Principle.

This lemma enables us to strengthen Proposition 1:
Corollary 1. For $C, D \in L / \varrho$ we have $[C) \leqq[D)$ if and only if $(C] \leqq(D]$. Really, Proposition 1 follows from this corollary and Lemma 3.

Proof. Suppose $[C) \leqq[D)$, then $[C) \vee[D]=[D)$. Proposition 2 and the dual of Proposition 1 imply $C \vee D=D$. By making use of Lemma 4 we obtain ( $C$ ] $\leqq$ $\leqq(C] \vee(D) \leqq(D]$. The Duality Principle yields the converse implication. Q.e.d.

Theorem 1. For any tolerance $\varrho$ of an arbitrary lattice $L, L / \varrho$ is a lattice again.

Proof. By the Duality Principle it is enough to show that the $V$ operation is commutative and associative, and one of the absorption laws holds. Since the join for dual ideals in Definition 1 is commutative and associative, the commutativity and associativity are straightforward consequences of Proposition 2 and the dual of Proposition 1. To show $C \vee(C \wedge D)=C$, for $C, D \in L / \varrho$, by the dual of Proposition 1 it is enough to check $[C \vee(C \wedge D))=[C)$. But, by Lemma 4, $[C) \geqq[C) \wedge[D) \geqq$ $\geqq[C \wedge D)$, and so $[C \vee(C \wedge D))=[C) \wedge[C \wedge D)=[C)$. Q. e. d.

The following theorem deals with the connection between tolerances and corresponding quasi-partitions on lattices. For a tolerance $\varrho$ on a lattice $L, \mathscr{C}_{Q}=L / \varrho$ and $P^{+}(L)$ were defined in the Introduction.

Theorem 2. Given a lattice $L$, for any $\mathscr{C} \subseteq P^{+}(L)$ the following two conditions are equivalent.
(a) $\mathscr{C}=\mathscr{C}_{\varrho}(=L / \varrho)$ for some tolerance $\varrho$ on $L$.
(b) $\mathscr{C}$ has the following six properties:
$(\mathrm{Cl})$ The elements of $\mathscr{C}$ are convex sublattices of $L$;
$\bigcup_{C \in \mathscr{C}} C=L$
(C3) For any $C, D \in \mathscr{C},[C)=[D)$ is equivalent to $(C]=(D]$;
(C4) For any $C, D \in \mathscr{C}$ there exist $E, F \in \mathscr{C}$ such that $[C) \vee[D]=[E)$, $(C] \vee(D] \leqq(E]$, and $[C) \wedge[D) \geqq[F),(C] \wedge(D]=(F]$;
(C5) Let $x \in L, d \in C \in \mathscr{C}$ be arbitrary. If for any $e \in C \cap(d]$ there exists $C_{e}$ such that $\{e, x\} \subseteq C_{e} \in \mathscr{C}$ then $x \in(C]$, and, dually, if for any $f \in C \cap[d)$ there exists $C_{f}$ such that $\{f, x\} \subseteq C_{f} \in \mathscr{C}$ then $x \in[C)$;
(C6) If $U$ is a convex sublattice of $L$ and for any $a, b \in U$ there exists $D \in \mathscr{C}$ containing both $a$ and $b$, then $U \subseteq C$ for some $C \in \mathscr{C}$.

Moreover, if $L$ is a finite lattice then (C5) and (C6) follow already from (C1), $(\mathrm{C} 2),(\mathrm{C} 3)$, and ( C 4$)$.

Proof. (a) implies (b). (C1), (C3) and (C4) is involved in Lemma 2, Corrollary 1, and Lemma 4, respectively. Zorn Lemma yields (C2) and (C6). Suppose $x \in L, d \in C \in \mathscr{C}_{e}=$ $=L / \varrho$, and for any $e \in C \cap(d]$ there exists $C_{e} \in L / \varrho$ such that $\{e, x\} \subseteq C_{e}$. Considering the set $X=\{x\} \cup(C \cap(d])$ we have $X^{2} \subseteq \varrho$. Extending $X$ to an element of $L / \varrho$, say $E$, we obtain $[C)=[C \cap(d]) \subseteq[X) \subseteq[E)$, i.e. $[C) \geqq[E)$. Corollary 1 yields $(C] \geqq(E]$. Hence $x \in X \subseteq E \subseteq(E] \subseteq(C]$. The proof of (C5) is completed by the Duality Principle.
(b) implies (a). Suppose $\mathscr{C}$ satisfies the requirements of (b) and let $\varrho$ denote $\varrho_{\mathscr{C}}=\left\{(a, b) \in L^{2}:\{a, b\} \subseteq C\right.$ for some $\left.C \in \mathscr{C}\right\}$. The relation $\varrho$ is evidently symmetric; and it is reflexive by (C2). If $C, D, E \in \mathscr{C}, U$ denotes the set $\{c \vee d: c \in C, d \in D\}$, $[C) \vee[D)=[E)$, and $(C] \vee(D] \leqq(E]$ then $U \subseteq E$. Indeed, $U \subseteq[C) \cap[D)=[E), \quad U \subseteq$ $\cong(C] \vee(D] \subseteq(E]$, and, by Lemma 3, $E=[E) \cap(E]$. Now (C4) and the Duality Principle yield the compatibility of $\varrho$. Therefore $\varrho$ is a tolerance on $L$, and $\mathscr{C}_{\mathscr{Q}}=\mathscr{C}$ has to be shown. Suppose $C \in \mathscr{C}$. Then $C^{2} \subseteq \varrho$. If $(x, c) \in \varrho$ for any $c \in C$ then $x \in[C) \cap(C]=C$ by (C5) and Lemma 3. Thus $C \in \mathscr{C}_{e}$ and $\mathscr{C} \subseteq \mathscr{C}_{e}$. Conversely, if $U \in \mathscr{C}_{e}$ then $U \subseteq C$ for some $C \in \mathscr{C}$ by (C6). But then both $U$ and $C$ belong to $\mathscr{C}_{e}$, whence $U=C . \mathscr{C}=\mathscr{C}_{e}$ has been shown.

Finally, suppose $L$ is a finite lattice, $\mathscr{C} \subseteq P^{+}(L)$ and $\mathscr{C}$ satisfies (C1), (C2), (C3), and (C4). Since any convex sublattice of $L$ is an interval, (C6) evidently holds. Suppose $x \in L, d \in C=[a, b] \in \mathscr{C}$ and for any $e \in C \cap(d]$ there exists $C_{e}$ such that $\{e, x\} \subseteq$ $\subseteq C_{e} \in \mathscr{C}$. Then $\{a, x\} \subseteq C_{a}=[u, v]$. Since $u \leqq a$, we obtain $[C) \vee\left[C_{a}\right)=[C)$. Now (C4) together with (C3) yield ( $C] \vee\left(C_{a}\right]=(C]$, i.e., $b \vee v=b$. Hence $x \leqq v \leqq b$, which implies $x \in(C]$. (C5) is satisfied by the Duality Principle. Q. e. d.

Note that usually it is convenient to give $\mathscr{C}_{Q}$ instead of $\varrho$. For example, let $D$ be a five-element chain, say $D=\{0<1<2<3<4\}$, let $L=D^{2} \backslash\{(0,4)\}$, a sublattice of $D^{2}$, and let $\mathscr{C}_{e}=\{[(0,0),(2,1)],[(3,0),(4,1)],[(3,2),(4,4)]$, [(0,2), (2,3)], $[(1,2),(2,4)]\}$. Then Theorem 2 makes it easy to check that $\varrho$ is a tolerance and $L / \varrho$ is isomorphic to $N_{5}$, the five-element non-modular lattice.

Proposition 1 yields that for any tolerance $\varrho$ on a finite lattice $L, L / \varrho$ cannot have more element than $L$. That is why the following example can be of some interest. Define $\varrho$ over $Q$, the set of rational numbers, by $\varrho=\{(x, y):|x-y| \leqq 1\}$. Armed with the usual ordering $Q$ turns into a lattice and $\varrho$ is a tolerance on it. By making use of the results of this section it is easy to check that the factor lattice $Q / \varrho$ is isomorphic to $R$, the set of real numbers with the usual ordering. (Indeed, the $\operatorname{map} Q / \varrho \rightarrow R, \quad C \mapsto \inf C$ is an isomorphism.)

## 4. Lattices as tolerance-factors of distributive lattices

The first example in the previous section indicates that forming factor lattices by tolerances preserves neither distributivity nor modularity. It is a naturally arising question which lattice identities are preserved. No non-trivial ones, as it will appear from the forthcoming theorem. Let $\mathbf{T}, \mathbf{I}, \mathbf{H}, \mathbf{S}, \mathbf{P}$, and $\mathbf{P}_{f}$ denote the operators of taking factor lattices by tolerances, isomorphic lattices, homomorphic images, sublattices, direct products, and direct products of finite families, respectively. Note, that $\mathbf{H V} \subseteq \mathbf{I T} V$ for any class $V$ of lattices. Moreover, as it can be deduced from Theorem 2, IT $V=\mathbf{I T T} V$ for any class $V$ of lattices. (To keep the size of the paper limited, the proof, which is similar to that of Homomorphism Theorem, will be omitted.) Let 2 denote the two-element lattice.

Theorem 3. ISTSP $\{\mathbf{2}\}$ is the class of all lattices, while $\operatorname{ITSP}_{f}\{\mathbf{2}\}$ is the class of all finite lattices.

Proof. Only one argument is needed to prove this theorem consisting of two statements, just we have to show that our embeddings are surjective for the case of finite lattices. We have to show that an arbitrary (finite, respectively) lattice $L$ belongs to $\operatorname{ISTSP}\{\mathbf{2}\}$ (to $\operatorname{ITSP}_{f}\{\mathbf{2}\}$, resp.). First of all we can assume that $L$ is complete, since the map $L \rightarrow I(L), x \mapsto(x]$ is an (surjective for finite $L$ ) embedding of $L$ into its ideal lattice, i.e., into a complete lattice.

Claim 1. There are complete distributive lattices $D_{0}$ and $D_{1}$ in $\mathbf{P}\{2\}$ and injective 0-and 1-preserving maps $\varphi_{0}: L \rightarrow D_{0}, \varphi_{1}: L \rightarrow D_{1}$ such that $\varphi_{0}$ preserves arbitrary joins and $\varphi_{1}$ preserves arbitrary meets. If $L$ is finite then $D_{0}, D_{1} \in \mathbf{P}_{f}\{\mathbf{2}\}$.

Proof. Let $D_{1}$ be $P(L \backslash\{0\})$, the Boolean lattice of all subsets of $L \backslash\{0\}$, and define $\varphi_{1}: L \rightarrow D_{1}$ as $x \mapsto(x] \backslash\{0\}$. The completeness of $L$ yields $\left(\wedge\left(x_{\gamma}: \gamma \in \Gamma\right)\right]=$ $=\cap\left(\left(x_{\gamma}\right]: \gamma \in \Gamma\right)$, whence the required properties of $\varphi_{1}$ are trivial. Moreover, $D_{1}$ is isomorphic to $2^{|L|-1}$. Q. e. d.

Now let $D$ be $D_{0}+D_{1}$, the ordinal sum of $D_{0}$ and $D_{1}$. I.e., $D$ is the disjoint union of $D_{0}$ and $D_{1}$ equipped with the following ordering: $x \leqq y$ iff $x \in D_{0}$ and $y \in D_{1}$, or $x, y \in D_{i}$ and $x \leqq y$ for some $i \in\{0,1\}$. Note that $D$ is complete and it can be embedded into the direct square of $2^{|L|-1}$, thus it is in $\operatorname{ISP}\{\mathbf{2}\}$ (in $\operatorname{ISP}_{f}\{\mathbf{2}\}$ for finite $L$ ). With the help of functions in Claim 1 define $\mathscr{C} \subseteq P^{+}(D)$ by

$$
\mathscr{C}=\{C: \varnothing \neq C \subseteq D, \text { for any } c, d \in C \text { there exists } \dot{a} \in L \text { such that }
$$

$\{c, d\} \subseteq\left[a \varphi_{0}, a \varphi_{1}\right]$, and $C$ is maximal with respect to this property $\}$.
Now, by making use of Theorem 2 , we show that $\mathscr{C}=\mathscr{C}_{e}(=D / \varrho)$ for some tolerance $\varrho$ on $D$.

To check (Cl) suppose $x, y \in C \in \mathscr{C}$. For an arbitrary $z \in C$ there exist $a, b \in L$ such that $x, z \in\left[a \varphi_{0}, a \varphi_{1}\right]$ and $y, z \in\left[b \varphi_{0}, b \varphi_{1}\right]$. Since $\varphi_{0}$ preserves joins and $\varphi_{1}$ is monotone, we obtain $x \vee y, z \in\left[a \varphi_{0} \vee b \varphi_{0}, a \varphi_{1} \vee b \varphi_{1}\right] \cong\left[(a \vee b) \varphi_{0},(a \vee b) \varphi_{1}\right]$. From the maximality of $C$ we obtain $x \vee y \in C$, showing that $C$ is a sublattice. Let $c, d \in C, x \in D$ and $c<x<d$. Suppose that, e.g., $x \in D_{0}$, and let $z$ be an arbitrary element of $C$. Then $c, z \in\left[a \varphi_{0}, a \varphi_{1}\right]$ for some $a \in L$. But $a \varphi_{1} \in D_{1}$ implies $x<a \varphi_{1}$, whence $x, z \in\left[a \varphi_{0}, a \varphi_{1}\right]$. The maximality of $C$ yields $x \in C$, i.e. $C$ is a convex sublattice. By the maximality of $C, 1 \varphi_{0} \in C$, so $C$ is not empty.

From $\left[0 \varphi_{0}, 0 \varphi_{1}\right] \cup\left[1 \varphi_{0}, 1 \varphi_{1}\right]=L$ and Zorn Lemma (C2) follows.
Now suppose that, in contrary to (C3), $[C)=[E)$ and $(C] \neq(E]$ for $C, E \in \mathscr{C}$. Then one of $(C \backslash \backslash(E]$ and $(E\rfloor \backslash(C]$, say $(C\rfloor \backslash(E]$ is not empty. Fix an element $d$ from $C \backslash(E]$ and let $x$ be an arbitrary element of $E$. Since $d \wedge x \in(C] \wedge[E)=[C)=$ $[E)$, Lemma 3 yields $d, d \wedge x \in C$ and $x, d \wedge x \in E$. Hence $a \varphi_{0} \leqq d \wedge x \leqq d \leqq a \varphi_{1}$ and $b \varphi_{0} \leqq d \wedge x \leqq x \leqq b \varphi_{1}$ for some $a, b \in L$. By forming join we obtain $(a \bigvee b) \varphi_{0}=$ $=a \varphi_{0} \vee b \varphi_{0} \leqq d \wedge x \leqq d \vee x \leqq a \varphi_{1} \vee b \varphi_{1} \leqq(a \vee b) \varphi_{1}$. Thus $x, d \in\left[(a \vee b) \varphi_{0},(a \vee b) \varphi_{1}\right]$, contradicting the maximality of $E$. The rest of (C3) follows from the Duality Principle.

To show (C4), let $C, E \in \mathscr{C}$ and define $X=\{c \vee e: c \in C, e \in E\}$. For any two elements in $X$, say $c_{1} \vee e_{1}$ and $c_{2} \vee e_{2}\left(c_{i} \in C, e_{i} \in E\right)$, there exists an $u \in L$ such that $c_{i} \vee e_{i} \in\left[u \varphi_{0}, u \varphi_{1}\right]$ for $i=1,2$. Indeed, $c_{i} \in\left[a \varphi_{0}, a \varphi_{1}\right]$ and $e_{i} \in\left[b \varphi_{0}, b \varphi_{1}\right] \quad(i=1,2$ and $a, b \in L$ ), and $u$ can be defined as $a \vee b$. From Zorn Lemma we obtain the existence of an $F \in \mathscr{C}$ such that $X \subseteq F$. Since $(C] \vee(E]=(X] \leqq(F]$ is evident, $[C) \vee[E)=[F)$ has to be shown. If $x \in[C) \vee[E)=[C) \cap[E)$ then $x \geqq c$ and $x \geqq e$ for $c \in C, e \in E$. Hence $x \geqq c \vee e \in F$ implies $x \in[F)$, showing that $[C) \vee[E) \subseteq[F)$. Suppose that $[C) \vee[E) \subset[F)$. Then $F \backslash([C) \cap[E)$ ) and so, e.g., $F \backslash[C)$ are not empty. Fix elements $d, c$, and $e$ in $F \backslash[C), C$, and $E$, respectively. For an arbitrary $x \in C$ we have $x \wedge c, x \vee c \in C$ and $d,((x \vee c) \vee e) \vee d \in F$. Therefore $a \varphi_{0} \leqq x \wedge c \leqq$ $\leqq x \vee c \leqq a \varphi_{1}$ and $b \varphi_{0} \leqq d \leqq x \vee c \vee e \vee d \leqq b \varphi_{1}$ for some $a, b \in L$. By meeting we ob$\operatorname{tain}(a \wedge b) \varphi_{0} \leqq a \varphi_{0} \wedge b \varphi_{0} \leqq x \wedge c \wedge d \leqq x \vee c \leqq a \varphi_{1} \wedge b \varphi_{1}=(a \wedge b) \varphi_{1}$. Now $c \wedge d \ddagger C$ and $x, c \wedge d \in\left[(a \wedge b) \varphi_{0},(a \wedge b) \varphi_{1}\right]$ contradicts the maximality of $C$. The rest of (C4) is settled by the Duality Principle.

Before going on we show that

## $\left[u \varphi_{0}, u \varphi_{1}\right] \in \mathscr{C} \quad$ for any $u \in L$.

Only the maximality of $\left[u \varphi_{0}, u \varphi_{1}\right]$ has to be shown. Suppose $\left[u \varphi_{0}, u \varphi_{1}\right]$ is not maximal , then $\left[u \varphi_{0}, u \varphi_{1}\right] \subset C$ for some $C \in \mathscr{C}$. Fix an element $c$ in $C \backslash\left[u \varphi_{0}, u \varphi_{1}\right]$. Since $C$ is a sublattice, $c_{0}=c \wedge u \varphi_{0}$ and $c_{1}=c \vee u \varphi_{1}$ are in $C$, and either $c_{0}<u \varphi_{0}$ or $c_{1}>u \varphi_{1}$. If, e.g., $c_{0}<u \varphi_{0}$, then $c_{0}, u \varphi_{1} \in C$ implies $a \varphi_{0} \leqq c_{0}<u \varphi_{0}<u \varphi_{1} \leqq a \varphi_{1}$ for some $a \in L$. Hence $a \varphi_{0} \neq u \varphi_{0},(a \vee u) \varphi_{0}=a \varphi_{0} \vee u \varphi_{0}=u \varphi_{0}$, and $u \varphi_{1}=a \varphi_{1} \wedge u \varphi_{1}=$ $=(a \wedge u) \varphi_{1}$. The injectivity of $\varphi_{0}$ and $\varphi_{1}$ yields $a \neq u, a \vee u=u$, and $a \wedge u=u$, a contradiction.

Now suppose $x \in L, d \in C \in \mathscr{C}$ and for any $e \in C \cap(d]$ there exists $C_{e} \in \mathscr{C}$ such that $\{e, x\} \subseteq C_{e}$. Then for any $e \in C \cap(d]$ there exists $a_{e} \in L$ such that $e, x \in\left[a_{e} \varphi_{0}, a_{e} \varphi_{1}\right]$. Set $u=\Lambda\left(a_{e}: e \in C \cap(d]\right)$ and $h=\wedge(e: e \in C \cap(d])$. Since $\varphi_{1}$ preserves arbitrary meets and $\varphi_{0}$ is monotone, we obtain $u \varphi_{0} \leqq \wedge\left(a_{e} \varphi_{0}: e \in C \cap(d]\right) \leqq h$ and $x \leqq \wedge\left(a_{e} \varphi_{1}: e \in C \cap(d]\right)=u \varphi_{1}$, i.e., $h, x \in\left[u \varphi_{0}, u \varphi_{1}\right]=E$. From (*) we conclude that $E \in \mathscr{C}$. Since $u \varphi_{0} \leqq h \leqq y$ holds for any $y \in C$ (indeed, $h \leqq y \wedge d \in C \cap(d]$ ), $[E) \leqq[C$ ). Now (C3) and (C4) imply ( $E] \leqq(C]$ (cf. the proof of Corollary 1). Therefore $x \in(C]$ follows from $x \in E \subseteq(E] \subseteq(C]$. The rest of (C5) follows from the Duality Principle.

Now let $U$ be a convex sublattice of $D$ and suppose that for any $a, b \in U$ there exists $E \in \mathscr{C}$ containing both $a$ and $b$. Then $a, b \in\left[u \varphi_{0}, u \varphi_{1}\right]$ for some $u \in L$, and Zorn Lemma implies (C6).

We have shown that $\mathscr{C}$ is associated with a tolerance $\varrho$ on $D$. Let $D / \varrho=\mathscr{C}$ denote the corresponding factor lattice. For $u \in L$ let $u \psi$ denote $\left[u \varphi_{0}, u \varphi_{1}\right]$. Then, by ( $*), \psi$ is a map from $L$ into $D / \varrho$. If $u, v \in L$ then $[(u \vee v) \psi)=\left[(u \vee v) \varphi_{0}\right)=$ $=\left[u \varphi_{0} \vee v \varphi_{0}\right]=\left[u \varphi_{0}\right) \vee\left[v \varphi_{0}\right)=[u \psi) \vee[v \varphi)$. Lemma 4 and the dual of Proposition 1 imply $(u \vee v) \psi=u \psi \vee v \psi$, showing that $\psi$ is a homomorphism. Since $\varphi_{0}$ is injective, so is $\psi$. Therefore $L \in$ IST $\{D\}$.

In case $L$ is finite, so is $D$. Then any convex sublattice and, in particular, any element of $\mathscr{C}$ is an interval. Hence $\psi$ is surjective, and $L \in \mathbf{I T}\{D\}$. Q. e. d.
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# On the duality of interpolation spaces of several Banach spaces 

DICESAR LASS FERNANDEZ

## Introduction

Since the work by AronsZain-Gagliardo ([1]) appeared, the problem of the duality of interpolation spaces of two Banach spaces has attracted the interest of many authors. See for instance Lions [10] for the trace method, Lions-Peetre [12] for the mean methods, Scherer [14], Lacroix-Sonrier [9], Peetre [13] for the $J$ - and $K$-methods, and Calderón [4] for the complex method.

Although the study of interpolation spaces has been mainly restricted to couples of Banach spaces, many papers concerning interpolation spaces of several Banach spaces have appeared. See for instance Lions [11], Yoshikawa [16], Favini [5], Sparr [15], Fernandez [6], [7] and [8]. Thus, it is natural to pose the question of duality for the theories of interpolation of several Banach spaces. The purpose of this paper is to study the duality between the $J$ - and $K$ - interpolation methods for several Banach spaces introduced in Fernandez [6]. The distinguishing feature of the $J$ - and $K$ - methods studied in [6] is that they deal with $2^{n}$ spaces and $n$-parameters. This permits us to show that the two methods are equivalent, in the sense that they generate the same interpolation spaces. The equivalence of the two methods is fundamental to the study of the duality problem. Also, the idea used in the proof of the equivalence is the same one used to prove a density theorem, which is another crucial point in the duality theory. In this way we have the tools to show that the $J$ and $K$ - methods for $2^{n}$ spaces "are in duality" as is the case for $n=1$.

For the duality of the complex method for $2^{n}$ Banach spaces see Bertolo [3].
Through this paper we shall use the following notations: (A) if $a=\left(a_{1}, \ldots, a_{\mathrm{d}}\right)$, $b=\left(b_{1}, \ldots, b_{d}\right) \in \mathbf{R}^{d}$ then we set (i) $a \leqq b$ iff $a_{j} \leqq b_{j}, j=1,2, \ldots, d$; (ii) $a \cdot b=$ $=a_{1} b_{1}+\ldots a_{d} b_{d}$; (iii) $\mathrm{a} \circ b=\left(a_{1} b_{1}, \ldots, a_{d} b_{d}\right)$; (iv) $|a|=a_{1}+\ldots+a_{d}$; (v) $a^{b}=a_{1}^{b_{1}} \ldots a_{d}^{b_{d}}$; (vi) $2^{b}=2^{b_{1}} \ldots 2^{b_{d}}$; (B) $1=(1, \ldots, 1)$, (C) $L_{*}^{Q}=L_{*}^{Q}\left(\mathbf{R}^{d}\right)$ stands for the $L^{Q}$ spaces with mixed norms of Benedek-Panzone [2] with respect to the measure $d_{*} t=$ $=d_{*} t_{1} \ldots d_{*} t_{d}=d t_{1} / t_{1} \ldots d t_{d} / t_{d}$.
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## 1. Interpolation of $\mathbf{2}^{\boldsymbol{d}}$ Banach spaces

We shall first give a summary of facts on the theory of interpolation of $2^{d}$ Banach spaces. Also, we give the discretization of the methods here considered and a density theorem which has not appeared before.
1.1. Generalities. 1.1.1. The set of $k=\left(k_{1}, \ldots, k_{d}\right) \in \mathbf{R}^{d}$ such that $k_{j}=0$ or 1 will be denoted by $\square$. We have $\square=\{0,1\}$ when $d=1$ and $\square=\{(0,0),(1,0)$, $(0,1),(1,1)\}$ when $d=2$. The families of objects we shall consider will depend on indices in
1.1.2. We shall consider families of $2^{d}$ Banach spaces $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$ embedded, algebraically and continuously, in one and the same linear Hausdorff space $V$. Such a family will be called an admissible family of Banach spaces (in $V$ ).
1.1.3. If $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$ is an admissible family of Banach spaces, the linear hull $\Sigma \mathbf{E}$ and the intersection $\cap \mathbf{E}$ are defined in the usual way. They are Banach spaces under the norms

$$
\begin{equation*}
\|x\|_{\Sigma E}=\inf \left\{\Sigma_{k}\left\|x_{k}\right\|_{E_{k}} \mid x=\Sigma_{k} x_{k} ; x_{k} \in E_{k}, k \in \square\right\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x\|_{n_{\mathbf{E}}}=\max \left\{\|x\|_{E_{k}} \mid k \in \square\right\} . \tag{2}
\end{equation*}
$$

The spaces $\cap \mathbf{E}$ and $\Sigma \mathbf{E}$ are continuously embedded in $V$.
1.1.4. A Banach space $E$ which satisfies

$$
\begin{equation*}
\cap \mathbf{E} \subset E \subset \Sigma \mathbf{E} \tag{1}
\end{equation*}
$$

will be called an intermediate space (with respect to $\mathbf{E}$ ). (Hereafter $\subset$ will denote a continuous embedding.)
1.2. Intermediate spaces. 1.2.1. Let $\mathrm{E}=\left(E_{k} \mid k \in \square\right)$ be an admissible family of Banach spaces. Suppose $t=\left(t_{1}, \ldots, t_{d}\right)>0$ and $t^{k}=t_{1}^{k_{1}} \ldots t_{d}^{k_{d}}$. For $x \in \Sigma \mathrm{E}$, we set

$$
\begin{equation*}
K(t ; x)=K(t ; x ; \mathbf{E})=\inf \left\{\Sigma_{k} t^{k}\left\|x_{k}\right\|_{E_{k}} \mid x=\Sigma_{k} x_{k}, x_{k} \in E_{k}, k \in \square\right\} \tag{1}
\end{equation*}
$$

and for $x \in \cap \mathbf{E}$

$$
\begin{equation*}
J(t ; x)=J(t ; x ; \mathbf{E})=\max \left\{t^{k}\|x\|_{E_{k}} \mid k \in \square\right\} \tag{2}
\end{equation*}
$$

Now, assume $0<\Theta=\left(\theta_{1}, \ldots, \theta_{d}\right)<1$ and $1 \leqq Q=\left(q_{1}, \ldots, q_{d}\right) \leqq \infty$.
1.2.2. Definition. We define $\mathbf{E}_{\theta ; Q ; K}=\left(E_{k} \mid k \in \square\right)_{\boldsymbol{\theta} ; Q} ; K$ to be the space of all elements $x \in \Sigma \mathrm{E}$ for which

$$
\begin{equation*}
t^{-\theta} K(t ; x) \in L_{*}^{Q}, \tag{1}
\end{equation*}
$$

and $\mathbf{E}_{\boldsymbol{\theta} ; \ell ; J}=\left(E_{k} \mid k \in \square\right)_{\boldsymbol{\theta} ; Q ; J}$ to be the space of all elements $x \in \Sigma \mathbf{E}$ for which there exists a strongly measurable function $u: \mathbf{R}_{+}^{d} \rightarrow \cap \mathbf{E}$ such that

$$
\begin{equation*}
\left.x=\int_{\mathbf{R}_{+}^{d}} u(t) d_{*} t \quad \text { (in } \Sigma \mathbf{E}\right), \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
t^{-\theta} J(t ; u(t)) \in L_{*}^{Q} . \tag{3}
\end{equation*}
$$

1.2.3. Proposition. The spaces $\mathbf{E}_{\boldsymbol{\theta}: \ell ; K}$ and $\mathbf{E}_{\boldsymbol{\theta} ; \ell ; J}$ are Banach spaces under the norms

$$
\begin{equation*}
\|x\|_{\boldsymbol{\theta} ; Q ; K}=\left\|t^{-\theta} K(t ; x)\right\|_{L^{e}}, \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x\|_{\theta ; Q ; J}=\inf \left\{\| t^{-\theta} J\left(t ; u(t) \|_{L_{*}^{Q}} \mid x=\int u(t) d_{*} t\right\},\right. \tag{2}
\end{equation*}
$$

respectively. Furthermore, the spaces $\mathbf{E}_{\boldsymbol{\theta} ; \ell ; K}$ and $\mathbf{E}_{\boldsymbol{\theta} ; Q ; J}$ are intermediate spaces with respect to $\mathbf{E}$.
1.2.4. We shall say the spaces $\mathbf{E}_{\boldsymbol{\theta} ; \boldsymbol{Q} ; K}$ and $\mathbf{E}_{\boldsymbol{\theta} ; \boldsymbol{Q} ; J}$ are generated by the $K$ and $J$-methods, respectively.

The following result gives a connection between the spaces generated by the $K$-and $J$ - method and says that those are actually equivalent.
1.2.5. Proposition. If $0<\theta=\left(\theta_{1}, \ldots, \theta_{d}\right)<1$ and $1 \leqq Q=\left(q_{1}, \ldots, q_{d}\right)<\infty$ we have

$$
\begin{equation*}
\mathbf{E}_{\boldsymbol{\theta} ; \ell ; \mathbb{R}}=\mathbf{E}_{\boldsymbol{\theta} ; \ell ; J} . \tag{1}
\end{equation*}
$$

1.2.6. When we have no need to specify which interpolation method has generated the intermediate space we shall write simply $\mathbf{E}_{\boldsymbol{\theta}, \mathbb{Q}}$ for the spaces $\mathbf{E}_{\boldsymbol{\theta} ; \boldsymbol{Q} ; K}$ and $\mathbf{E}_{\boldsymbol{\theta} \boldsymbol{Q} ; \boldsymbol{J}}$.

For the proofs of the above results see Fernandez [6].
1.3. The discretization on the $\mathbf{K}$ - and $\mathbf{J}$-method. Let $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$ be an admissible family of Banach spaces.

$$
\begin{equation*}
\left(e^{-N \cdot \theta} K\left(e^{N} ; x\right)\right)_{N \in z^{a} \in l^{l}\left(\mathbf{Z}^{d}\right) .} . \tag{1}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\|x\|_{\boldsymbol{\theta} ; \boldsymbol{Q} ; K} \cong\left\|\left(e^{-N \cdot \boldsymbol{\theta}} K\left(e^{N} ; x\right)\right)_{N \in \mathbf{Z}^{d}}\right\|_{\ell e^{\left(Z^{d}\right)}} . \tag{2}
\end{equation*}
$$

Proof. If $t^{-\theta} K(t ; x)=t_{1}^{-\theta_{1}} \ldots t_{d}^{-\theta_{d}} K\left(t_{1}, \ldots, t_{d} ; x\right)$, we have

$$
\|x\|_{\theta ; Q ; K}=\left(\sum_{m_{d}=-\infty}^{\infty} \int_{e^{m_{d}}}^{e^{m_{d}+1}} \cdots\left(\sum_{m_{2}=-\infty}^{\infty} \int_{e^{m_{1}}}^{e^{m_{1}+1}}\left(t^{-\theta} K(t ; x)\right)^{q_{1}} d_{*} t_{1}\right)^{q_{2} / q_{2}} \cdots d_{*} t_{d}\right)^{1 / q_{d} .}
$$

On the other hand, if $e^{m_{j}} \leqq t_{j} \leqq e^{m_{j}+1}, j=1,2, \ldots, d$ we have

$$
K\left(e^{m_{1}}, \ldots, e^{m_{d}} ; x\right) \leqq K\left(t_{m}, \ldots, t_{d} ; x\right) \leqq e^{N} K\left(e^{m_{1}}, \ldots, e^{m_{d}} ; x\right)
$$

and

$$
\begin{equation*}
e^{-\theta \cdot M} K\left(e^{M} ; x\right) \leqq t^{-\theta} K(t ; x) \leqq e^{d} e^{-\theta} K\left(e^{M} ; x\right) . \tag{3}
\end{equation*}
$$

These inequalities imply (2) at once and prove the assertion.
1.3.2. Proposition. Let $x \in \Sigma \mathbf{E}$. Then, $x \in\left(E_{k} \mid k \in \square\right)_{\theta ; Q ; J}$ iff there is $u_{M} \in \cap \mathbf{E}$, $M \in \mathbf{Z}^{\text {d }}$, such that

$$
\begin{equation*}
x=\sum_{M \in \mathbf{Z}^{d}} u_{M} \quad(\text { in } \Sigma \mathbf{E}) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{-M \cdot \theta} J\left(e^{M} ; u_{M}\right)_{M \in Z^{d} \in l^{2}}\left(\mathbf{Z}^{d}\right) . \tag{2}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\|x\|_{\theta ; Q} ; J \cong \inf \left\{\|\left(e^{-M \cdot \theta} J\left(e^{M} ; u_{M}\right)\right)_{M \in \mathbf{Z}^{d} \|_{\ell} \ell_{\left(\mathbf{Z}^{d}\right)}} \mid x=\Sigma_{M} u_{M}\right\} . \tag{3}
\end{equation*}
$$

Proof. Let $x \in\left(E_{k} \mid k \in \square\right)_{\theta ; Q ; J}$ and $u=u(t)$ be as in 1.2.2. If $M=\left(m_{1}, \ldots, m_{d}\right)$, let us set

$$
u_{m}=u_{m_{1}} \cdots m_{d}=\int_{e^{m_{d}}}^{e^{m_{d}+1}} \ldots \int_{e^{m_{1}}}^{e^{m_{1}+1}} u\left(t_{1}, \ldots, t_{d}\right) d_{*} t_{1} \ldots d_{*} t_{d}
$$

Then we have

$$
x=\int_{\mathbf{R}_{+}^{d}} u(t) d_{*} t=\sum_{M \in \mathbf{Z}^{d}} u_{M}
$$

and

$$
\begin{equation*}
\left\|\left(e^{-M \cdot \theta} J\left(e^{M} ; u_{M}\right)\right)_{M \in Z^{d}}\right\|_{\left.l^{( } Z^{d}\right)} \leqq C\left\|t^{-\theta} J(t ; u)\right\|_{L_{*}(\underline{Q}} . \tag{4}
\end{equation*}
$$

Taking the infimum in the above inequality we get one half of (3).
We proceed similarly to obtain the converse inequality in (4), which will imply the other half of (3). The proof is complete.
1.4. Density theorems. Let $\mathrm{E}=\left(E_{k} \mid k \in \square\right)$ be an admissible family and let us denote by $\bar{\cap} \mathbf{E}^{K}$ and $\bar{\cap}^{J}$ the closure of $\cap \mathbf{E}$ in $\mathbf{E}_{\theta ; Q ; K}$ and $\mathbf{E}_{\boldsymbol{\theta} ; \boldsymbol{Q} ; \boldsymbol{J}}$ respectively. Of course, we have $\overline{\cap \mathbf{E}}^{K}=\overline{\cap \mathbf{E}}^{J}=\overline{\cap \mathbf{E}}$.
1.4.1. Proposition. If $0<\Theta<1$ and $1 \leqq Q<\infty$ we have

$$
\overline{\cap \mathbf{E}^{K}} \subset \mathbf{E}_{\theta ; Q ; K} ; \quad \text { (2) } \quad \mathbf{E}_{\theta ; Q ; J} \subset \bar{\cap}^{J}
$$

Proof. The inclusion (1) is obvious. To prove (2), let $x \in \mathbf{E}_{\theta ; Q} ; \boldsymbol{J}$ and let $u=u(t)$ be as in 1.2.2(2)-(3). Let us set

$$
x_{M}=x_{m_{1} \ldots m_{d}}=\int_{1 / m_{d}}^{m_{d}} \ldots \int_{1 / m_{1}}^{m_{1}} u\left(t_{1}, \ldots, t_{d}\right) d_{*} t_{1} \ldots d_{*} t_{d}
$$

Then

$$
x-x_{M}=\int_{\mathbf{R}_{+}^{d}} Y_{M}(t) u(t) d_{*} t,
$$

where $Y_{M}(t)=Y_{m_{1} \ldots m_{d}}(t)=0$, if $1 / m_{j}<t_{j}<m_{j}(j=1,2, \ldots, d)$ and $=1$ otherwise. Consequently

$$
\left\|x-x_{M}\right\|_{\theta ; \ell ; J} \leqq\left\|t^{-\theta} J\left(t ; Y_{M}(t) u(t)\right)\right\|_{L_{*}^{\circ}}=\left\|t^{-\theta} Y_{M}(t) J(t ; u(t))\right\|_{L_{*}^{Q}} .
$$

Finally, since $Y_{M}(t) \rightarrow 0$ as $M \rightarrow \infty$, the result follows.
1.4.2. Corollary. We have $\overline{\cap \mathrm{E}}=\mathrm{E}_{\theta ; \boldsymbol{e}}$.

Proof. It follows at once from 1.4.1(1)-(2) and the equivalence theorem.

## 2. Duality

2.1. Dual families. For a given admissible family $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$ of Banach spaces there is a natural duality between $\cap \mathbf{E}$ and $\Sigma \mathbf{E}$, and $\mathbf{E}_{\boldsymbol{\theta} ; Q ; K}$ and $\mathbf{E}_{\boldsymbol{\theta} ; Q ; J^{\prime}}$. In order to examine this duality let us set the following hypothesis $(\mathrm{H})$ on the admissible family $\mathbf{E}$ :

$$
\begin{equation*}
\cap \mathbf{E} \text { is dense in each } E_{k}, k \in \square . \tag{H}
\end{equation*}
$$

Let $\mathbf{E}^{\prime}=\left(E_{k}^{\prime} \mid k \in \square\right)$ be the family given by the duals of the elements of the family $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$.

Since $\cap \mathbf{E} \subset E_{k}$, the spaces $E_{k}^{\prime}, k \in \square$, can be canonically embedded in $(\cap \mathbf{E})^{\prime}$. The density hypothesis assures that this embedding does not identify distinct elements in $E_{k}^{\prime}$ with the same element in $(\cap \mathbf{E})^{\prime}$. In this way, the family $\mathbf{E}^{\prime}=\left(E_{k}^{\prime} \mid k \in \square\right)$ of dual spaces is an admissible family of Banach spaces.
2.1.1. Proposition. Let $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$ be an admissible family which satisfies the hypothesis $(\mathrm{H})$ and let $\mathbf{E}^{\prime}=\left(E_{k}^{\prime} \mid k \in \square\right)$ be its dual family. Then

$$
\begin{equation*}
(\cap \mathbf{E})^{\prime}=\Sigma \mathbf{E}^{\prime} \tag{1}
\end{equation*}
$$

and

$$
\begin{gather*}
\left\|x^{\prime}\right\|_{\Sigma \mathbf{E}}=\sup \left\{\left|\left\langle x, x^{\prime}\right\rangle_{\cap}\right| /\|x\|_{\cap \mathbf{E}} \mid x \in \cap \mathbf{E}\right\} ;  \tag{2}\\
(\Sigma \mathbf{E})^{\prime}=\cap \mathbf{E}^{\prime} \tag{3}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|x^{\prime}\right\|_{\mathrm{E}^{\prime}}=\sup \left\{\left|\left\langle x, x^{\prime}\right\rangle_{\Sigma}\right| /\|x\|_{\cap \mathrm{E}} \mid x \in \Sigma \mathbf{E}\right\} \tag{4}
\end{equation*}
$$

where $\langle,\rangle_{\cap}$ denotes the duality between $\cap \mathbf{E}$ and $(\cap \mathbf{E})^{\prime}$ and $\langle,\rangle_{\Sigma}$ between $\Sigma \mathbf{E}$ and $(\Sigma \mathbf{E})^{\prime}$.

Proof. Since $E_{k}^{\prime} \subset(\cap \mathbf{E})^{\prime}$, for each $k \in \square$, it follows that $\Sigma \mathbf{E}^{\prime} \subset(\cap \mathbf{E})^{\prime}$.
Conversely, if $\Phi \in(\cap \mathbf{E})^{\prime}$, the linear form

$$
\psi:\left(x_{k} \mid k \in \square\right) \rightarrow \Phi\left(2^{-d} \Sigma_{k} x_{k}\right)
$$

is bounded in the diagonal subspace of $\oplus_{k} E_{k}$, with the norm $\max _{k}\left\|x_{k}\right\| E_{E_{k}}$. By the Hahn-Banach theorem there is an $\left(x_{k}^{\prime} \mid k \in \square\right) \in \oplus_{k} E_{k}^{\prime}$ such that

$$
\Sigma_{k}\left\langle x, x_{k}^{\prime}\right\rangle_{E_{k}}=\psi(x)
$$

for all $x \in \cap \mathbf{E}$, and

$$
\Sigma_{k}\| \|_{k}^{\prime}\left\|_{E_{k}^{\prime}} \leqq\right\| \Phi \|_{(\cap E)} .
$$

Now, if we take $x_{k}=x, k \in \square$, it follows that

$$
\Phi(x)=\Sigma_{k}\left\langle x, x_{k}^{\prime}\right\rangle_{E_{k}}, \quad x \in \cap \mathbf{E} .
$$

Finally, by the density hypothesis $(\mathrm{H})$, the linear forms $x_{k}^{\prime}, k \in \square$, are determined by their values in $\cap \mathbf{E}$ and

$$
\|\Phi\|_{(\cap \mathbf{E})^{\prime}} \leqq \Sigma_{k}\left\|x_{k}^{\prime}\right\|_{E_{k}^{\prime}} .
$$

Similarly we prove (3) and (4).
As a corollary of proposition 2.1.1 we get the following result on the $K$ - and $J$-functional norms.
2.1.2. Proposition. Let $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$ be an admissible family of Banach spaces which satisfies the density hypothesis $(\mathrm{H})$ and let $\mathbf{E}^{\prime}=\left(E_{k}^{\prime} \mid k \in \square\right)$ be its dual family. Then

$$
\begin{equation*}
K\left(t ; x^{\prime} ; \mathbf{E}^{\prime}\right)=\sup \left\{\left|\left\langle x, x^{\prime}\right\rangle\right| / J\left(t^{-1} ; x ; \mathbf{E}\right) \mid x \in \cap \mathbf{E}\right\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
J\left(t ; x^{\prime} ; \mathbf{E}^{\prime}\right)=\sup \left\{\left|\left\langle x, x^{\prime}\right\rangle\right| K\left(t^{-1} ; x ; \mathbf{E}\right) \mid x \in \Sigma \mathbf{E}\right\} . \tag{2}
\end{equation*}
$$

Proof. Let $E$ be a normed space and $t>0$. Let us denote space $E$ with the norm $t\|\cdot\|_{E}$ by $t E$. Then we have ( $\left.t E\right)^{\prime}=t^{-1} E^{\prime}$.

Now, if we consider the family ( $t^{k} E_{k} \mid k \in \square$ ) we see that (1) and (2) follow at once from 2.1.1(2) and 2.1.1(4), respectively.
2.2. The duality of spaces $\mathbf{E}_{Q, \boldsymbol{\theta}}$. Let $\mathbf{E}$ be an admissible family of Banach spaces which satisfies the density hypothesis (H). Then we can consider intermediate spaces with respect to the dual family $\mathbf{E}^{\prime}$, and in particular the interpolation spaces $\mathbf{E}_{\boldsymbol{\theta}, \boldsymbol{Q}}$.

Let $E$ be an intermediate space with respect to the admissible family $\mathbf{E}$. Then; a necessary and sufficient condition for $E^{\prime}$ to be an intermediate space with respect to the dual family $\mathbf{E}^{\prime}$ is that $\cap \mathbf{E}$ be dense in E . Thus, if $E=\mathbf{E}_{\boldsymbol{\theta}, \boldsymbol{q}}$ the density result of proposition 1.4.1 assures that $E^{\prime}=\left(\mathbf{E}_{\boldsymbol{\theta}, \ell}\right)^{\prime}$ is an intermediate space with respect to the dual family $\mathbf{E}^{\prime}$.

We shall now study the relationship between the spaces $\mathbf{E}_{\boldsymbol{\theta}, Q}$, and $\left(\mathbf{E}_{\boldsymbol{\theta}, Q}\right)^{\prime}$. To this end we shall use again the notation $\mathbf{E}_{\boldsymbol{\theta} ; Q ; K}$ and $\mathbf{E}_{\theta ; \ell ; J}$ for the spaces generated by the $K$ - and $J$-method, respectively.
2.2.1. Proposition. Let $\mathbf{E}=\left(E_{k} \mid k \in \square\right)$ be an admissible family which satisfies the density hypothesis $(\mathrm{H})$ and let $\mathbf{E}^{\prime}=\left(E_{k}^{\prime} \mid k \in \square\right)$ be its dual family. Suppose $1 \leqq Q=$ $=\left(q_{1}, \ldots, q_{d}\right)<\infty$ and $0<\Theta=\left(\theta_{1}, \ldots, \theta_{d}\right)<1$. Then

$$
\begin{equation*}
\mathbf{E}_{\theta ; Q^{\prime}}^{\prime}=\left(\mathbf{E}_{\theta ; \ell}\right)^{\prime} \tag{1}
\end{equation*}
$$

where $1 / Q+1 / Q^{\prime}=1$ (i.e., $1 / q_{j}+1 / q_{j}^{\prime}=1, j=1,2, \ldots, d$ ).
Proof. We shall prove that

$$
\begin{equation*}
\mathbf{E}_{\theta ; Q^{\prime} ; K}^{\prime}=\left(\mathbf{E}_{\theta ; Q ; J}\right)^{\prime} \tag{2}
\end{equation*}
$$

By Prop. 2.1.1 it follows that

$$
\mathbf{E}_{\theta ; Q^{\prime} ; K}^{\prime} \subset \Sigma \mathbf{E}^{\prime}=(\cap \mathbf{E})^{\prime}
$$

Now, if $x^{\prime} \in \mathbf{E}_{\theta ; Q ; K}^{\prime}$ and $\langle,\rangle_{\cap}$ is the duality between $\cap \mathbf{E}$ and $(\cap \mathbf{E})^{\prime}$, the relation $\left\langle x, x^{\prime}\right\rangle_{\cap}$ makes sense for $x \in \mathbf{E}_{\theta ; Q ; J} \cap(\cap \mathbf{E})$. Thus, by definition, there is a strongly measurable function $u: \mathbf{R}^{d} \rightarrow \cap \mathbf{E}$ such that $u \in L_{*}^{1}\left(\mathbf{R}_{+}^{a} ; \cap \mathbf{E}\right)$ and satisfies 1.2.2(2). From 2.1.2(1) it follows that

$$
\begin{gather*}
\int_{\mathbf{R}^{a}}\left|\left\langle u(t), x^{\prime}\right\rangle\right| d_{*} t \leqq \int_{\mathbf{R}_{+}^{a}} J(t ; u(t)) K\left(t^{-1} ; x^{\prime}\right) d_{*} t=  \tag{3}\\
=\int_{\mathbf{R}_{+}^{d}} t^{-\theta} J(t ; u(t)) t^{\boldsymbol{\theta}} K\left(t^{-1}, x^{\prime}\right) d_{*} t \leqq\left\|t^{-\theta} J(t ; u(t))\right\|_{L^{\circ}}\left\|t^{\boldsymbol{\theta}} K\left(t^{-1}, x^{\prime}\right)\right\|_{L^{o}} .
\end{gather*}
$$

This shows that $x^{\prime} \circ u \in L_{*}^{\mathbf{1}}\left(\mathbf{R}_{+}^{d}\right)$ and thus

$$
\begin{equation*}
\int_{\mathbf{R}_{+}^{d}}\left\langle u(t), x^{\prime}\right\rangle d_{*} t=\left\langle\int_{\mathbf{R}_{+}^{d}} u(t) d_{*} t ; x^{\prime}\right\rangle=\left\langle x, x^{\prime}\right\rangle \tag{4}
\end{equation*}
$$

From (2) and (3) we get the following inequality of Hölder type

$$
\begin{equation*}
\left|\left\langle x, x^{\prime}\right\rangle\right| \leqq\|x\|_{\boldsymbol{\theta} ; Q ; J}\left\|x^{\prime}\right\|_{\boldsymbol{\theta} ; Q^{\prime} ; K} \tag{5}
\end{equation*}
$$

This Hölder inequality implies at once that $\langle$,$\rangle is a bounded linear form on a dense$ subspace of $\mathbf{E}_{\boldsymbol{\theta} ; \boldsymbol{\ell} ; J}$. Thus $\langle$,$\rangle can be extended boundedly to all \mathbf{E}_{\boldsymbol{\theta} ; \boldsymbol{\ell} ; J}$. Hence, $x^{\prime} \in\left(\mathbf{E}_{\theta ; Q ; J}\right)^{\prime}$ and we have, for the dual norm

$$
\left\|x^{\prime}\right\|_{\left(\mathbf{E}_{\boldsymbol{\theta} ; Q} ; J\right)^{y}}=\sup \left\{\left|\left\langle x, x^{\prime}\right\rangle\right| /\|x\|_{\boldsymbol{\theta} ; Q ; J} \mid x \in \mathbf{E}_{\boldsymbol{\theta} ; Q} ; J\right\} \leqq\left\|x^{\prime}\right\|_{\boldsymbol{\theta} ; Q^{\prime} ; K} .
$$

From this inequality we obtain one half of (1).

Conversely, let $x^{\prime} \in\left(\mathbf{E}_{\theta ; Q ; J}\right)^{\prime}$. By 2.1.2(1), given $\varepsilon>0$ there is $Y_{N}=Y_{n_{1} \ldots n_{d}} \in$ $\in \cap E$ with $Y_{N} \neq 0$ and such that

$$
\varepsilon K\left(e^{N} ; x^{\prime} ; \mathbf{E}^{\prime}\right) \leqq\left\langle y_{N} / J\left(e^{N} ; y_{N}\right), x^{\prime}\right\rangle
$$

Next, we denote by $l^{\boldsymbol{\theta}, \ell}\left(\mathbf{Z}^{d}\right)$ the space of all multiple sequences of real number $\left(x_{N}\right)_{N \in Z^{d}}$ such that

$$
\left\|\left(x_{N}\right)_{N \in \mathbf{Z}^{d}}\right\|_{l^{\theta}, \mathrm{e}}=\left\|\left(e^{N \cdot \boldsymbol{\theta}} x_{N}\right)_{N \in \mathbf{Z}^{d}}\right\|_{l^{Q}}<\infty .
$$

Now, if $\alpha=\left(\alpha_{N}\right)_{N} \in l^{\theta, \varrho}\left(\mathbf{Z}^{d}\right)$ and

$$
x_{\alpha}=\sum_{N \in \mathbf{Z}^{a}} \alpha_{N} y_{N} / J\left(e^{N} ; y_{N}\right)
$$

it follows that

$$
\begin{aligned}
& \left\|x_{\alpha}\right\|_{\theta ; Q ; J} \leqq \|\left(e^{-N \cdot \boldsymbol{\theta}} J\left(e^{N} ; \alpha_{N} y_{N} / J\left(e^{N} ; y_{N}\right)\right)_{N \in Z^{d}} \|_{\left.\ell^{( } \mathbf{Z}^{d}\right)}=\right. \\
& =\left\|\left(e^{-N \cdot \theta}\left|\alpha_{N}\right|\right)_{N \in Z^{d}}\right\| L_{0}\left(\mathbf{Z}^{d}\right)=\|\alpha\|_{I^{\theta}, \boldsymbol{e}}<\infty .
\end{aligned}
$$

Thus $x_{\boldsymbol{a}} \in \mathbf{E}_{\boldsymbol{\theta} ; \boldsymbol{Q} ; \boldsymbol{r}}$. Also

$$
\left\langle x_{a}, x^{\prime}\right\rangle=\left\langle\Sigma_{N} \alpha_{N} y_{N} / J\left(e^{N}, y_{N}\right), x^{\prime}\right\rangle \geqq \varepsilon \Sigma_{N} \alpha_{N} K\left(e^{-N} ; x^{\prime}\right)
$$

therefore

$$
\begin{equation*}
\varepsilon \Sigma_{N} e^{-N} \alpha_{N} e^{N} K\left(e^{-N} ; x^{\prime}\right) \leqq\|\alpha\|_{\boldsymbol{\theta}, \ell}\left\|x^{\prime}\right\|_{\boldsymbol{\theta} ; \ell ; J} \tag{6}
\end{equation*}
$$

Since $l^{\boldsymbol{\theta}, Q}\left(\mathbf{Z}^{d}\right)$ and $l^{\mathbf{1 - \theta}, Q}\left(\mathbf{Z}^{\boldsymbol{d}}\right)$ are in duality via the duality

$$
\langle\alpha, \delta\rangle=\sum_{N \in \mathbf{Z}^{d}} e^{-|N|} \alpha_{N} \delta_{N}
$$

by taking the supremum over all $\alpha \in l^{\theta, Q}\left(\mathbf{Z}^{d}\right)$ with $\|\alpha\|_{l^{\theta, Q}} \leqq 1$ in (6) we obtain

$$
\varepsilon\left\|e^{N} K\left(e^{-N} ; x^{\prime}\right)\right\|_{l^{\theta}, Q^{\prime}} \leqq\left\|x^{\prime}\right\|_{\mathbf{Q} ; \boldsymbol{\theta} ; J}
$$

that is

$$
\varepsilon\left\|x^{\prime}\right\|_{\boldsymbol{\theta} ; Q^{\prime} ; K} \leqq\left\|x^{\prime}\right\|_{\theta ; Q ; J}
$$

Since $\varepsilon$ is arbitrary we obtain the second half of (2).
From (2) and the equivalence theorem we obtain (1) and the proof is complete.
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# Amalgamated free product of lattices. <br> I. The common refinement property 

G. GRÄTZER and A. P. HUHN


#### Abstract

1. Introduction. The common refinement property has been investigated for many algebraic constructions. Intuitively, we say that the common refinement property holds for the construction $*$ (e.g., direct product or free product) if, whenever $A_{0}, A_{1}, B_{0}, B_{1}$ are algebras for which $*$ is defined, $L=A_{0} * A_{1}=B_{0} * B_{1}$, and $A_{0}, A_{1}, B_{0}, B_{1} \sqsubseteq L$, then


(1) $A_{i}=\left(A_{i} \cap B_{0}\right) *\left(A_{i} \cap B_{1}\right), \quad i=0,1$,
(2) $B_{j}=\left(A_{0} \cap B_{j}\right) *\left(A_{1} \cap B_{j}\right), \quad j=0,1$,
(3) $L=\left(A_{0} \cap B_{0}\right) *\left(A_{0} \cap B_{1}\right) *\left(A_{1} \cap B_{0}\right) *\left(A_{1} \cap B_{1}\right)$.

This is, of course, not a definition; we did not even specify what is meant by the right side of (3). In most concrete cases, however, the meaning of (1), (2), and (3) is clear: direct product of groups and rings, direct product of lattices with 0 , free product of lattices (G. Grätzer and J. Sichler [4]), and free product of algebras in a regular variety (B. Jónsson and E. Nelson [6]) are examples of algebraic constructions satisfying the common refinement property.

The present investigation was prompted by Problem VI. 2 in G. Grätzer [1], asking whether or not free $\{0,1\}$-product of bounded lattices satisfies the common refinement property. We answer this question in the affirmative; the method of the proof, however, leads much farther. It will be shown that two free products amalgamated over the same finite lattice $Q$ always have a common refinement. The Theorem gives, for an arbitrary lattice $Q$ and any two representations of a lattice $L$ as free $Q$-products, a necessary and sufficient condition for the existence of a common refinement.
2. Results. To define the concept of an amalgamated free product, let $Q, A_{0}, A_{1}$ be lattices ( $Q=\varnothing$ is allowed), let $Q$ be a sublattice of both $A_{0}$ and $A_{1}$, and let

[^5]$A_{0} \cap A_{1}=Q$. Then $A_{0} \cup A_{1}$ is a partial lattice in a natural way (see Section 3 for a detailed definition). The free lattice generated by this partial lattice will be called the free product of $A_{0}$ and $A_{1}$ amalgamated over $Q$, or the $Q$-free product of $A_{0}$ and $A_{1}$; it will be denoted by $A_{0} *_{Q} A_{1}$. In this paper, the formula $L=A_{0} *_{Q} A_{1}$ always assumes that $L$ is a lattice, $A_{0}$ and $A_{1}$ are sublattices of $L, Q=\varnothing$ or $Q$ is a sublattice of both $A_{0}$ and $A_{1}$.

Our main theorem is as follows (for a more complete version see Section 4):
Theorem. Let $L=A_{0} *_{Q} A_{1}=B_{0} *_{Q} B_{1}$. These two decompositions of $L$ have a common refinement, that is, conditions (1)-(3) of Section 1 hold for $*_{Q}$ if and only if for any $i, j \in\{0,1\}, x \in A_{i}, y \in B_{j}$, the inequality $x \leqq y$ in $L$ implies the existence of $a$ $z \in A_{i} \cap B_{j}$ such that $x \leqq z$ in $A_{i}$ and $z \leqq y$ in $B_{j}$.

This theorem has several consequences.
Corollary 1. If $Q$ satisfies the Ascending Chain Condition or the Descending Chain Condition, then any two Q-free decompositions of a lattice have a common refinement.

Clearly, the special case $Q=\{0,1\}$ of Corollary 1 answers Problem VI. 2 of [1] in the affirmative.

Corollary 2. Let $L=A_{0}{ }_{Q} A_{1}=B_{0}{ }_{Q} B_{1}$. If, for any $i, j \in\{0,1\}$, either $A_{i}$ or $B_{j}$ is convex in $A_{i} \cup B_{j}$, then the two decompositions have a common refinement.

The most important open problem in this investigation is whether the condition given in the Theorem is a tautology or not; that is, whether $Q$-free products always have common refinements.

It follows easily from the main result of G. Grätzer and J. Sichler [4] that the free factors of a lattice $L$ form a distributive lattice. This statement remains valid for $Q$-free factors ( $Q \subseteq L$ ) if $Q$-free products always have common refinements (see Section 8). The next two corollaries establish distributivity like properties of the set of all $Q$-free factors for an arbitrary $Q$.

Corollary 3. If $A_{0} *_{Q} A_{1}=A_{0} *_{Q} A_{2}$ and $A_{1} \subseteq A_{2}$, then $A_{1}=A_{2}$.
Corollary 4. If $A_{0} *_{Q} A_{1}=A_{0} *_{Q} A_{2}=A_{1} *_{Q} A_{2}$, then $Q=A_{0}=A_{1}=A_{2}$.
3. Amalgamated free products. We need a lemma before we give the definition of an amalgamated free product.

Lemma 1. Let $A_{0}$ and $A_{1}$ be lattices, let $Q$ be a sublattice of both $A_{0}$ and $A_{1}$ or $Q=\varnothing$, and let $A_{0} \cap A_{1}=Q$. Then there exists a smallest partial lattice on the set $A_{0} \cup A_{1}$ extending the operations of $A_{0}$ and $A_{1}$.

Proof. Since the Amalgamation Property holds for lattices, there is an embedding of $A_{0} \cup A_{1}$ into a lattice preserving the operations of $A_{0}$ and $A_{1}$. Restricting the operations of this lattice to $A_{0} \cup A_{1}$, we get a partial lattice on the set $A_{0} \cup A_{1}$. Therefore, the set of all partial lattices on the set $A_{0} \cup A_{1}$ whose operations are extensions of the operations of $A_{0}$ and $A_{1}$ is nonempty. Now let $\left\langle A_{0} \cup A_{1} ; \wedge_{\gamma}, \vee_{y}\right\rangle, \gamma \in \Gamma$, be partial lattices on the set $A_{0} \cup A_{1}$. Let $\wedge$ and $\vee$ be the intersection of the $\Lambda_{\gamma}$ 's and $V_{\gamma}^{\prime}$ 's, respectively ( $\Lambda_{\gamma}$ and $V_{\gamma}$ are sets, in fact, they are subsets of $\left.\left(A_{0} \cup A_{1}\right)^{2} \times\left(A_{0} \cup A_{1}\right)\right)$. We shall prove that $\left\langle A_{0} \cup A_{1} ; \Lambda, \vee\right\rangle$ is a partial lattice. This, will prove Lemma 1.

Here we need N. Funayama's characterization of partial lattices (see, e.g., G. Grätzer [1]): A partial algebra $\langle H ; \wedge, \vee\rangle$ is a partial lattice if and only if, for arbitrary $a, b, c \in H$, the following five conditions and their duals hold.
(i) $a \wedge a$ exits and $a \wedge a=a$.
(ii) If $a \wedge b$ exists, then $b \wedge a$ exists and $a \wedge b=b \wedge a$.
(iii) If $a \wedge b,(a \wedge b) \wedge c, b \wedge c$ exist, then $a \wedge(b \wedge c)$ exists, and $(a \wedge b) \wedge c$ $=a \wedge(b \wedge c)$. If $b \wedge c, a \wedge(b \wedge c), a \wedge b$ exist, then $(a \wedge b) \wedge c$ exists and $(a \wedge b) \wedge c=a \wedge(b \wedge c)$.
(iv) If $a \wedge b$ exists, then $a \vee(a \wedge b)$ exists, and $a=a \vee(a \wedge b)$.
(v) If $[a) \bigvee[b)=[c)$ in $D_{0}(H)$, then $a \wedge b$ exists in $H$ and equals $c$. (Here $D_{0}(H)$ denotes the lattice consisting of $\varnothing$ and all dual ideals of $H . D_{0}(H)$ is ordered by inclusion.)

Now we prove (v) for $\left\langle A_{0} \cup A_{1} ; \wedge, \vee\right\rangle$, the proof of the other four conditions is similar. Every $\left\langle A_{0} \cup A_{1} ; \wedge_{\gamma}, \vee_{\gamma}\right\rangle, \gamma \in \Gamma$, is a partial lattice, therefore, (v) holds for $\left\langle A_{0} \cup A_{1} ; \Lambda_{\gamma}, \vee_{\gamma}\right\rangle$. Assume that $[a) \bigvee[b)=[c)$ in $D_{0}\left(\left\langle A_{0} \cup A_{1} ; \wedge, \vee\right\rangle\right)$. Then $[a) \bigvee[b)=[c)$ in $D_{0}\left(\left\langle A_{0} \cup A_{1} ; \Lambda_{\gamma}, V_{\gamma}\right\rangle\right)$ for all $\gamma \in \Gamma$. In fact, $\Lambda_{\gamma}$ is an extension of $\Lambda$; therefore, the dual ideals generated by $a$ and $b$ relative to $\Lambda_{y}$ contain the dual ideals generated by $a$ and $b$ relative to $\Lambda$, respectively. Thus $[a) \vee[b) \supseteqq[c)$ in $D_{0}\left(\left\langle A_{0} \cup A_{1} ; \wedge_{\gamma}, \vee_{\gamma}\right\rangle\right)$. The reverse inclusion is trivial. Now, by (v), $a \wedge_{\gamma} b=c$ for all $\gamma \in \Gamma$. Hence $a \wedge b=c$. This completes the proof.

Definition 1. Let $Q, A_{0} ; A_{1}$ be as in Lemma 1. Let $P\left(A_{0}, A_{1}, Q\right)$ denote the smallest partial lattice of Lemma 1. If $Q=A_{0} \cap A_{1}$ is understood, we write $P\left(A_{0}, A_{1}\right)$. for $P\left(A_{0}, A_{1}, Q\right)$. Then the free lattice generated by $P\left(A_{0}, A_{1}, Q\right)$ will be called the free product of $A_{0}$ and $A_{1}$ amalgamated over $Q$, and it will be denoted by $A_{0}{ }_{Q} A_{1}$.

A warning is in order here. We can partially order $A_{0} \cup A_{1}$ by the smallest partial order containing the ordering of $A_{0}$ and the ordering of $A_{1}$. If we take $A_{0} \cup A_{1}$ together with all the existing g.l.b.'s and l.u.b.'s relative to this ordering, then the resulting partial lattice is generally different from the one defined above.

Definition 1 can easily be extended to a definition of the $Q$-free product of an arbitrary finite number of lattices containing $Q$. In particular, if $L=A_{0} *_{Q} A_{1}=$ $=B_{0} *_{Q} B_{1}$, then $\left(A_{0} \cap B_{0}\right) *_{Q}\left(A_{0} \cap B_{1}\right) *{ }_{Q}\left(A_{1} \cap B_{0}\right) *_{Q}\left(A_{1} \cap B_{1}\right)$ is the free lattice generated by the smallest partial lattice on the set $\left(A_{0} \cap B_{0}\right) \cup\left(A_{0} \cap B_{1}\right) \cup\left(A_{1} \cap B_{0}\right) \cup$ $\cup\left(A_{1} \cap B_{1}\right)$ whose operations extend the operations of all $A_{i} \cap B_{j}, i, j=0,1$.

We shall need a description of the ordering and of the ideals of $P\left(A_{0}, A_{1}\right)$.
Lemma 2. Let $x \in A_{0}$ and $y \in A_{1}$. Then $x \leqq y$ in $P\left(A_{0}, A_{1}\right)$ if and only if there is a $z \in Q$ with $x \leqq z$ in $A_{0}$ and $z \leqq y$ in $A_{1}$.

Proof. Define $\leqq$ on $A_{0} \cup A_{1}$ as follows: $\leqq$ retains its meaning on $A_{0}$ and $A_{1}$; for $x \in A_{0}$ and $y \in A_{1}$ (or $x \in A_{1}$ and $y \in A_{0}$ ) define $\leqq$ as in the lemma. It is obvious that $\leqq$ is a partial ordering on $A_{0} \cup A_{1}$. (This is used in the proof of the Amalgamation Property for lattices.) Consider the partial lattice $\left\langle A_{0} \cup A_{1} ; \wedge, \vee\right\rangle$, where $a \wedge b=c$ iff $c$ is the greatest lower bound of $a$ and $b$ with respect to $\leqq ; a \vee b=c$ is defined dually.

Let $\leqq{ }_{1}$ denote the ordering of $P\left(A_{0}, A_{1}\right)$. Since $P\left(A_{0}, A_{1}\right)$ is the smallest partial lattice on $A_{0} \cup A_{1}$, $\leqq_{1}$ must be contained in $\leqq$. To prove the converse, let $a \leqq b$, $a, b \in A_{0} \cup A_{1}$. If $a, b \in A_{i}$ for some $i$ in $\{0,1\}$, then $a \leqq b$ in $A_{i}$. Hence, by the definition of $P\left(A_{0}, A_{1}\right), a \leqq{ }_{1} b$. Therefore, and by symmetry, we may assume that $a \in A_{0}$ and $b \in A_{1}$. Thus there is an element $c$ in $A_{0} \cap A_{1}$ such that $a \leqq c$ in $A_{0}$ and $c \leqq b$ in $A_{1}$. The same inequalities hold in $P\left(A_{0}, A_{1}\right)$, that is, $a \leqq{ }_{1} c \leqq{ }_{1} b$, as claimed.

Lemma 3. Every ideal of $P\left(A_{0}, A_{1}\right)$ is the union of an ideal $I_{0}$ of $A_{0}$ and an ideal $I_{1}$ of $A_{1}$ satisfying $I_{0} \cap Q=I_{1} \cap Q$. Conversely, if $I_{0}$ is an ideal of $A_{0}$ and $I_{1}$ is an ideal of $A_{1}$ with $I_{0} \cap Q=I_{1} \cap Q$, then $I_{0} \cup I_{1}$ is an ideal of $P\left(A_{0}, A_{1}\right)$.

Proof. Let $I$ be an ideal of $P\left(A_{0}, A_{1}\right)$. Then $I_{i}=I \cap A_{i}$ is an ideal of $A_{i}$, $i=0,1$, and $I_{0} \cap Q=I \cap A_{0} \cap Q=I \cap A_{0} \cap A_{1}=I \cap A_{1} \cap Q=I_{1} \cap Q$, which proves the first statement.

To prove the converse, consider the partial algebra $\left\langle A_{0} \cup A_{1} ; \vee, \Lambda\right\rangle$, where $x \wedge y$ (resp., $x \vee y$ ) is defined if and only if $x$ and $y$ are in the same $A_{i}$ and $x \wedge y$ (resp., $x \vee y$ ) is the meet (resp., join) of $x$ and $y$ in $A_{i}$. Call a set $l$ an ideal of the partial algebra $\left\langle A_{0} \cup A_{1} ; \wedge, \vee\right\rangle$ if, whenever $x, y \in I$ and $x \vee y$ is defined, then $x \vee y \in I$ and whenever $x \in I, y \in A_{0} \cup A_{1}$, and $y \leqq x$, then $y \in I$. (The partial order $\leqq$ was defined in Lemma 2.) Now let $I_{0}$ be an ideal of $A_{0}$ and let $I_{1}$ be an ideal of $A_{1}$ with $I_{0} \cap Q=I_{1} \cap Q$. The latter condition ensures that $I_{0} \cup I_{1}$ is an ideal of $\left\langle A_{0} \cup A_{1}\right.$; $\wedge, \vee\rangle$. Now we prove that $I_{0} \cup I_{1}$ is an ideal of $P\left(A_{0}, A_{1}\right)$. In fact, $P\left(A_{0}, A_{1}\right)$ is the smallest partial lattice in which, besides the partial operations of $\left\langle A_{0} \cup A_{1} ; \wedge, \vee\right\rangle$, all the meets and joins are defined that follow by iterated application of conditions
(i) to (v) and their duals. Therefore, it is sufficient to check that a single application of any one of (i) to (v) and their duals does not change the ideals; this is evident.
4. Smooth representations of ideals. The proofs in G. Grätzer and J. Sichler [4] rely on two facts:

1. In a free product $L=A_{0} * A_{1}$ every element has a lower $A_{0}$-cover, which is an element of $\left(A_{0}\right)^{b}$ (that is, $A_{0}$ with a new 0 and 1 adjoined);
2. Forming lower $A_{0}$-covers is a homomorphism of $L$ into $\left(A_{0}\right)^{b}$.

In general, these statements do not hold for amalgamated free products. In this section we find some statements that hold for amalgamated free products; these statements can be viewed as substitutes for the two facts mentioned above.

Throughout this section, let $Q, A_{0}, A_{1}, L$ be lattices, let $L=A_{0} *_{Q} A_{1}$, and let $A=P\left(A_{0}, A_{1}, Q\right)$ as defined in Section 3. Let $I(A)$ (respectively, $\left.I\left(A_{i}\right)\right)$ denote the ideal lattice of $A$ (respectively, of $A_{i}$ ). For any ideal $I$ of $L$ or of $A$ define

$$
(I)_{i}=I \cap A_{i}, \quad i=0,1
$$

and for an ideal $I$ of $L$ define

$$
I_{A}=I \cap A
$$

For a principal ideal $I$ of $L$, the ideals $(I)_{i}$ and $I_{A}$ correspond to the usual lower covers (see, e.g., [1]), however, $I \rightarrow(l)_{i}, I \in I(L)$, is not a homomorphism, that is,

$$
\begin{equation*}
\left(p\left(I_{0}, \ldots, I_{n-1}\right)\right)_{i}=p\left(\left(I_{0}\right)_{i}, \ldots,\left(I_{n-1}\right)_{i}\right) \tag{1}
\end{equation*}
$$

does not hold for all polynomials $p$. For certain polynomials, however, (1) does hold (see Definition 2) and it will turn out (Lemma 8) that this happens often enough, making it possible to carry out some of the proofs of [4] under more general conditions.

Definition 2. Let $p=p\left(x_{0}, \ldots, x_{n-1}\right)$ be an $n$-ary lattice polynomial, let $I, I_{0}, \ldots, I_{n-1}$ be ideals of $L$ (of $A, A_{i}$, respectively), and let $I=p\left(I_{0}, \ldots, I_{n-1}\right.$ ) in $I(L)$ (in $I(A), I\left(A_{i}\right)$, respectively). We say that $p\left(I_{0}, \ldots, I_{n-1}\right)$ is a smooth representation of $I$ (or that $p\left(I_{0}, \ldots, I_{n-1}\right)$ is smooth) iff one of the following conditions holds:
a) $p=x_{i}$;
b) $p=p_{0} \wedge p_{1}$ and both $p_{0}\left(I_{0} ; \ldots, I_{n-1}\right)$ and $p_{1}\left(I_{0}, \ldots, I_{n-1}\right)$ are smooth;
c) $p=p_{0} \vee p_{1}$, both $p_{0}\left(I_{0}, \ldots, I_{n-1}\right)$ and $p_{1}\left(I_{0}, \ldots, I_{n-1}\right)$ are smooth, and, for any $q \in Q$,

$$
\begin{aligned}
& q \in p\left(I_{0}, \ldots, I_{n-1}\right) \text { implies that } q \in p_{0}\left(I_{0}, \ldots, I_{n-1}\right) \text { or } \\
& \\
& q \in p_{1}\left(I_{0}, \ldots, I_{n-1}\right) .
\end{aligned}
$$

The following lemma shows that every representation of an element of $L$ can be turned into a smooth representation.

Lemma 4. Let $a \in L, a_{0}, \ldots, a_{n-1} \in A_{0} \cup A_{1}$, and let $a=p\left(a_{0}, \ldots, a_{n-1}\right)$ where $p$ is a lattice polynomial. Then there exist an integer $m \geqq 0$, a polynomial $\tilde{p}$ in $n+m$ variables, and subsets $Q_{0}, \ldots, Q_{m-1}$ of $Q$ such that

$$
(a]=\tilde{p}\left(\left(a_{0}\right], \ldots,\left(a_{n-1}\right],\left(Q_{0}\right], \ldots,\left(Q_{m-1}\right]\right)
$$

is a smooth representation of $(a]$ in $I(L)$.
Proof. We prove this statement by induction on the rank of $p$.
If $p=x_{i}$, then we can choose $m=0, \tilde{p}=p$.
If $p=p_{0} \vee p_{1}$, then, by the induction hypothesis, there exist an $m \geqq 0$, polynomials $\tilde{p}_{0}$ and $\tilde{p}_{1}$ of $n+m-1$ variables, and subsets $Q_{0}, \ldots, Q_{m-2}$ of $Q$ such that

$$
\tilde{p}_{i}\left(\left(a_{0}\right], \ldots,\left(a_{n-1}\right],\left(Q_{0}\right], \ldots,\left(Q_{m-2}\right]\right)
$$

is a smooth representation of $p_{i}\left(\left(a_{0}\right], \ldots,\left(a_{n-1}\right]\right)$ for $i=0$ and 1. Let $Q_{m-1}=(a] \cap Q$. We claim that

$$
\begin{gathered}
\tilde{p}_{0}\left(\left(a_{0}\right], \ldots,\left(a_{n-1}\right],\left(Q_{0}\right], \ldots,\left(Q_{m-2}\right]\right) \vee \\
\vee\left(\tilde{p}_{1}\left(\left(a_{0}\right] \ldots,\left(a_{n-1}\right],\left(Q_{0}\right], \ldots,\left(Q_{m-2}\right]\right) \vee\left(Q_{m-1}\right]\right)
\end{gathered}
$$

is a smooth representation of (a]. Indeed, by the definitions of $\tilde{p}_{i}$ and of $Q_{m-1}$, this ideal equals (a]. Moreover, $\tilde{p}_{1}\left(\left(a_{0}\right], \ldots\right) \vee\left(Q_{m-1}\right]$ is smooth because its components are smooth and if, for $q \in Q, q \in \tilde{p}_{1}\left(\left(a_{0}\right], \ldots\right) \vee\left(Q_{m-1}\right]$, then $q \in(a]$; thus, $q \in\left(Q_{m-1}\right]$ by the definition of $Q_{m-1}$. Similarly, $\tilde{p}_{0}((a], \ldots) \vee\left(\tilde{p}_{1}\left(\left(a_{0}\right], \ldots\right) \vee\left(Q_{m-1}\right]\right)$ is smooth.

Finally, if $p=p_{0} \wedge p_{1}$, then let $\tilde{p}_{i}\left(\left(a_{0}\right], \ldots,\left(a_{n-1}\right],\left(Q_{0}\right], \ldots,\left(Q_{m-1}\right]\right)$ be a smooth representation of $p_{i}\left(\left(a_{0}\right], \ldots,\left(a_{n-1}\right]\right)$ for $i=0$ and 1 . The meet of these two polynomials is obviously a smooth representation of (a].

In the remainder of this section we have to compute polynomials in $L, I(L)$, $I(A)$, and $I\left(A_{i}\right), i=0,1$. We shall distinguish between the operations in $I(A)$ and $I\left(A_{i}\right)$ by superscripting them by $A$ and $i$, respectively.

The following lemma is a consequence of the solution of the word problems for lattices freely generated by a partial lattice (see, e.g., G. Grätzer, A. Huhn, and H. Lakser [2]).

Lemma 5. Let $x, y \in L$. Then

$$
(x \vee y] \cap A=((x] \cap A) \vee^{A}((y] \cap A), \quad \text { and } \quad(x \wedge y] \cap A=((x] \cap A) \wedge^{A}((y] \cap A)
$$

Lemma 6. Let I and $J$ be ideals of $L$. Then

$$
(I \vee J)_{A}=(I)_{A} \vee^{A}(J)_{A}
$$

Furthermore, if $I \vee J$ is smooth, then so is $(I)_{A} \vee^{A}(J)_{A}$.

Proof. We prove that $(I V J)_{A} \subseteq(I)_{A} \vee^{A}(J)_{A}$ (the reverse inclusion is obvious). Let $a \in(I \vee J)_{A}$. Then $a \in A$ and there exist $i \in I$ and $j \in J$ such that $a \leqq i \vee j$. From Lemma 5, it follows that

$$
a \in(i \vee j] \cap A \subseteq((i] \cap A) \vee^{A}((j] \cap A) \subseteq(I)_{A} \vee^{A}(J)_{A}
$$

This proves the first half of the lemma.
Assume now that $I \vee J$ is smooth. We have to prove that so is $(I)_{A} \vee^{A}(J)_{A}$. Let $q \in Q$ and let

$$
q \in(I)_{A} \vee A(J)_{A}
$$

Then $q \in I \vee J$; thus, $q \in I$ or $q \in J$, say $q \in I$. Since $q \in Q \subseteq A$, we have $q \in I \cap A=(I)_{A}$. This completes the proof.

Most of the results of this section are summarized in the following two lemmas that show that one can work with smooth representations as if forming lower covers were a homomorphism.

Lemma 7. Let $I$ and $J$ be ideals of $A$ and let us assume that $I V^{A} J$ is smooth. Then

$$
\left(I \vee^{A} J\right)_{i}=(I)_{i} \vee^{i}(J)_{i} \quad \text { for } \quad i=0,1
$$

and the right side of the equation is smooth.
Proof. We claim that

$$
\left((I)_{0} \vee^{0}(J)_{0}\right) \cap Q=\left((I)_{1} \vee^{1}(J)_{1}\right) \cap Q
$$

Indeed, let $q \in Q$ and let $q \in(I)_{0} \vee^{0}(J)_{0}$. Then $q \in I V^{A} J$; therefore, $q$ is in $I$ or $J$, say, $q \in I$. Then $q \in(I)_{1} \subseteq(I)_{1} V^{1}(J)_{1}$, which verifies that the left side is contained in the right side. Repeating this argument starting with the right side, we verify the claim.

This claim, by Lemma 3, shows that

$$
\left((I)_{0} \vee^{0}(J)_{0}\right) \cup\left((I)_{1} \vee^{1}(J)_{1}\right)
$$

is an ideal of $P\left(A_{0}, A_{1}\right)$; obviously, it is the smallest ideal containing both $I$ and $J$, that is,

$$
I \vee^{A} J=\left((I)_{0} \vee^{0}(J)_{0}\right) \cup\left((I)_{1} \vee^{1}(J)_{1}\right)
$$

Now we compute (using the above claim again):

$$
\begin{gathered}
\left(I \vee^{A} J\right)_{0}= \\
=\left(\left((I)_{0} \vee^{0}(J)_{0}\right) \cup\left((I)_{1} \vee^{1}(J)\right)_{1}\right) \cap A_{0}= \\
=\left((I)_{0} \vee^{0}(J)_{0}\right) \cup\left(\left((I)_{1} \vee^{1}(J)_{1}\right) \cap Q\right)= \\
=\left((I)_{0} \vee^{0}(J)_{0}\right) \cup\left(\left((I)_{0} \vee^{0}(J)_{0}\right) \cap Q\right)= \\
=(I)_{0} \vee^{0}(J)_{0} .
\end{gathered}
$$

Finally, we can see that $(I)_{0} \vee^{0}(J)_{0}$ is smooth arguing as we did in Lemma 6.
Lemma 8. Let $p=p\left(x_{0}, \ldots, x_{n-1}\right)$ be a lattice polynomial and let $I_{0}, \ldots, I_{n-1}$ be ideals of $L$, such that $p\left(I_{0}, \ldots, I_{n-1}\right)$ is smooth. Then

$$
\left(p\left(I_{0}, \ldots, I_{n-1}\right)\right)_{i}=p\left(\left(I_{0}\right)_{i}, \ldots,\left(I_{n-1}\right)_{i}\right)
$$

is a smooth representation of $\left(p\left(I_{0}, \ldots, I_{n-1}\right)\right)_{i}$.
Proof. By induction: if $p=x_{i}$ or $p=p_{0} \wedge p_{1}$, then Lemma 8 is trivial; if $p=p_{0} \vee p_{1}$, then Lemma 8 is a combination of Lemmas 6 and 7.
5. Amalgamated free products of sublattices. It was proved in B. Jónsson [5], that, if a variety $V$ has the Amalgamation Property, then the following statement holds: for arbitrary algebras $A_{0}$ and $A_{1}$ in $V$ and subalgebras $A_{0}^{\prime}$ of $A_{0}$ and $A_{1}^{\prime}$ of $A_{1}$ the set $A_{0}^{\prime} \cup A_{1}^{\prime}$ generates a subalgebra in the free product $A_{0} * A_{1}$ canonically isomorphic to $A_{0}^{\prime} * A_{1}^{\prime}$. "Canonically" means that the isomorphism is the identity map on $A_{0}^{\prime}$ and on $A_{1}^{\prime}$. Jónsson's proof is valid not only for varieties but also for classes closed under the formation of subalgebras and of direct products. Thus the proof works for $Q$-lattices, that is, lattices containing $Q$ as a sublattice such that the elements of $Q$ are regarded as nullary operations. This yields the following lemma.

Lemma 9. Let $L=A_{0} *{ }_{Q} A_{1}$, let $A_{0}^{\prime}$ and $A_{1}^{\prime}$ be sublattices of $A_{0}$ and $A_{1}$, respectively, and let $Q \subseteq A_{0}^{\prime}$ and $Q \subseteq A_{1}^{\prime}$. Then the sublattice of $A_{0} *_{Q} A_{1}$ generated by $A_{0}^{\prime} \cup A_{1}^{\prime}$ is canonically isomorphic to $A_{0}^{\prime}{ }_{Q} A_{1}^{\prime}$.

There is an alternative proof by using the solution to the word problem for lattices generated by a partial lattice. For the case $Q=\varnothing$, such a proof appears in G. Grätzer, H. Lakser, and C. R. Platt [3]. (See also G. Grätzer [1].)
6. Proof of the Theorem. We introduce some new notation. For an ideal $I$ of $L$, let $I_{A_{0}}$ denote the ideal of $L$ generated by $I \cap A_{0}$; we call $I_{A_{0}}$ the lower $A_{0}$-cover of $I$. Similarly for $I_{A_{1}}, I_{B_{0}}$, and $I_{B_{1}}$. Note that Lemma 8 holds also for lower $A_{i}$ (resp., $B_{j}$ )-covers.

For arbitrary fixed $i, j \in\{0,1\}$, we define $I_{i j}(L)$ as the set of principal ideals of $L$ and the lower $A_{i}$-covers and lower $B_{j}$-covers of principal ideals of $L$.

We prove the main theorem in a stronger form:
Theorem. Let $L=A_{0} *_{Q} A_{1}=B_{0} *_{Q} B_{1}$. Then the following conditions are equivalent.
(i) $L=\left(A_{0} \cap B_{0}\right) *_{Q}\left(A_{0} \cap B_{1}\right) *_{Q}\left(A_{1} \cap B_{0}\right) *_{Q}\left(A_{1} \cap B_{1}\right)$.
(ii) $A_{i}=\left(A_{i} \cap B_{0}\right) *_{Q}\left(A_{i} \cap B_{1}\right)$, for $i=0,1$.
(iii) $B_{j}=\left(A_{0} \cap B_{j}\right) *_{Q}\left(A_{1} \cap B_{j}\right)$, for $j=0,1$.
(iv) For any $i, j \in\{0,1\}, x \in A_{i}$, and $y \in B_{j}, x \leqq y$ in Limplies the existence of $a$ $z \in A_{i} \cap B_{j}$ such that $x \leqq z$ in $A_{i}$ and $z \leqq y$ in $B_{j}$.
(v) For any $i, j \in\{0,1\}$ and for any ideal $I$ of $L, I=\left(I \cap A_{i}\right]=\left(I \cap B_{j}\right]$ implies that $I=\left(I \cap A_{i} \cap B_{j}\right]$.
(iv) For any $i, j \in\{0,1\}$ and for any ideal $I \in I_{i j}(L), I=\left(I \cap A_{i}\right]=\left(I \cap B_{j}\right]$ implies that $l=\left(I \cap A_{i} \cap B_{j}\right]$.

Proof. We prove the theorem by the following scheme: (i) $\leftrightarrow$ (ii), (i) $\leftrightarrow$ (iii); (i), (ii), and (iii) jointly imply (iv); (iv) $\rightarrow$ (v) $\rightarrow$ (vi) $\rightarrow$ (ii).
(ii) $\rightarrow$ (i) is clear from the definition of the right side of (i) (given after Definition 1).
(i) $\rightarrow$ (ii). Let $a \in A_{0}$. Then, by (i), $a$ can be expressed in the form

$$
a=p\left(x_{00}, x_{00}^{\prime}, \ldots, x_{01}, x_{01}^{\prime}, \ldots, x_{10}, x_{10^{\prime}}, \ldots, x_{11}, x_{11}^{\prime}, \ldots\right)
$$

where $x_{i j}, x_{i j}^{\prime}, \ldots \in A_{i} \cap B_{j}, i, j \in\{0,1\}$ and $p$ is a lattice polynomial. By Lemma 4, (a] has a smooth representation in $I(L)$ :

$$
(a]=\tilde{p}\left(\left(x_{00}\right], \ldots,\left(x_{01}\right], \ldots,\left(x_{10}\right], \ldots,\left(x_{11}\right], \ldots,\left(Q_{0}\right], \ldots\right)
$$

where $Q_{0}, \ldots \subseteq Q$. Then, by Lemma 8 ,

$$
(a]=(a]_{A_{0}}=\tilde{p}\left(\left(x_{00}\right]_{A_{0}}, \ldots,\left(x_{10}\right]_{A_{0}}, \ldots,\left(x_{01}\right]_{A_{0}}, \ldots,\left(x_{11}\right]_{A_{0}}, \ldots,\left(Q_{0}\right], \ldots\right)
$$

We claim that, $\left(x_{10}\right)_{A_{0}}$, as well as $\left(x_{11}\right]_{A_{0}}$, is generated as an ideal by elements of $Q$. Indeed, let ( $\left.x_{10}\right]_{A_{0}}$ be generated by $x_{\gamma}, \gamma \in \Gamma$, in $A_{0}$. By Lemma 2, for every $\gamma \in \Gamma$, there is a $y_{\gamma} \in Q$ with $x_{\gamma} \leqq y_{\gamma} \leqq x_{10}$. Thus $\left\{y_{\gamma} \mid \gamma \in \Gamma\right\}$ generates ( $\left.x_{10}\right\}_{A_{0}}$, and $\left\{y_{\gamma} \mid \gamma \in \Gamma\right\}$ is a subset of $Q$. Summarizing,

$$
(a]=\tilde{p}\left(\left(x_{00}\right], \ldots,\left(x_{10}\right], \ldots,\left(Q_{10}\right], \ldots,\left(Q_{11}\right], \ldots,\left(Q_{0}\right], \ldots\right)
$$

where $Q_{10}, \ldots, Q_{11}, \ldots, Q_{0}, \ldots \subseteq Q$. Hence $a$ can be expressed by $x_{00}, \ldots, x_{10}, \ldots$, and elements of $Q$. Thus, $a$ is in the sublattice generated by $\left(A_{0} \cap B_{0}\right) \cup\left(A_{0} \cap B_{1}\right)$. Therefore, $A_{0} \cap B_{0}$ and $A_{0} \cap B_{1}$ generate $A_{0}$. It follows from Lemma 9 that they generate $A_{0}$ freely over $Q$.
(i) $\rightarrow$ (iii) follows by symmetry.
(i), (ii), and (iii) jointly imply (iv). By (ii) and (iii), the sublattice $\left[A_{0} \cup B_{0}\right]$ generated by $A_{0} \cup B_{0}$ is also generated by $A_{0} \cap B_{0}, A_{0} \cap B_{1}$, and $A_{1} \cap B_{0}$. By (i), $A_{0} \cap B_{0}$, $A_{0} \cap B_{1}, A_{1} \cap B_{0}$ freely generate over $Q$. Thus $\left[A_{0} \cup B_{0}\right]$ is freely generated by $\left(A_{0} \cap B_{0}\right) \cup\left(A_{0} \cap B_{1}\right) \cup\left(A_{1} \cap B_{0}\right)$. Hence, it is also freely generated by $\left[\left(A_{0} \cap B_{0}\right) \cup\right.$ $\left.\cup\left(A_{0} \cap B_{1}\right)\right] \cup\left[\left(A_{0} \cap B_{0}\right) \cup\left(A_{1} \cap B_{0}\right)\right]$. By (ii) and (iii), this set is $A_{0} \cup B_{0}$, and the relative sublattice of $L$ on this subset is the partial lattice $P\left(A_{0}, B_{0}, A_{0} \cap B_{0}\right)$. Therefore, $\left[A_{0} \cup B_{0}\right]$ is the free $\left(A_{0} \cap B_{0}\right)$-product of $A_{0}$ and $B_{0}$. Thus, Lemma 2 gives us (iv) for $i=j=0$. Since (i), (ii), and (iii) are symmetric in $i$ and $j$, condition (iv) now follows.
(iv) $\rightarrow(v)$. Let the ideal $I$ be generated by $\left\{x_{\gamma} \mid \gamma \in \Gamma\right\} \subseteq A_{i}$ and by $\left\{y_{\delta} \mid \delta \in \Delta\right\} \subseteq B_{j}$; we can assume that $\left\{y_{\delta} \mid \delta \in \Delta\right\}$ is closed under finite joins. By (iv), for any $\gamma \in \Gamma$ we can choose a $\gamma^{\prime} \in \Delta$ and a $z_{\gamma^{\prime}} \in A_{i} \cap B_{j}$ satisfying $x, \leqq z_{\gamma^{\prime}} \leqq y_{\gamma^{\prime}}$. Obviously, $\left\{z_{\gamma^{\prime}} \mid \gamma^{\prime} \in \Gamma\right\} \subseteq$ $\subseteq A_{i} \cap B_{j}$ generates $I$.
$(v) \rightarrow(v i)$ is obvious since (vi) is a special case of (v).
$(v i) \rightarrow(i i)$. By Lemma 9 and by symmetry, it suffices to prove that $A_{0}$ is generated by $\left(A_{0} \cap B_{0}\right) \cup\left(A_{0} \cap B_{1}\right)$.

For $a \in A_{0}$, there exist a polynomial $p$ and elements $b_{0}, b_{0}^{\prime}, \ldots \in B_{0}, b_{1}, b_{1}^{\prime}, \ldots \in$ $\in B_{1}$, such that $a=p\left(b_{0}, b_{0}^{\prime}, \ldots, b_{1}, b_{1}^{\prime}, \ldots\right)$. By Lemma 4, there exist a polynomial $\tilde{p}$ and $Q_{0}, Q_{1}, \ldots \subseteq Q$ such that

$$
(a]=\tilde{p}\left(\left(b_{0}\right],\left(b_{0}^{\prime}\right], \ldots,\left(b_{1}\right],\left(b_{1}^{\prime}\right], \ldots,\left(Q_{0}\right],\left(Q_{1}\right], \ldots\right)
$$

is a smooth representation of (a). Then, by Lemma 8,

$$
(a]=(a]_{A_{0}}=\tilde{p}\left(\left(b_{0}\right]_{A_{0}}, \ldots,\left(b_{1}\right]_{A_{0}}, \ldots,\left(Q_{0}\right]_{A_{0}}, \ldots\right)
$$

In this expression, $\left(Q_{0}\right]_{A_{0}}=\left(Q_{0}\right], \ldots$. Furthermore, we shall prove the claim that $\left(b_{0}\right]_{A_{0}},\left(b_{0}^{\prime}\right]_{A_{0}}, \ldots$, and $\left(b_{1}\right]_{A_{0}},\left(b_{1}^{\prime}\right]_{A_{0}}, \ldots$ are generated by elements of $A_{0} \cap B_{0}$ and $A_{0} \cap B_{1}$, respectively. Thus, each ideal occurring in the representation is generated by elements of $\left(A_{0} \cap B_{0}\right) \cup\left(A_{0} \cap B_{1}\right)$. Therefore, so is (a]. We conclude that $a \in$ $\in\left[\left(A_{0} \cap B_{0}\right) \cup\left(A_{0} \cap B_{1}\right)\right]$, which was to be proved.

To verify the claim, it is sufficient to prove by symmetry that $\left(b_{0}\right]_{\Lambda_{0}}$ is generated by its elements in $A_{0} \cap B_{0}$.

First, we verify that $\left(b_{0}\right]_{A_{0}}$ is generated by its elements in $B_{0}$.
We start with a smooth representation

$$
\left(b_{0}\right]=q\left(\left(a_{0}\right],\left(a_{0}^{\prime}\right], \ldots,\left(a_{1}\right],\left(a_{1}^{\prime}\right], \ldots,\left(R_{0}\right],\left(R_{1}\right], \ldots\right)
$$

where $a_{0}, a_{0}^{\prime}, \ldots \in A_{0}, a_{1}, a_{1}^{\prime}, \ldots \in A_{1}$ and $R_{0}, R_{1}, \ldots \subseteq Q$. Then

$$
\left(b_{0}\right]_{A_{0}}=q\left(\left(a_{0}\right]_{A_{0}}, \ldots,\left(a_{1}\right]_{A_{0}}, \ldots,\left(R_{0}\right]_{A_{0}}, \ldots\right)=q\left(\left(a_{0}\right], \ldots,\left(a_{1}\right]_{A_{0}}, \ldots,\left(R_{0}\right], \ldots\right)
$$

and, applying Lemma 8 twice, we obtain

$$
\left(b_{0}\right]_{A_{0}}=\left(\left(b_{0}\right]_{B_{0}}\right)_{A_{0}}=q\left(\left(\left(a_{0}\right]_{B_{0}}\right)_{A_{0}}, \ldots,\left(\left(a_{1}\right]_{B_{0}}\right)_{A_{0}}, \ldots,\left(\left(R_{0}\right]_{B_{0}}\right)_{A_{0}}, \ldots\right)
$$

Hence,

$$
\begin{gathered}
\left(b_{0}\right]_{A_{0}}=q\left(\left(a_{0}\right], \ldots,\left(a_{1}\right]_{A_{0}}, \ldots,\left(R_{0}\right], \ldots\right) \supseteqq q\left(\left(a_{0}\right]_{B_{0}}, \ldots,\left(a_{1}\right]_{A_{0}}, \ldots,\left(R_{0}\right], \ldots\right) \supseteqq \\
\supseteqq q\left(\left(\left(a_{0}\right]_{B_{0}}\right)_{A_{0}}, \ldots,\left(\left(a_{1}\right]_{B_{0}}\right)_{A_{0}}, \ldots,\left(\left(R_{0}\right]_{B_{0}}\right)_{A_{0}}, \ldots\right)=\left(b_{0}\right]_{A_{0}}
\end{gathered}
$$

therefore,

$$
\left(b_{0}\right]_{A_{0}}=q\left(\left(a_{0}\right]_{B_{0}}, \ldots,\left(a_{1}\right]_{A_{0}}, \ldots,\left(R_{0}\right], \ldots\right)
$$

The ideals $\left(a_{0}\right]_{B_{0}}, \ldots$ are, by definition, generated by elements of $B_{0}$; the ideals $\left(a_{1}\right]_{A_{0}}, \ldots$ are generated by elements of $Q$ by Lemma 2 . Since $Q_{0}, \ldots \subseteq Q$, we conclude that $\left(b_{0}\right]_{A_{0}}$ is generated by elements of $B_{0}$.

Finally, since $\left(b_{0}\right]_{A_{0}}$ has been proved to be generated by its elements in $B_{0}$, and $\left(b_{0}\right]_{A_{0}}$ is by definition generated by its elements in $A_{0}$, and $\left(b_{0}\right]_{A_{0}} \in I_{00}(L)$, all the hypotheses of (vi) are satisfied. Condition (vi) yields that ( $\left.b_{0}\right]_{A_{0}}$ is generated by elements of $A_{0} \cap B_{0}$, which completes the proof of the claim.

This finishes the proof of the implication (vi) $\rightarrow$ (ii) and of the Theorem.
7. Proof of Corollaries 1-4. Proof of Corollary 1. Let $Q$ satisfy, for example, the Ascending Chain Condition, and let $L=A_{0} *_{Q} A_{1}=B_{0} *_{Q} B_{1}$. We claim that, for any $i, j \in\{0,1\}, I_{i j}(L)$ consists of all principal ideals of $L$. Indeed, let us take a smooth representation of the principal ideal ( $x$ ]:

$$
(x]=p\left(\left(a_{0}\right],\left(a_{0}^{\prime}\right], \ldots,\left(a_{1}\right],\left(a_{1}^{\prime}\right], \ldots,\left(Q_{0}\right],\left(Q_{1}\right], \ldots\right)
$$

$a_{0}, a_{0}^{\prime}, \ldots \in A_{0}, a_{1}, a_{1}^{\prime}, \ldots \in A_{1}$, and $Q_{0}, Q_{1}, \ldots \subseteq Q$. Then

$$
(x]_{A_{0}}=p\left(\left(a_{0}\right],\left(a_{0}^{\prime}\right], \ldots,\left(a_{1}\right]_{A_{0}},\left(a_{1}^{\prime}\right]_{A_{0}}, \ldots,\left(Q_{0}\right],\left(Q_{1}\right], \ldots\right) .
$$

It follows from Lemma 2 that the ideals $\left(a_{1}\right]_{A_{0}}, \ldots$, are generated by elements of $Q$; thus, by the Ascending Chain Condition, these ideals and also $(Q]_{0}, \ldots$ are principal. Therefore, $(x]_{A_{0}}$ is a principal idéal. This proves the claim for $i=j=0$. By symmetry, the claim is proved.

Using this claim, it is easy to establish condition (vi) of the Theorem: if the single generating element of an ideal in $I_{i j}(L)$ is both in $A_{i}$ and in $B_{j}$, then it is in $A_{i} \cap B_{j}$. Thus the Theorem shows the existence of a common refinement.

Proof of Corollary 2. Let $L=A_{0} *_{Q} A_{1}=B_{0} *_{Q} B_{1}$, and let us assume that the hypotheses of Corollary 2 hold, that is, for any $i, j, A_{i}$ or $B_{j}$ is convex in $A_{i} \cup B_{j}$. We are going to establish condition (v) of the Theorem. Let $i, j \in\{0,1\}$, let, for instance, $A_{i}$ be convex in $A_{i} \cup B_{j}$. Let $I \in I(L)$, such that $I=\left(I \cap A_{i}\right]=\left(I \cap B_{j}\right]$. Let $G$ be a generating set of $I$ in $A_{i}$ and let $H$ be a generating set of $I$ in $B_{j}$. We can assume that both $G$ and $H$ are closed under finite joins. Then

$$
I=\{x \mid x \leqq g \text { for some } g \in G\}=\{x \mid x \leqq h \text { for some } h \in H\} .
$$

Thus, for any $g \in G$ there exists an $h_{g} \in H$ satisfying $g \leqq h_{g}$ and for $h_{g} \in H$ there exists an $g^{\prime} \in G$ with $h_{g} \leqq g^{\prime}$. Therefore, $g \leqq h_{g} \leqq g^{\prime}$, so by the convexity of $A_{i}$ in $A_{i} \cup B_{j}$, we conclude that $h_{g} \in A_{i}$; since $h_{g} \in G \subseteq B_{j}, h_{g} \in A_{i} \cap B_{j}$. Now it is clear that $K=\left\{h_{g} \mid g \in G\right\}$ generates $I$ and $K \subseteq A_{i} \cap B_{j}$, verifying condition (v) of the Theorem.

Proof of Corollaries 3 and 4. Under the conditions of the Corollaries, [ $A_{1} \cup A_{2}$ ] is the free product of $A_{1}$ and $A_{2}$ amalgamated over $A_{1} \cap A_{2}$. Thus we may apply Lemma 2 to $A_{1} \cup A_{2}$. Therefore, both corollaries follow from the following observation (due to E. Fried):

Let $L=A_{0} *_{Q} A_{1}=A_{0} *_{Q} A_{2}$. If the conclusion of Lemma 2 holds for $A_{1} \cup A_{2}$ (that is, for $x \in A_{1}$ and $y \in A_{2}, x \leqq y$ iff $x \leqq z \leqq y$ for some $z \in A_{1} \cap A_{2}$ and symmetrically for $x \in A_{2}$ and $y \in A_{1}$ ), then $A_{1}=A_{2}$.

Indeed, under these conditions (iv) of the Theorem holds, hence there is a common refinement. Applying condition (ii) of the Theorem we obtain

$$
A_{1}=\left(A_{0} \cap A_{1}\right) *_{Q}\left(A_{2} \cap A_{1}\right)=Q *_{Q}\left(A_{2} \cap A_{1}\right)
$$

Similarly, $A_{2}=Q *_{Q}\left(A_{1} \cap A_{2}\right)$, hence $A_{1}=A_{2}$.
8. Open problems. We repeat the question already mentioned in Section 2.

Problem 1. Is there a lattice $Q$ such that $Q$-free products do not always have common refinements?

An equally important question arises in connection with Corollaries 3 and 4. In fact, they suggest, that some sort of a distributive law must be valid for $Q$-free factors.

Problem 2. Do $Q$-free factors of a lattice $L$ form a distributive sublattice of the lattice of all sublattices of $L$ ? Does there exist some "natural" generalization of distributivity that holds for $Q$-free factors and implies Corollaries 3 and 4 ?

A negative answer to Problem 1 would answer both questions of Problem 2 in the affirmative; this can be seen from the following observations.

Let us assume that for a lattice $Q$, any two $Q$-free products of a lattice $L$ have a common refinement. Let $L$ be a lattice and let $Q$ be a sublattice of $L$. Then $L=A *{ }_{Q} A^{\prime}=B *{ }_{Q} B^{\prime}$ implies that

$$
L=(A \cap B) *_{Q}\left[A^{\prime} \cup B^{\prime}\right]
$$

thus the $Q$-free factors form a sublattice of the lattice of all sublattices of $L$. Now let $A, B, C$ be $Q$-free factors of $L$, that is, let

$$
L=A *{ }_{Q} A^{\prime}=B *{ }_{Q} B^{\prime}=C *{ }_{Q} C^{\prime}
$$

Then

$$
A \cap[B \cup C]=[(A \cap B) \cup(A \cap C)]
$$

since both sides are the $Q$-free products of $A \cap B \cap C, A \cap B \cap C^{\prime}$, and $A \cap B^{\prime} \cap C$.
9. Appendix: On the definition of amalgamated free products. In Section 3 we defined $A_{0} *_{Q} A_{1}$ as the free lattice generated by the smallest partial lattice on the set $A_{0} \cup A_{1}\left(A_{0} \cap A_{1}=Q\right)$ extending the operations of $A_{0}$ and $A_{1}$. We denoted this partial lattice by $P\left(A_{0}, A_{1}, Q\right)$. Here we prove the following characterization:
$P\left(A_{0}, A_{1}, Q\right)$ is the smallest weak partial lattice on the set $A_{0} \cup A_{1}$ extending the operations of $A_{0}$ and $A_{1}$.

By a weak partial lattice (see [1]) we mean a partial algebra $\langle H ; \wedge, \mathrm{V}\rangle$ satisfying conditions (i)-(iv) of Section 3 and their duals.

This result means the following: by definition, $P\left(A_{0}, A_{1}, Q\right)$ is formed by taking $A_{0} \cup A_{1}$; and extending the $\wedge$ and $\vee$ of $A_{0}$ and $A_{1}$ by iterating (i)-(v) and their duals; according to the result of this appendix, condition (v) and its dual are not needed in this process.

Let $W P\left(A_{0}, A_{1}, Q\right)=W P$ be the smallest weak partial lattice on $A_{0} \cup A_{1}$ extending the operations of $A_{0}$ and $A_{1}$. The existence of $W P$ can be proved along the lines of the proof of Lemma 1 . The proof of Lemma 2 shows that the partial ordering on $W P$ is the same as the partial ordering on $P\left(A_{0}, A_{1}, Q\right)$. We are going to prove that $W P$ is a partial lattice, that is, (v) and its dual hold. Then obviously $W P=$ $=P\left(A_{0}, A_{1}, Q\right)$.

By duality, it is sufficient to verify (v). To do that, let $a, b, c \in A_{0} \cup A_{1}$ such that $(a] \vee(b]=(c]$ in the ideal lattice of $W P$. We have to show that $a \vee b$ exists and $a \vee b=c$ in $W P$.

If $a \vee b$ exists, then $(a \vee b]$ is obviously $(a] \vee(b]$, hence $(a \vee b]=(c]$. We conclude that $a \vee b=c$. Therefore, it is sufficient to show that if $(a] \vee(b]=(c]$, then $a \vee b$ exists.

If $a, b \in A_{0}$ or $a, b \in A_{1}$, then $a \vee b$ exists. Hence we can assume that $a \in A_{0}$ and $b \in A_{1}$. By symmetry, we can also assume that $c \in A_{1}$.

By the $\{$ eneral description of join of ideals in a weak partial lattice (see Exercise 5.22 of $\mid 1]),(a] \vee(b]=(c]$ implies the existence of a natural number $n$ and elements
(1) $\quad a=a_{0} \leqq a_{1} \leqq \ldots \leqq a_{n}$ in $A_{0}$,
(2) $b=b_{0} \leqq b_{1} \leqq \ldots \leqq b_{n}=c$ in $A_{1}$,
(3) $r_{0} \leqq q_{1} \leqq r_{1} \leqq q_{2} \leqq \ldots \leqq q_{n} \leqq q$ in $Q$ such that
(4) $r_{i} \leqq b_{i}, \quad 0 \leqq i \leqq n$,
(5) $\quad q_{i} \leqq a_{i}, \quad 1 \leqq i \leqq n$,
(6) $b_{i+1}=b_{i} \vee q_{i+1}, \quad 0 \leqq i<n$,
(7) $\quad a_{i+1}=a_{i} \vee r_{i+1}, \quad 0 \leqq i<n$,
(8) $a_{n} \leqq q \leqq b_{n}$.
(The symmetric case with $q_{0} \leqq r_{1} \leqq q_{1} \leqq \ldots \leqq q_{n-1}, q_{i} \leqq a_{i}, 0 \leqq i \leqq n, r_{i} \leqq b_{i}, 1 \leqq i \leqq n$, $a_{i+1}=a_{i} \vee r_{i+1}, 0 \leqq i<n, b_{i+1}=b_{i} \vee q_{i}, 0 \leqq i<n$ is handled similarly.)

In the proof we shall utilize the following two properties of weak partial lattices:
(P1) If $x \vee y=z$ and $x \leqq u \leqq z$, then $u \vee y$ exists and $u \vee y=z$.

Indeed, by the associative identity,

$$
u \vee(x \vee y)=(u \vee x) \vee y,
$$

the left side exists and equals $z ; u \vee x$ exist and equals $u$, hence $u \vee y$ exists and equals $z$, as claimed.
(P2) If $x \vee y=z, x=x_{1} \vee x_{2}$, and $x_{2} \leqq y$, then $x_{1} \vee y$ exists and $x_{1} \vee y=z$.
Indeed, by the associative identity,

$$
\left(x_{1} \vee x_{2}\right) \vee y=x_{1} \vee\left(x_{2} \vee y\right),
$$

the left side exists and equals $z$; in the right side $x_{2} \vee y$ exists and equals $y$, hence by (iii), $x_{1} \vee y$ exists and $x_{1} \vee y=z$, as claimed.

Now we prove $a \vee b=c$ by induction on $n$. Let $n=1$. Then we have the elements $a_{0}=a, b_{0}=b, b_{1}=c, r_{0}, q_{1}, q$, and $r_{0} \leqq q_{1} \leqq q, r_{0} \leqq b_{0}, r_{0} \leqq q_{1} \leqq a_{1}, a_{1}=a \vee r_{0}, b_{1}=$ $=b_{0} \vee q_{1}, a_{1} \leqq q \leqq b_{1}=c$.
$\mathrm{By}(\mathrm{P} 1), q_{1} \vee b=c$ and $q_{1} \leqq a \leqq c$ implies that $a_{1} \vee b$ exist and $a_{1} \vee b=c$. Since $a_{1}=a \vee r_{0}$ and $r_{0} \leqq b$, by ( P 2 ), $a \vee b$ exists and $a \vee b=c$, as claimed.

Now let $n>1$. It is clear, that the elements $a_{1} \leqq \ldots \leqq a_{n}, b_{1} \leqq \ldots \leqq b_{n}, r_{1} \leqq q_{2} \leqq$ $\leqq \ldots \leqq q_{n} \leqq q$ satisfy (1)-(8) with $n-1$. Therefore, $a_{1} \vee b_{1}$ exists and $a_{1} \vee b_{1}=c$. By (P2), $c=a_{1} \vee b_{1}=a_{1} \vee\left(q_{1} \vee b\right)=a_{1} \vee b$, since $q_{1} \leqq a_{1}$. Again by (P2), $c=a_{1} \vee b=$ $=\left(a \vee r_{0}\right) \vee b=a \vee b_{1}$ since $r_{0} \leqq b$. This proves the theorem.

## References

[1] G. Grätzer, General Lattice Theory. Pure and Applied Mathematics Series, Academic Press (New York, N. Y.) Mathematische Reihe, Band 52, Birkhäuser Verlag, (Basel), Akademie Verlag (Berlin, 1978).
[2] G. Grätzer, A. P. Huhn and H. Lakser, On the structure of finitely presented lattices, Canad. J. Math., 33 (1981), 404-411.
[3] G. Grätzer, H. Lakser and C. R. Platt, Free products of lattices, Fund. Math., 69 (1970), 233-240.
[4] G. Grätzer and J. Sichler, Free decompositions of a lattice, Canad. J. Math., 27 (1975), 276285.
[5] B. Jónsson, Sublattices of a free lattice, Canad. J. Math., 13 (1961), 256-264.
[6] B. Jónsson and E. Nelson, Relatively free products in regular varieties, Algebra Universalis, 4 (1974), 14-19.

# A general moment inequality for the maximum of partial sums of single series 

F. MÓRICZ

## 1. The main result

Let $(X, \mathscr{A}, \mu)$ be a (not necessarily finite or $\sigma$-finite) positive measure space. Let $\left\{\xi_{k}=\zeta_{k}(x): k=1,2, \ldots\right\}$ be a given sequence of functions, defined on $X$, measurable with respect to $\mathscr{A}$, and such that $\left|\xi_{k}\right|^{\gamma}$ are integrable over $X$ with respect to $\mu$, where $\gamma$ is a fixed real number, $\gamma \geqq 1$; i.e., our permanent assumption is that $\xi_{k} \in L^{\gamma}(X, \mathscr{A}, \mu)$ for each $k$. Set

$$
S(b, l)=\sum_{k=b+1}^{b+l} \xi_{k} \quad \text { and } \quad M(b, m)=\max _{1 \leqq l \leqq m}|S(b, l)|
$$

where $b$ is a nonnegative integer, $l$ and $m$ are positive integers.
In the following, $f(b, m)$ denotes a nonnegative function defined for integral $b \geqq 0$ and $m \geqq 1$, which possesses the 'superadditivity' property:

$$
\begin{equation*}
f(b, k)+f(b+k, l) \leqq f(b, k+l) \text { for } \quad b \geqq 0, \quad k \geqq 1, \quad \text { and } \quad l \geqq 1 \tag{1.1}
\end{equation*}
$$

We shortly explain the origin of the term 'superadditivity' in connection with the property expressed by (1.1). The fact is that $f(b, k)$ is actually a function of the interval $(b, b+k]=I_{1}$ with nonnegative integer endpoints. Considering the intervals $I_{2}=(b+k, b+k+l]$ and $I=(b, b+k+l]$ too, we can see that the union $I_{1} \cup I_{2}$ is a disjoint representation of $I$. Now (1.1) can be rewritten as follows

$$
f\left(I_{1}\right)+f\left(I_{2}\right) \leqq f(I) \quad \text { where } \quad f\left(I_{1}\right)=f(b, k), \quad \text { etc. }
$$

In the additive or subadditive case the relation ' $\leqq$ ' should be replaced by ' $=$ ' or ' $\geqq$ ', respectively.

[^6]Further, by $\varphi(t, m)$ we denote a nonnegative function defined for real $t \geqq 0$ and integral $m \geqq 1$. We assume that $\varphi(t, m)$ is nondecreasing in both variables, i.e.,

$$
\varphi\left(t_{1}, m_{1}\right) \leqq \varphi\left(t_{2}, m_{2}\right) \quad \text { whenever } \quad 0 \leqq t_{1} \leqq t_{2} \quad \text { and } \quad 1 \leqq m_{1} \leqq m_{2} .
$$

Our main result can be formulated as follows.
Theorem. Let $\gamma \geqq 1$ be given. Suppose that there exist a nonnegative and superadditive function $f(b, m)$, and a nonnegative function $\varphi(t, m)$, nondecreasing in both variables, such that for every $b \geqq 0$ and $m \geqq 1$ we have

$$
\begin{equation*}
\int|S(b, m)|^{\gamma} d \mu \leqq f(b, m) \varphi^{\gamma}(f(b, m), m) \tag{1.2}
\end{equation*}
$$

Then for every $b \geqq 0$ and $m \geqq 2$ we have both the inequality

$$
\begin{equation*}
\int M^{\gamma}(b, m) d \mu \leqq 3^{\gamma-1} f(b, m)\left\{\sum_{k=0}^{[\log m]-1} \varphi\left(\frac{f(b, m)}{2},\left[\frac{m}{2^{k+1}}\right]\right)\right\}^{\gamma} \tag{1.3}
\end{equation*}
$$

and the inequality

$$
\begin{equation*}
\int M^{\gamma}(b, m) d \mu \leqq \frac{5}{2} f(b, m)\left\{\sum_{k=0}^{\log m]} \varphi\left(\frac{f(b, m)}{2^{k}},\left[\frac{m}{2^{k}}\right]\right)\right\}^{\gamma} \tag{1.4}
\end{equation*}
$$

Here and in the sequel the integrals are taken over the whole space $X,[t]$ denotes the integral part of $t$, and all logarithms are with base 2 .

Remark 1. It is striking that the factor $5 / 2$ in (1.4) does not depend on $\gamma$, in contrast to the factor $3^{\gamma-1}$ in (1.3). On the other hand, we have to take $\left[\mathrm{m} / 2^{k}\right]$ in the argument of $\varphi$ on the right-hand side of (1.4), instead of $\left[m / 2^{k+1}\right]$, which is the case in (1.3).

## 2. Special cases

We are going to present the riches of applicability of our Theorem, without aiming at completeness.

Let us take $\varphi(t, m)=t^{(\alpha-1) / \gamma}$ with an $\alpha>1$. Then

$$
\tilde{\Phi}(t, m)=\sum_{k=0}^{[\log m]} \varphi\left(\frac{t}{2^{k}},\left[\frac{m}{2^{k}}\right]\right) \leqq\left(1-2^{(1-\alpha) / \gamma}\right)^{-1} t^{(\alpha-1) / \gamma},
$$

independently of $m$.
Corollary 1. Let $\alpha>1$ and $\gamma \geqq 1$ be given. Suppose that there exists a nonnegative and superadditive function $f(b, m)$ such that for every $b \geqq 0$ and $m \geqq 1$ we have

$$
\int|S(b, m)|^{\gamma} d \mu \leqq f^{\alpha}(b, m)
$$

Then for every $b \geqq 0$ and $m \geqq 1$ we have

$$
\int M^{\gamma}(b, m) d \mu \leqq \frac{5}{2}\left(1-2^{(1-\alpha) / \gamma}\right)^{-\gamma} f^{\alpha}(b, m)
$$

This result, apart from the factor $5 / 2$ on the right-hand side, was proved by the present author in [3, Theorem 1], and somewhat later (with another constant) by Longnecker and Serfling [2, Theorem 1].

Now take $\varphi(t, m)=t^{(\alpha-1) / v} w(t)$, where again $\alpha>1$ and $w(t)$ is a (not necessarily nondecreasing, but positive) slowly varying function, i.e., $w(t)$ is defined and positive for real $t>0$, and for every fixed real $C>0$ we have

$$
\frac{w(C t)}{w(t)} \rightarrow 1 \quad \text { as } \quad t \rightarrow \infty
$$

For example, $w(t)=\{\log (1+t)\}^{\beta}\{\log \log (2+t)\}^{\delta}$ is such a function, where $\beta$ and $\delta$ are arbitrary real numbers. It is not hard to check that we again have

$$
\tilde{\Phi}(t, m) \leqq C(\alpha, \gamma, w) t^{(\alpha-1) / \gamma} w(t)
$$

where $C(\alpha, \gamma, w)$ is a positive constant depending only on $\alpha, \gamma$, and $w(t)$.
Corollary 2. Let $\alpha>1$ and $\gamma \geqq 1$ be given. Suppose that there exist a nonnegative and superadditive function $f(b, m)$, and a slowly varying positive function $w(t)$, such that $t^{(\alpha-1) / \gamma} w(t)$ is nondecreasing and that for every $b \geqq 0$ and $m \geqq 1$ we have

$$
\int|S(b, m)|^{\gamma} d \mu \leqq f^{\alpha}(b, m) w^{\nu}(f(b, m))
$$

Then for every $b \geqq 0$ and $m \geqq 1$ we have

$$
\int M^{\gamma}(b, m) d \mu \leqq \frac{5}{2} C(\alpha, \gamma, w) f^{\alpha}(b, m) w^{\nu}(f(b, m)) .
$$

Next take $\varphi(t, m)=\lambda(m)$, where $\{\lambda(m): m=1,2, \ldots\}$ is a nondecreasing sequence of positive numbers.

Corollary 3. Let $\gamma \geqq 1$ be given. Suppose that there exist a nonnegative and superadditive function $f(b, m)$, and a positive and nondecreasing sequence $\lambda(m)$ such that for every $b \geqq 0$ and $m \geqq 1$ we have

$$
\int|S(b, m)|^{\gamma} d \mu \leqq f(b, m) \lambda^{\gamma}(m)
$$

Then for every $b \geqq 0$ and $m \geqq 1$ we have

$$
\begin{equation*}
\int M^{\gamma}(b, m) d \mu \leqq 3^{\gamma-1} f(b, m)\left\{\sum_{k=1}^{[\log m]} \lambda\left(\left[\frac{m}{2^{k}}\right]\right)\right\}^{\gamma} . \tag{2.1}
\end{equation*}
$$

This moment inequality, apart from the factor $3^{\gamma-1}$ on the right-hand side, was already proved by the present author in a slightly different form in [3, Theorem 4].

Finally, it is quite obvious that in any case we can state the following

Corollary 4. Under the conditions of the Theorem, for every $b \geqq 0$ and $m \geqq 2$ we have

$$
\begin{equation*}
\int M^{\gamma}(b, m) d \mu \leqq 3^{\gamma-1} f(b, m) \varphi^{\gamma}\left(f(b, m),\left[\frac{m}{2}\right]\right)(\log m)^{\gamma} \tag{2.2}
\end{equation*}
$$

In the special case when $\varphi(t, m)=\lambda(m)$ is a slowly varying sequence, which is positive and nondecreasing, in particular, when $\varphi(t, m)=1$, the right-hand side of (2.2) is of the same order of magnitude as the right-hand side of (1.3) or (1.4). Thus, in this case the moment inequality (2.2) cannot be improved in the framework of our method.

Remark 2. Corollary 3 is proved in [3] by the socalled bisection technique with respect to the number $m$ of the terms, which goes back to the proof of the wellknown Rademacher-Menšov inequality (see, e.g. [4, p. 83]). The proof of Corollary 1 is based on the bisection technique with respect to the weight $f(b, m)$, which was firstly applied, it seems to us, by Erdős [1] concerning an upper estimation of the fourth moment of the partial sums of lacunary trigonometric series. Now, the proof of our Theorem presented in the next Section is based on an appropriate combination of these two bisection techniques. This combined technique was firstly used, as far as the author is aware, by TANDORI [5] in order to obtain a special upper estimate for the second moment of the maximum of the partial sums of orthogonal series.

For a more detailed historical background of these moment inequalities see [3].

## 3. The proof of the theorem

Proof of (1.3). Setting

$$
\Phi(t, 1)=\varphi(t, 1) \quad(t \geqq 0)
$$

and

$$
\Phi(t, m)=\sum_{k=0}^{[\log m]-1} \varphi\left(\frac{t}{2^{k}},\left[\frac{m}{2^{k+1}}\right]\right) \quad(t \geqq 0, m \geqq 2),
$$

it is clear that $\Phi(t, m)$ is also nondecreasing in both variables. This explicit expression for $\Phi(t, m)$ can be rewritten into the following recurrence one, which will be useful in the sequel:

$$
\begin{equation*}
\Phi(t, 1)=\Phi(t, 2)=\Phi(t, 3)=\varphi(t, 1) \quad(t \geqq 0) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(t, m)=\varphi\left(t,\left[\frac{m}{2}\right]\right)+\Phi\left(\frac{t}{2},\left[\frac{m}{2}\right]\right) \quad(t \geqq 0, m \geqq 4) \tag{3.2}
\end{equation*}
$$

Now, statement (1.3) to be proved turns into

$$
\begin{equation*}
\int M^{\gamma}(b, m) d \mu \leqq 3^{\gamma-1} f(b, m) \Phi^{\gamma}(f(b, m), m) \tag{3.3}
\end{equation*}
$$

The proof of (3.3) proceeds by induction on $m$. By (1.2) and (3.1), this is obvious for $m=1$ and for each $b$, even the factor $3^{\gamma-1}$ is superfluous on the right of (3.3) in this case.

In order to prove (3.3) for $m=2$ and 3 with arbitrary $b$, we use the trivial estimate

$$
M(b, m) \leqq \sum_{k=b+1}^{b+m}\left|\xi_{k}\right|,
$$

whence Minkowski's inequality and (1.2) provide that

$$
\begin{equation*}
\left\{\int M^{\nu}(b, m) d \mu\right\}^{1 / \gamma} \leqq \sum_{k=b+1}^{b+m} f^{1 / \gamma}(k-1,1) \varphi(f(k-1,1), 1) \tag{3.4}
\end{equation*}
$$

Taking into account the monotonicity of $\varphi(t, m)$ and making use of the elementary inequality

$$
\begin{equation*}
\sum_{k=b+1}^{b+m} t_{k}^{1 / \gamma} \leqq m^{(\gamma-1) / \gamma}\left(\sum_{k=b+1}^{b+m} t_{k}\right)^{1 / \gamma} \quad\left(t_{k} \geqq 0, \gamma \geqq 1\right), \tag{3.5}
\end{equation*}
$$

from (3.4) and (1.1) it follows that

$$
\begin{aligned}
\left\{\int M^{\gamma}(b, m) d \mu\right\}^{1 / \gamma} & \leqq \varphi(f(b, m), 1) \sum_{k=b+1}^{b+m} f^{1 / \gamma}(k-1,1) \leqq \\
& \leqq m^{(\gamma-1) / \gamma} f^{1 / \gamma}(b, m) \varphi(f(b, m), 1) .
\end{aligned}
$$

By (3.1) this is a sharpened form of (3.3) in case $m=2$, and (3.3) itself in case $m=3$.
Assume now as induction hypothesis that inequality (3.3) holds true for each nonnegative integer $b$ and for each positive integer less than $m, m \geqq 4$, in the place of the second argument (we actually use that it is true for each positive integer not more than $[m / 2]$ ). We will show that inequality (3.3) holds for $m$ itself (and for arbitrary $b$ ).

We begin with an elementary observation. If $f(b, m)=0$ for some $b$ and $m$, then, by (1.1), $f(b, k)=0$ and, by (1.2), $S(b, k)=0$ a.e. for each $k=1,2, \ldots, m$, too. Consequently, $M(b, m)=0$ a.e. and thus (3.3) is obviously satisfied.

Henceforth we may and do assume that $f(b, m) \neq 0$. Then there exists an integer $p, 1 \leqq p \leqq m$, such that

$$
\begin{equation*}
f(b, p-1) \leqq \frac{1}{2} f(b, m)<f(b, p) \tag{3.6}
\end{equation*}
$$

where we agree to set $f(b, 0)=0$ on the left of (3.6) in case $p=1$. It is also conve-
nient to set $S(b, 0)=M(b, 0)=0$. Now (1.1) and (3.6) imply

$$
\begin{equation*}
f(b+p, m-p) \leqq f(b, m)-f(b, p)<\frac{1}{2} f(b, m) \tag{3.7}
\end{equation*}
$$

We distinguish three cases according as $p=1,2 \leqq p \leqq m-1$, and $p=m$. Case (i): $2 \leqq p \leqq m-1$. Set

$$
\begin{aligned}
& p_{1}=\left[\frac{p-1}{2}\right] \quad \text { and } \quad q_{1}=\left\{\begin{array}{llll}
p_{1} & \text { if } & p-1 & \text { is even, } \\
p_{1}+1 & \text { if } & p-1 & \text { is odd }
\end{array}\right. \\
& p_{2}=\left[\frac{m-p}{2}\right] \text { and } q_{2}=\left\{\begin{array}{lll}
p_{2} & \text { if } m-p & \text { is even, } \\
p_{2}+1 & \text { if } m-p & \text { is odd. }
\end{array}\right.
\end{aligned}
$$

It is clear that $p_{1}+q_{1}=p-1$ and $p_{2}+q_{2}=m-p$.
We are going to establish appropriate upper bounds for $|S(b, k)|$ under various values of $k$ between 1 and $m$. It is easy to check that

$$
|S(b, k)| \leqq \begin{cases}M\left(b, p_{1}\right) & \text { for } 1 \leqq k \leqq p_{1}  \tag{3.8}\\ \left|S\left(b, q_{1}\right)\right|+M\left(b+q_{1}, p_{1}\right) & \text { for } q_{1} \leqq k \leqq p-1 \\ |S(b, p)|+M\left(b+p, p_{2}\right) & \text { for } p \leqq k \leqq p+p_{2} \\ \left|S\left(b, p+q_{2}\right)\right|+M\left(b+p+q_{2}, p_{2}\right) & \text { for } p+q_{2} \leqq k \leqq m\end{cases}
$$

Hence we can derive a suitable upper estimate for $|S(b, k)|$ when $k$ runs from 1 till $m$, which is independent of the value of $k$. Consequently, it will be an upper estimate for $M(b, m)$, as well:

$$
\begin{align*}
M(b, m) & \leqq\left|S\left(b, q_{1}\right)\right|+\left|S\left(b+q_{1}, p-q_{1}\right)\right|+\left|S\left(b+p, q_{2}\right)\right|+  \tag{3.9}\\
& +\left\{M^{\gamma}\left(b, p_{1}\right)+M^{v}\left(b+q_{1}, p_{1}\right)+M^{\gamma}\left(b+p, p_{2}\right)+M^{\gamma}\left(b+p+q_{2}, p_{2}\right)\right\}^{1 / \gamma}
\end{align*}
$$

Applying Minkowski's inequality, we find that

$$
\begin{align*}
& \left\{\int M^{\gamma}(b, m) d \mu\right\}^{1 / \gamma} \leqq\left\{\int\left|S\left(b, q_{1}\right)\right|^{\gamma} d \mu\right\}^{1 / v}+\left\{\int\left|S\left(b+q_{1}, p-q_{1}\right)\right|^{\gamma} d \mu\right\}^{1 / \gamma}+  \tag{3.10}\\
& +\left\{\int\left|S\left(b+p, q_{2}\right)\right|^{\gamma} d \mu\right\}^{1 / \gamma}+\left\{\int M^{\gamma}\left(b, p_{1}\right) d \mu+\int M^{\gamma}\left(b+q_{1}, p_{1}\right) d \mu+\right. \\
& \left.+\int M^{\gamma}\left(b+p, p_{2}\right) d \mu+\int M^{\gamma}\left(b+p+q_{2}, p_{2}\right) d \mu\right\}^{1 / \gamma}=A+B
\end{align*}
$$

where $A$ denotes the sum of the first three terms and $B$ denotes the fourth term on the right-hand side of (3.10).

Due to (1.2) and the facts that

$$
q_{1}, q_{2} \leqq\left[\frac{m-2}{2}\right]+1=\left[\frac{m}{2}\right] \quad \text { and } \quad p-q_{1}=p_{1}+1 \leqq\left[\frac{m-2}{2}\right]+1=\left[\frac{m}{2}\right]
$$

we have that

$$
\begin{aligned}
A & \leqq f^{1 / \gamma}\left(b, q_{1}\right) \varphi\left(f\left(b, q_{1}\right), q_{1}\right)+f^{1 / \gamma}\left(b+q_{1}, p-q_{1}\right) \varphi\left(f\left(b+q_{1}, p-q_{1}\right), p-q_{1}\right)+ \\
& +f^{1 / \gamma}\left(b+p, q_{2}\right) \varphi\left(f\left(b+p, q_{2}\right), q_{2}\right) \leqq \\
& \leqq \varphi\left(f(b, m),\left[\frac{m}{2}\right]\right)\left\{f^{1 / \gamma}\left(b, q_{1}\right)+f^{1 / \gamma}\left(b+q_{1}, p-q_{1}\right)+f^{1 / \gamma}\left(b+p, q_{2}\right)\right\} .
\end{aligned}
$$

Using the elementary inequality (3.5) for $m=3$, by (1.1) we obtain

$$
\begin{equation*}
A \leqq 3^{(\gamma-1) / \gamma} f^{1 / \gamma}(b, m) \varphi\left(f(b, m),\left[\frac{m}{2}\right]\right) . \tag{3.11}
\end{equation*}
$$

On the other hand, by the induction hypothesis,

$$
\begin{gather*}
B^{y} \leqq 3^{\gamma-1}\left\{f\left(b, p_{1}\right) \Phi^{\gamma}\left(f\left(b, p_{1}\right), p_{1}\right)+\right.  \tag{3.12}\\
+f\left(b+q_{1}, p_{1}\right) \Phi^{\gamma}\left(f\left(b+q_{1}, p_{1}\right), p_{1}\right)+f\left(b+p, p_{2}\right) \Phi^{\gamma}\left(f\left(b+p, p_{2}\right), p_{2}\right)+ \\
\left.+f\left(b+p+q_{2}, p_{2}\right) \Phi^{\gamma}\left(f\left(b+p+q_{2}, p_{2}\right), p_{2}\right)\right\}=3^{\gamma-1}\left(B_{1}+B_{2}+B_{3}+B_{4}\right) .
\end{gather*}
$$

First consider $B_{1}$. Taking (3.6) into account, and that $p_{1} \leqq p-1$ and $p_{1} \leqq[m / 2]$, it follows that

$$
B_{1} \leqq f\left(b, p_{1}\right) \Phi^{v}\left(f(b, p-1), p_{1}\right) \leqq f\left(b, p_{1}\right) \Phi^{v}\left(\frac{f(b, m)}{2},\left[\frac{m}{2}\right]\right)
$$

Similarly, by (3.6) and (3.7) we have in turn

$$
\begin{aligned}
& B_{2} \leqq f\left(b+q_{1}, p_{1}\right) \Phi^{v}\left(\frac{f(b, m)}{2},\left[\frac{m}{2}\right]\right), \\
& B_{3} \leqq f\left(b+p, p_{2}\right) \Phi^{v}\left(\frac{f(b, m)}{2},\left[\frac{m}{2}\right]\right), \\
& B_{4} \leqq f\left(b+p+q_{2}, p_{2}\right) \Phi^{v}\left(\frac{f(b, m)}{2},\left[\frac{m}{2}\right]\right) .
\end{aligned}
$$

To sum up; (3.12) and the estimates for $B_{i}$ just obtained yield

$$
\begin{align*}
& B^{y} \leqq 3^{\gamma-1} \Phi^{y}\left(\frac{f(b, m)}{2},\left[\frac{m}{2}\right]\right)\left\{f\left(b, p_{1}\right)+f\left(b+q_{1}, p_{1}\right)+f\left(b+p, p_{2}\right)+\right.  \tag{3.13}\\
& \left.+f\left(b+p+q_{2}, p_{2}\right)\right\} \leqq 3^{\gamma-1} f(b, m) \Phi^{\gamma}\left(\frac{f(b, m)}{2},\left[\frac{m}{2}\right]\right),
\end{align*}
$$

the last inequality following by (1.1).
Finally, putting (3.10), (3.11), and (3.13) together, we arrive at the inequality

$$
\left\{\int M^{\gamma}(b, m) d \mu\right\}^{1 / \gamma} \leqq 3^{(\gamma-1) / \gamma} f^{1 / \gamma}(b, m)\left\{\varphi\left(f(b, m) ;\left[\frac{m}{2}\right]\right)+\Phi\left(\frac{f(b, m)}{2},\left[\frac{m}{2}\right]\right)\right\},
$$

which is equivalent to (3.3) owing to (3.2).
Case (ii): $p=1$. Now $f(b, 1)>\frac{1}{2} f(b, m)$ and thus $f(b+1, m-1)<\frac{1}{2} f(b, m)$. Setting

$$
p_{2}=\left[\frac{m-1}{2}\right] \quad \text { and } \quad q_{2}=\left\{\begin{array}{lll}
p_{2} & \text { if } m-1 & \text { is even } \\
p_{2}+1 & \text { if } m-1 & \text { is odd }
\end{array}\right.
$$

we have, $q_{2}=[m / 2]$. Now instead of (3.9) we can estimate in a simpler way:

$$
\begin{equation*}
M(b, m) \leqq|S(b, 1)|+\left|S\left(b+1, q_{2}\right)\right|+\left\{M^{\gamma}\left(b+1, p_{2}\right)+M^{\gamma}\left(b+q_{2}+1, p_{2}\right)\right\}^{1 / y} \tag{3.14}
\end{equation*}
$$

The further reasonings are very similar, but somewhat shorter, to those in Case (i). We do not enter into details.

Case (iii): $p=m$. Now $f(b, m-1) \leqq \frac{1}{2} f(b, m)$ and

$$
\begin{equation*}
M(b, m) \leqq\left|S\left(b, q_{2}\right)\right|+|S(b+m-1,1)|+\left\{M^{y}\left(b, p_{2}\right)+M^{y}\left(b+q_{2}, p_{2}\right)\right\}^{1 / \gamma} \tag{3.15}
\end{equation*}
$$

where $p_{2}$ and $q_{2}$ are the same as in Case (ii).
Thus inequality (1.3) has been completely proved.
Proof of (1.4). Setting

$$
\tilde{\Phi}(t, m)=\sum_{k=0}^{[\log m]} \varphi\left(\frac{t}{2^{k}},\left[\frac{m}{2^{k}}\right]\right) \quad(t \geqq 0, m \geqq 1)
$$

we have, instead of (3.1) and (3.2), the following recurrence relations:
$\tilde{\Phi}(t, 1)=\varphi(t, 1) \quad(t \geqq 0)$ and $\tilde{\Phi}(t, m)=\varphi(t, m)+\tilde{\Phi}\left(\frac{t}{2},\left[\frac{m}{2}\right]\right)(t \geqq 0, m \geqq 2)$.
Statement (1.4) turns into

$$
\begin{equation*}
\int M^{\gamma}(b, m) d \mu \leqq \frac{5}{2} f(b, m) \Phi^{\gamma}(f(b, m), m) \tag{3.16}
\end{equation*}
$$

This is obvious for $m=1$ even without the factor $5 / 2$ on the right-hand side since $M(b, 1)=S(b, 1)$ for each $b$. In order to prove it for $m=2$ and for arbitrary $b$, we again use the trivial estimate

$$
M(b, 2) \leqq\left|\xi_{b+1}\right|+\left|\check{\zeta}_{b+2}\right|
$$

whence Minkowski's inequality and (1.2) provide that

$$
\begin{equation*}
\left\{\int M^{\nu}(b, 2) d \mu\right\}^{1 / \gamma} \leqq f^{1 / \gamma}(b, 1) \varphi(f(b, 1), 1)+f^{1 / \gamma}(b+1,1) \varphi(f(b+1,1), 1) \tag{3.17}
\end{equation*}
$$

Making use of (1.1), we can conclude that either

$$
f(b, 1) \leqq \frac{1}{2} f(b, 2) \quad \text { or } \quad f(b+1,1) \leqq \frac{1}{2} f(b, 2)
$$

Taking this and the monotonicity of $\varphi(t, m)$ into account, from (3.17) it follows that

$$
\begin{aligned}
\left\{\int M^{\gamma}(b, 2) d \mu\right\}^{1 / \gamma} & \leqq f^{1 / \gamma}(b, 2)\left\{\varphi(f(b, 2), 1)+\varphi\left(\frac{f(b, 2)}{2}, 1\right)\right\}= \\
& =f^{1 / \gamma}(b, 2) \tilde{\Phi}(f(b, 2), 1)
\end{aligned}
$$

which is a sharpened form of (3.16) for $m=2$.
The induction step is quite similar to that in the proof of (1.3), with the exception that this time one can start, instead of (3.9), from the following inequality, too:

$$
\begin{gather*}
M(b, m) \leqq\left\{\left|S\left(b, q_{1}\right)\right|^{\gamma}+|S(b, p)|^{\gamma}+\left|S\left(b, p+q_{2}\right)\right|^{\gamma}\right\}^{1 / \gamma}+  \tag{3.18}\\
+\left\{M^{\gamma}\left(b, p_{1}\right)+M^{\gamma}\left(b+q_{1}, p_{1}\right)+M^{\gamma}\left(b+p, p_{2}\right)+M^{\gamma}\left(b+p+q_{2}, p_{2}\right)\right\}^{1 / \gamma}
\end{gather*}
$$

(and analogous inequalities also instead of (3.14) and (3.15)). If one begins the calculations with (3.18), then one can avoid using inequality (3.5), as a result of which one gets the smaller factor $5 / 2$. Indeed, now

$$
\left\{\int M^{\dot{y}}(b, m) d \mu\right\}^{1 / y} \leqq \tilde{A}+B,
$$

where

$$
\tilde{A}=\left\{\int\left|S\left(b, q_{1}\right)\right|^{\gamma} d \mu+\int|S(b, p)|^{\gamma} d \mu+\int\left|S\left(b, p+q_{2}\right)\right|^{\gamma} d \mu\right\}^{1 / \gamma}
$$

and $B$ is the same as in (3.10). Due to (1.2), the monotonicity of $\varphi(t, m)$ and (3.6), one can easily deduce:

$$
\begin{gathered}
\tilde{A} \leqq\left\{f\left(b, q_{1}\right) \varphi^{\gamma}\left(f\left(b, q_{1}\right), q_{1}\right)+f(b, p) \varphi^{\gamma}(f(b, p), p)+\right. \\
\left.+f\left(b, p+q_{2}\right) \varphi\left(f\left(b, p+q_{2}\right), p+q_{2}\right)\right\}^{1 / \gamma} \leqq \varphi(f(b, m), m)\left\{f\left(b, q_{1}\right)+f(b, p)+\right. \\
\left.+f\left(b, p+q_{2}\right)\right\}^{1 / \gamma} \leqq\left(\frac{5}{2}\right)^{1 / \gamma} f^{1 / \gamma}(b, m) \varphi(f(b, m), m)
\end{gathered}
$$

The further reasoning runs along the same line as in the proof of (1.3).
Thus our Theorem has been completely proved.
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## On the a.e. convergence of multiple orthogonal series. I (Square and spherical partial sums)

F. MÓRICZ

1. Notations. Let $Z^{d}$ be the set of $d$-tuples $k=\left(k_{1}, \ldots, k_{d}\right)$ with nonnegative integral coordinates. Let $\varphi=\left\{\varphi_{k}(x): k \in Z^{d}\right\}$ be an orthonormal system (in abbreviation: ONS) on the unit cube $x=\left(x_{1}, \ldots, x_{d}\right) \in I^{d}$, where $I=[0,1]$. Consider the $d$-multiple orthogonal series

$$
\begin{equation*}
\sum_{k \in Z^{d}} a_{k} \varphi_{k}(x)=\sum_{k_{1}=0}^{\infty} \ldots \sum_{k_{d}=0}^{\infty} a_{k_{1}, \ldots, k_{d}} \varphi_{k_{1}, \ldots, k_{d}}\left(x_{1}, \ldots, x_{d}\right), \tag{1}
\end{equation*}
$$

where $a=\left\{a_{k}: k \in Z^{d}\right\}$ is a system of coefficients, for which

$$
\begin{equation*}
\sum_{k \in Z^{d}} a_{k}^{2}<\infty \tag{2}
\end{equation*}
$$

Fixing a sequence $Q=\left\{Q_{r}: r=0,1, \ldots\right\}$ of finite sets in $Z^{d}$ with properties

$$
Q_{0} \subset Q_{1} \subset Q_{2} \subset \ldots \quad \text { and } \quad \bigcup_{r=0}^{\infty} Q_{r}=Z^{d}
$$

our main goal is to study the convergence behaviour of the sums

$$
\begin{equation*}
s_{r}(x)=\sum_{k \in Q_{r}} a_{k} \varphi_{k}(x) \quad(r=0,1, \ldots) \tag{3}
\end{equation*}
$$

which can be regarded as a certain kind of partial sums of series (1). The case

$$
Q_{r}^{1}=\left\{k \in Z^{d}: \max _{1 \leqq j \leqq d} k_{j} \leqq r\right\}
$$
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provides the square partial sums $s_{r}^{1}(x)$, while

$$
Q_{r}^{2}=\left\{k \in Z^{d}:|k|=\left(\sum_{j=1}^{d} k_{j}^{2}\right)^{1 / 2} \leqq r\right\}
$$

provides the spherical partial sums $s_{r}^{2}(x)$ of (1).
2. A.e. convergence of $\left\{s_{r}(x): r=0,1, \ldots\right\}$. Denote by $M(d, Q)$ the class of those systems $a=\left\{a_{k}: k \in Z^{d}\right\}$ of coefficients for which the sequence $\left\{s_{r}(x)\right\}$ defined by (3) converges a.e. for every ONS $\varphi=\left\{\varphi_{k}(x): k \in Z^{d}\right\}$ on $I^{d}$. The set of measure zero of the divergence points may vary with each $\varphi$.

One can easily see that if $a \in M(d, Q)$, then (2) is necessarily satisfied. This follows from the obvious fact that the $d$-multiple Rademacher system

$$
\left\{r_{k}(x)\right\}=\left\{\prod_{j=1}^{d} r_{k_{j}}\left(x_{j}\right): k=\left(k_{1} ; \ldots, k_{d}\right) \in Z^{d} \quad \text { and } \quad x=\left(x_{1}, \ldots ; x_{d}\right) \in I^{d}\right\}
$$

consists of stochastically independent functions and thus, for every choice of the sequence $Q=\left\{Q_{r}: r=0,1, \ldots\right\}$ of finite sets in $Z^{d}$, the sequence $\left\{s_{r}(x)\right\}$ defined by (3) for $\varphi=\left\{r_{k}(x)\right\}$ converges a.e. or diverges a.e. according as (2) is satisfied or not.

For a given system $a=\left\{a_{k}: k \in Z^{d}\right\}$ of coefficients we set

$$
\mathscr{I}(a ; d, Q, \varrho)=\sup \int_{I a}\left(\max _{0 \leq r \leq e}\left|s_{r}(x)\right|\right)^{2} d x
$$

where the supremum is taken over all ONS $\varphi=\left\{\varphi_{k}(x): k \in Z^{d}\right\}$ on $I^{d}$ and $d x=$ $=d x_{1} \ldots d x_{d}$, further,

$$
\|a ; d, Q\|=\lim _{\varrho \rightarrow \infty} \mathscr{J}^{1 / 2}(a ; d, Q, \varrho) \leqq \infty .
$$

This limit exists since $\mathscr{I}(a ; d, Q, \varrho)$ is nondecreasing in $\varrho$.
Theorem 1. (i) $a \in M(d, Q)$ if and only if $\|a ; d, Q\|<\infty$;
(ii) $M(d, Q)$ endowed with the norm $\|\cdot ; d, Q\|$ is a separable Banach space.

This theorem is essentially a reformulation of an earlier result of Tandori [11].
To this effect, let $\psi=\left\{\psi_{k_{1}}\left(x_{1}\right): k=0,1, \ldots\right\}$ be a single ONS on 1 . Consider the ordinary orthogonal series

$$
\begin{equation*}
\sum_{k_{1}=0}^{\infty} c_{k_{1}} \psi_{k_{1}}\left(x_{1}\right) \tag{4}
\end{equation*}
$$

where $c=\left\{c_{k_{1}}: k_{\mathbf{1}}=0,1, \ldots\right\}$ is a sequence of coefficients for which

$$
\begin{equation*}
\sum_{k_{1}=0}^{\infty} c_{k_{1}}^{2}<\infty \tag{5}
\end{equation*}
$$

Fixing a sequence $v=\left\{v_{r}: r=0,1, \ldots\right\}$ of integers with the property $0 \leqq v_{0}<v_{1}<$ $<v_{2}<\ldots$, denote by $M(v)$ the class of those sequences $c=\left\{c_{k_{1}}\right\}$ for which the $v_{r}$ th partial sums of series (4) converge a.e. for every ONS $\psi=\left\{\psi_{k_{1}}\left(x_{1}\right)\right\}$ on $I$.

For a given sequence $c=\left\{c_{k_{1}}\right\}$ of coefficients we set

$$
\begin{equation*}
\mathscr{I}(c ; v, \varrho)=\sup \int_{I}\left(\left.\max _{0 \leqq r \leq e}\right|_{k_{1}=0} ^{v_{r}} c_{k_{1}} \psi_{k_{1}}\left(x_{1}\right)\right)^{2} d x_{1}, \tag{6}
\end{equation*}
$$

where the supremum is taken over all ONS $\psi=\left\{\psi_{k_{1}}\left(x_{1}\right)\right\}$ on $I$, and

$$
\|c ; v\|=\lim _{e \rightarrow \infty} \mathscr{I}^{1 / 2}(c ; v, \varrho) \leqq \infty .
$$

It is not hard to see that

$$
\mathscr{I}(c ; v, \varrho)=\sup \int_{I}\left(\max _{0 \leq r \leq e}\left|\sum_{m_{1}=0}^{r} C_{m_{1}} \Psi_{m_{1}}\left(x_{1}\right)\right|\right)^{2} d x_{1}
$$

where

$$
C_{m}=\left(\sum_{k_{1}=v_{m-1}+1}^{v_{m}} c_{k_{1}}^{2}\right)^{1 / 2} \quad\left(m=0,1, \ldots ; v_{-1}=-1\right)
$$

and the supremum is taken over all ONS $\left\{\Psi_{m_{1}}\left(x_{1}\right)\right\}$ on $I$.
After these preliminaries the above-mentioned theorem of Tandori reads as follows.

Theorem A [11, Satz II]. (i) $c \in M(v)$ if and only if $\|c ; v\|<\infty$;
(ii) $M(v)$ endowed with the norm $\|\cdot ; v\|$ is a separable Banach space.

Now, it is a trivial observation that Theorem A remains valid if instead of the single ONS $\psi=\left\{\psi_{k_{1}}\left(x_{1}\right): k_{1}=0,1, \ldots\right\}$ on $I$ we consider the $d$-multiple ONS $\varphi=$ $=\left\{\varphi_{k}(x): k \in Z^{d}\right\}$ on $I^{d}$ and take the integrals over $I^{d}$ instead of $I$ in (6). In fact, the sufficiency part in (i) is true over any measure space $X$ (instead of $X=I$ or $I^{d}$ ), while the necessity part in (i) can be shown by the following simple observation: let $v_{r}=\left|Q_{r}\right|$, the number of the lattice points of $Z^{d}$ contained in the set $Q_{r}$, and let $\varphi_{k}\left(x_{1}, \ldots, x_{d}\right)=\psi_{m_{1}}\left(x_{1}\right)$, where the mapping $k=k\left(m_{1}\right)$ is one-to-one for each pair $v_{r-1}<m_{1} \leqq v_{r}$ and $k \in Q_{r} \backslash Q_{r-1}\left(r=0,1, \ldots ; v_{-1}=-1\right.$ and $\left.Q_{-1}=\emptyset\right)$. Consequently, Theorem 1 is really a reformulation of Theorem A.

In the light of what has been said above, the result of [11, Satz III] can be reformulated as follows.

Theorem 2. If two systems $a=\left\{a_{k}: k \in Z^{d}\right\}$ and $b=\left\{b_{k}: k \in Z^{d}\right\}$ of coefficients are such that

$$
B_{r}=\left\{\sum_{k \in Q_{r} \backslash Q_{r-1}} b_{k}^{2}\right\}^{1 / 2} \leqq\left\{\sum_{k \in Q_{r} \backslash Q_{r-1}} a_{k}^{2}\right\}^{1 / 2}=A_{r} \quad(r=0,1, \ldots),
$$

then

$$
\|b ; d, Q\| \leqq\|a ; d, Q\| ;
$$

consequently, if $a \in M(d, Q)$ then $b \in M(d, Q)$.
It is of interest to give an upper estimate for the norm $\|\cdot ; d, Q\|$ which turns out to be exact in certain cases.

Theorem 3. In each case we have

$$
\begin{equation*}
\|a ; d, Q\| \leqq C_{1}\left\{\sum_{r=0}^{\infty}\left(\sum_{k \in Q_{r} \backslash Q_{r-1}} a_{k}^{2}\right) \log ^{2}(r+2)\right\}^{1 / 2} \tag{7}
\end{equation*}
$$

and in the special case when

$$
A_{r}=\left\{\sum_{k \in Q_{r} \backslash Q_{r-1}} a_{k}^{2}\right\}^{1 / 2} \geqq\left\{\sum_{k \in Q_{r+1} \backslash Q_{r}} a_{k}^{2}\right\}^{1 / 2}=A_{r+1} \quad(r=0,1, \ldots)
$$

an inequality opposite to (7) holds also true:

$$
\|a ; d, Q\| \geqq C_{2}\left\{\sum_{r=0}^{\infty}\left(\sum_{k \in Q_{r} \backslash Q_{r-1}} a_{k}^{2}\right) \log ^{2}(r+2)\right\}^{1 / 2}
$$

Here $C_{1}$ and $C_{2}$ are positive constants depending only on $d$.
To prove Theorem 3 one has to start with the results of [7, Theorems 1 and 2] and to argue in a similar manner as it is done during the proof of [11, Satz VII].

We note that in the cases of the square and the spherical partial sums the righthand sides in inequality (7) coincide, up to a constant:

$$
\left\|a ; d, Q^{i}\right\| \leqq C_{1}\left\{\sum_{k \in Z^{d}} a_{k}^{2} \log ^{2}(|k|+2)\right\}^{1 / 2} \quad(i=1,2)
$$

In spite of this fact, the norms $\left\|a ; d, Q^{1}\right\|$ and $\left\|a ; d, Q^{2}\right\|$ are not equivalent to each other in case $d \geqq 2$.

Theorem 4. If $d \geqq 2$, then there exists a system $a=\left\{a_{k}: k \in Z^{d}\right\}$ of coefficients for which

$$
\left\|a ; d, Q^{1}\right\|<\infty \quad \text { and } \quad\left\|a ; d, Q^{2}\right\|=\infty
$$

and vice versa, there exists a system $a=\left\{a_{k}: k \in Z^{d}\right\}$ of coefficients for which

$$
\left\|a ; d, Q^{1}\right\|=\infty \quad \text { and } \quad\left\|a ; d, Q^{2}\right\|<\infty .
$$

This is an easy consequence of Theorem 1 and [7, Theorem 3].
We note that the result stated in [7, Theorem 3] can be strengthened in the following way:

Let $T$ be a regular method of summation (see. e.g., [14; p. 74]). Then there exists a double orthogonal series (1) such that (2) is satisfied, its square partial sums converge
a.e., but its spherical partial sums are not summable by the method $T$ a.e. on $1^{2}$; and vice versa.

In the proof of the latter assertion one has to use a result of [4, p. 183]:
For every regular method $T$ of summation there exists a strictly increasing sequence $\left\{\mu_{r}: r=0,1, \ldots\right\}$ of positive integers such that the a.e. $T$-summability of series (4) under condition (5) involves the a.e. convergence of the $\mu_{r}$ th partial sums of (4).

Keeping in mind the proof of [7, Theorem 3] one's task is essentially reduced to the construction of a single orthogonal series (4) with condition (5), the $\mu_{r}$ th partial sums of which diverge a.e., while the $\mu_{2 r}$ th partial sums of which converge a.e. on $I$. This construction can be certainly done if the ratio $\mu_{r+1} / \mu_{r}$ is large enough ( $r=0,1, \ldots$ ), and the last condition may be assumed without loss of generality.
3. A.e. $(C, \delta>0)$-summability of the spherical partial sums. Up to this point we studied the convergence properties of series (1) in the setting when $a=\left\{a_{k}: k \in Z^{d}\right\}$ is a fixed system of coefficients, while $\varphi=\left\{\varphi_{k}(x): k \in Z^{d}\right\}$ runs over all the ONS on $I^{d}$. From now on we consider an individual ONS $\varphi=\left\{\varphi_{k}\right\}$ on $I^{d}$ with some nice properties and let $a=\left\{a_{k}\right\}$ run over all the systems of coefficients satisfying condition (2).

To this aim, we assume that $\varphi=\left\{\varphi_{k}(x): k \in Z^{d}\right\}$ is a product ONS on $I^{d}$ in the sense that there exists a single ONS $\psi=\left\{\psi_{k_{1}}\left(x_{1}\right): k_{1}=0,1, \ldots\right\}$ on $I$ such that

$$
\begin{equation*}
\varphi_{k}(x)=\prod_{j=1}^{d} \psi_{k_{j}}\left(x_{j}\right), \quad k=\left(k_{1}, \ldots, k_{d}\right) \text { and } x=\left(x_{1}, \ldots, x_{d}\right) ; \tag{8}
\end{equation*}
$$

furthermore, we assume that the system $\psi=\left\{\psi_{k_{1}}\left(x_{1}\right)\right\}$ is such that for every sequence $c=\left\{c_{k_{1}}: k_{1}=0,1, \ldots\right\}$ of coefficients we have

$$
\begin{equation*}
\int_{I}\left(\max _{0 \leqq r \leqq Q}\left|\sum_{k_{1}=0}^{r} c_{k_{1}} \psi_{k_{1}}\left(x_{1}\right)\right|\right)^{2} d x_{1} \leqq C \sum_{k_{1}=0}^{\varrho} c_{k_{1}}^{2} \quad(\varrho=0,1, \ldots) \tag{9}
\end{equation*}
$$

where $C$ is a positive constant. Inequality (9) implies, among others, that series (4) converges a.e. under condition (5). The fact that inequality (9) is satisfied for the ordinary trigonometric system $\psi=\left\{1, \cos 2 \pi k_{1} x_{1}, \sin 2 \pi k_{1} x_{1}: k_{1}=1,2, \ldots\right\}$ is due to Hunt [3], while for the Walsh system $\psi=\left\{w_{k_{1}}\left(x_{1}\right): k_{1}=0,1, \ldots\right\}$ is due to Siölin [8].

It is not hard to conclude from (9) the following upper estimate for the maximum of the square partial sums $s_{r}^{1}(x)$ of series (1):

$$
\int_{I^{d}}\left(\max _{0 \leqq r \leq Q}\left|s_{r}^{1}(x)\right|\right)^{2} d x \leqq 2^{d} C^{d} \sum_{k \in Q_{Q}} a_{k}^{2} \quad(\varrho=0,1, \ldots) .
$$

This means that the square partial sums $s_{r}^{1}(x)$ converge a.e. on $I^{d}$ provided (2) is satisfied. (For more details, see [12] and [6].)

The question of a.e. convergence of the spherical partial sums $s_{r}^{2}(x)$ of series (1) under condition (2) seems to us to be an open problem for $d \geqq 2$. As to the multiple trigonometric system, we cite here two papers by Russian mathematicians. On the one hand, Tevzadze [13] published in 1973 that he managed to prove that the spherical partial sums of the double Fourier expansion of a function $f\left(x_{1}, x_{2}\right)$ from $L^{p}\left(I^{2}\right)$ with $p>1$ converge a.e. on $I^{2}$, but the proof turned out to be false even in case $p=2$. On the other hand, Buadze [2] announced in 1976 the existence of a continuous function $f\left(x_{1}, x_{2}\right)$ on $I^{2}$ such that the spherical partial sums of the double Fourier expansion of $f\left(x_{1}, x_{2}\right)$ diverge everywhere, but the construction has not yet appeared.

We are unable to decide this question. However, we can prove the a.e. ( $C, \delta>0$ )summability of the spherical partial sums $s_{r}^{2}(x)$ of series (1) under the only conditions that $\varphi=\left\{\varphi_{k}(x)\right\}$ is an ONS with properties (8) and (9), and $a=\left\{a_{k}\right\}$ is a system of coefficients satisfying (2). To this end, we recall that the ( $C, \delta)$-means $\sigma_{e}^{\delta}(x)$ in question are defined as follows:

$$
\begin{aligned}
\sigma_{Q}^{\delta}(x) & =\frac{1}{A_{e}^{\delta}} \sum_{r=0}^{e} A_{Q-r}^{\delta-1} s_{r}^{2}(x)= \\
& =\frac{1}{A_{\varrho}^{\delta}} \sum_{r=0}^{e} A_{Q-r}^{\delta}\left(\sum_{r-1<|k| \leqq r} a_{k} \varphi_{k}(x)\right),
\end{aligned}
$$

where

$$
A_{e}^{\delta}=\binom{\varrho+\delta}{\varrho} \quad(\varrho=0,1, \ldots ; \delta>0)
$$

For a positive integer $\delta$ one can consider the following modified ( $C, \delta$ )-means, too:

$$
\tilde{\sigma}_{e}^{\delta}(x)=\frac{1}{A_{e}^{\delta}} \sum_{|k| \leq e} A_{\varrho-|k|}^{\delta} a_{k} \varphi_{k}(\dot{x})
$$

in particular, for $\delta=1$,

$$
\tilde{\sigma}_{e}^{1}(x)=\sum_{|k| \leqq \varrho}\left(1-\frac{|k|}{\varrho+1}\right) a_{k} \varphi_{k}(x) .
$$

Unfortunately, we can prove the statement that

$$
\sigma_{e}^{\delta}(x)-\tilde{\sigma}_{e}^{\delta}(x) \rightarrow 0 \quad \text { as } \varrho \rightarrow \infty \quad \text { a.e. on } I
$$

only in case $\delta=1$. In fact, writing

$$
\sigma_{\varrho}^{1}(x)-\tilde{\sigma}_{\varrho}^{1}(x)=\frac{1}{\varrho+1} \sum_{r=0}^{\varrho}\left(\sum_{r-1<|k| \equiv r}(r-|k|) a_{k} \varphi_{k}(x)\right)
$$

by virtue of the Kronecker lemma (see, e.g. [1, p. 72]) it is enough to show that the single orthogonal series

$$
\sum_{r=0}^{\infty} \frac{1}{r+1}\left(\sum_{r-1<|k| \leq r}(r-|k|) a_{k} \varphi_{k}(x)\right)
$$

converges a.e. on $I^{d}$. But by the well-known Rademacher-Menšov theorem this is the case provided (2) is satisfied.

After these preliminaries we state the following
Theorem 5. Assume that $\varphi=\left\{\varphi_{k}(x)\right\}$ is a product ONS on $I^{d}$ given by (8) and satisfying condition (9), $a=\left\{a_{k}\right\}$ is a system of coefficients satisfying (2), and $\delta$ is a positive number. Then the spherical partial sums $s_{r}^{2}(x)$ of series (1) are $(C, \delta)$-summable a.e. on $I^{d}$.

Taking into account of what has been said above on the trigonometric and Walsh systems, hence it follows immediately the following

Corollary. If $\varphi=\left\{\varphi_{k}(x)\right\}$ is the d-multiple trigonometric or Walsh system, then the spherical partial sums $s_{r}^{2}(x)$ of series (1) are $(C, \delta>0)$-summable a.e. on $I^{d}$ provided (2) is satisfied.

Remarks. (a) In the case when $\varphi$ is the $d$-multiple trigonometric system, Stein [9] proved that the Bochner-Riesz means $\tilde{\tilde{\sigma}}_{\boldsymbol{d}}^{\delta}(x)$ of series (1) defined by

$$
\tilde{\tilde{\sigma}}_{\varrho}^{\delta}(x)=\sum_{|k|<\varrho}\left(1-\frac{|k|^{2}}{\varrho^{2}}\right)^{\delta} a_{k} \varphi_{k}(x) \quad(\varrho, \delta>0)
$$

converge to $f(x)$ a.e. on $I^{d}$ provided series (1) is the $d$-multiple Fourier expansion of a function $f(x) \in L^{p}\left(I^{d}\right)$, where

$$
\delta>\frac{d-1}{2}\left(\frac{2}{p}-1\right) \quad \text { and } \quad 1<p \leqq 2
$$

In particular, under condition (2) the means $\tilde{\tilde{\sigma}}_{e}^{\delta}(x)$ converge a.e. on $I^{d}$ again for every $\delta>0$.
(b) As to the multiple Haar system, Kemhadze [5] proved that the spherical partial sums of the expansion of a function $f(x)$ with respect to the $d$-multiple Haar system converge a.e. on $I^{d}$ provided $f(x) \in L\left(\log ^{+} L\right)^{d-1}\left(I^{d}\right)$.

Proof of Theorem 5. Our starting point is that under the conditions of the theorem the square partial sums $s_{r}^{1}(x)$ of series (1) converge a.e. on $I^{d}$. We assume that $d \geqq 2$, since in case $d=1$ we have $s_{r}^{2}(x) \equiv s_{r}^{1}(x)(r=0,1, \ldots)$.

We will show that the subsequence $\left\{s_{d^{m}}^{2}(x): m=0,1, \ldots\right\}$ of the spherical partial sums of (1) also converges a.e. on $I^{d}$. This is an immediate consequence of Beppo Levi's theorem since

$$
\sum_{m=0}^{\infty} \int_{I^{a}}\left(s_{d^{m}}^{1}(x)-s_{d^{m}}^{2}(x)\right)^{2} d x=\sum_{m=0}^{\infty}\left(\sum_{k \in Q_{d^{m} \backslash Q_{d^{m}}^{1}}^{2}} a_{k}^{2}\right) \leqq \sum_{k \in Z^{a}} a_{k}^{2}<\infty .
$$

Here we took into account that $\left\{Q_{d^{m}}^{1} \backslash Q_{d^{m}}^{2}: m=0,1, \ldots\right\}$ is a disjoint sequence of
sets. In fact, if $k \in Q_{d^{m}}^{1} \backslash Q_{d^{m}}^{2}$ for a certain $m \geqq 1$, then $\max _{1 \leqq j \leqq d} k_{j}=d^{m}$ and hence

$$
|k| \leqq d^{1 / 2} \max _{1 \leqq j \leqq d} k_{j} \leqq d^{m+1 / 2}
$$

i.e., $k \notin Q_{d^{n}}^{1} \backslash Q_{d^{n}}^{2}$ for $n \geqq m+1$. On the other hand,

$$
\max _{1 \leqq j \leqq d} k_{j} \geqq d^{-1 / 2}|k|>d^{m-1 / 2}
$$

whence $k \notin Q_{d^{n}}^{1} \backslash Q_{d^{n}}^{2}$ follows for $n \leqq m-1$. We note that we should have taken the "thicker" subsequence $\left\{s_{\left[d^{m} / 2\right]}^{2}(x)\right\}$ too, where $[\cdot]$ means the integral part.

In order to make the proof complete, we apply a result of Tandori [10] in a somewhat more general setting as stated originally and add some supplements. To this effect, let $v=\left\{v_{r}: r=0,1, \ldots\right\}$ be, as earlier, a sequence of integers, $0 \leqq v_{0}<$ $<v_{1}<v_{2}<\ldots$, and consider the $v_{r}$ th partial sums

$$
\tilde{s}_{v_{r}}\left(x_{1}\right)=\sum_{k_{1}=1}^{v_{r}} c_{k_{1}} \psi_{k_{1}}\left(x_{1}\right)
$$

of the orthogonal series (4) under condition (5). Now we form the ( $C, \delta>0$ )-means $\sigma_{e}^{\delta}\left(v ; x_{1}\right)$ of the subsequence $\left\{\tilde{s}_{v_{r}}\left(x_{1}\right)\right\}$ :

$$
\begin{align*}
& \sigma_{\varrho}^{\delta}\left(v ; x_{1}\right)=\frac{1}{A_{Q}^{\delta}} \sum_{r=0}^{\varrho} A_{Q-r}^{\delta-1} \tilde{v}_{v_{r}}\left(x_{1}\right)=  \tag{10}\\
&=\frac{1}{A_{Q}^{\delta}} \sum_{r=0}^{\varrho} A_{\varrho-r}^{\delta}\left(\sum_{k_{1}=v_{r-1}+1}^{v_{r}} c_{k_{1}} \psi_{k_{1}}\left(x_{1}\right)\right) \\
&\left(\varrho=0,1, \ldots ; v_{-1}=-1\right) .
\end{align*}
$$

Then the above-mentioned theorem of Tandori can be stated in a more general form as follows.

Theorem B ([10, Hilfssatz I]). Let $v=\left\{v_{r}\right\}$ be a strictly increasing sequence of nonnegative integers, and let $\delta>0$ and $q>1$. Then, under condition (5), we have
(i) $\quad \tilde{s}_{\nu_{\left[q^{m}\right]}}\left(x_{1}\right)-\sigma_{\left[q^{m}\right]}^{1}\left(v ; x_{1}\right) \rightarrow 0$ as $m \rightarrow \infty$, and
(ii) $\max _{\left[q^{m}\right]<r<\left[q^{m+1}\right]}\left(\sigma_{r}^{1}\left(v ; x_{1}\right)-\sigma_{\left[q^{m}\right]}^{1}\left(v ; x_{1}\right)\right) \rightarrow 0$ as $m \rightarrow \infty$ a.e. on $I$.

This theorem is proved in [10] for the special case $q=2$, but the proof can be executed, without essential changes, for general $q>1$, too.

Now, using the reasonings made in [4, pp. 186-187] for the special case $v_{r} \equiv r$, one can supplement (i)-(ii) as follows.

Theorem C. Let $v=\left\{v_{r}\right\}$ be a strictly increasing sequence of nonnegative integers and let $\delta>1 / 2$. Then, under condition (5), we have
(iii) $\frac{1}{\varrho+1} \sum_{r=0}^{\varrho}\left(\sigma_{r}^{\delta-1}\left(v ; x_{1}\right)-\sigma_{r}^{\delta}\left(v ; x_{1}\right)\right)^{2} \rightarrow 0 \quad$ as $\varrho \rightarrow \infty$
a.e. on I. Consequently, if

$$
\sigma_{r}^{\delta}\left(v ; x_{1}\right) \rightarrow f\left(x_{1}\right) \text { as } r \rightarrow \infty
$$

a.e. on $I$, then

$$
\frac{1}{\varrho+1} \sum_{r=0}^{\varrho}\left(\sigma_{r}^{\delta-1}\left(v ; x_{1}\right)-f\left(x_{1}\right)\right)^{2} \rightarrow 0 \quad \text { as } \varrho \rightarrow \infty
$$

a.e. on I.

Finally, we insert an elementary lemma which can be found e.g. in [4, p. 189]:
(iv) If $\delta>-1 / 2$ and

$$
\frac{1}{\varrho+1} \sum_{r=0}^{\varrho}\left(\sigma_{r}^{\delta}-s\right)^{2} \rightarrow 0 \quad \text { as } \varrho \rightarrow \infty,
$$

where the $\sigma_{r}^{\delta}$ are the $(C, \delta)$-means of a numerical series, then, for every $\varepsilon>0$, we have

$$
\sigma_{r}^{\delta+1 / 2+\varepsilon} \rightarrow s \text { as } r \rightarrow \infty .
$$

Combining (i)-(iv) in such a manner as it is done in [4, pp. 189-190] for the case $v_{r} \equiv r$, one can conclude the following statement:

Under condition (5), the a.e. convergence of the subsequence $\left\{\tilde{s}_{\left.v_{[q]}\right]}\left(x_{1}\right): m=\right.$ $=0,1, \ldots\}$ of the partial sums of the orthogonal series (4) is equivalent to the a.e. convergence of the means $\left\{\sigma_{\rho}^{\delta}\left(v ; x_{1}\right): \varrho=0,1, \ldots\right\}$ defined by (10), where $\delta>0$ and $q>1$ are fixed numbers.

On closing, one more remark: the latter statement clearly holds true if the interval $I$ of orthogonality is replaced by any measure space $X$, in particular, by $X=I^{d}$.

This completes the proof of Theorem 5.
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## Upper estimates for the eigenfunctions of the Schrödinger operator

## I. JOÓ

For a series of questions concerning spectral theory of non-selfadjoint differential operators we need some estimates for the eigenfunctions.

In the present note we shall generalize the former results of IL'In and Joó [3], [4], [5].

Let ( $a, b$ ) be a finite interval and consider the formal differential operator

$$
l y=-y^{\prime \prime}+q y
$$

with the complex potential $q \in L^{1}(a ; b)$. A function $u_{i}$ having absolutely continuous derivative on every closed subinterval of $(a, b)$ is said to be an eigenfunction of order $i$ of the operator $l$ with the complex eigenvalue $\lambda$ if there exist functions $u_{k}$ ( $k=1,2, \ldots, i-1$ ) with the same properties such that the equations

$$
\begin{equation*}
l u_{k}(x)=\lambda u_{k}(x)+u_{k-1}(x) \quad(k=0,1,2, \ldots, i) \tag{1}
\end{equation*}
$$

hold for almost all $x \in(a, b)$, with $u_{-1} \equiv 0$.
We prove the following
Theorem. Every eigenfunction $u_{i}$ of order $i$ for the eigenvalue $\lambda$ of the operator l has absolutely continuous derivatives on the closed interval $[a, b]$. Furthermore, setting for convenience $\lambda=\mu^{2}$ with $0 \leqq \arg \mu<\pi$, the following estimates hold:

$$
\begin{align*}
\left\|u_{k-1}\right\|_{\infty} & \leqq C_{k}(1+|\mu|)(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty},  \tag{2}\\
\left\|u_{k}\right\|_{\infty} & \leqq C_{k}(1+\operatorname{Im} \mu)^{\frac{1}{p}}\left\|u_{k}\right\|_{p} \quad(1 \leqq p \leqq \infty),  \tag{3}\\
\left\|u_{k}^{\prime}\right\|_{\infty} & \leqq C_{k}(1+|\mu|)\left\|u_{k}\right\|_{\infty} \tag{4}
\end{align*}
$$

for $k=0,1, \ldots, i$; the constants $C_{k}=C_{k}\left(b-a,\|q\|_{1}\right)$ do not depend on $\lambda$.
Remark. The estimates (2), (3), (4) strengthen and generalize the corresponding results of IL'in [3] for the case of the Schrödinger operator with $q \in C^{1}[a, b]$. Our theorem was formulated in [5] and its proof is based only on the use of mean-

[^7]value formulas, an essentially new idea, which is necessary if the potential $q$ is not smooth. For fixed $k, a, b$ and $q$ the order of the estimates (2), (3), (4) in $\lambda$ cannot be improved. (This will be established in a forthcoming paper [6]). Indeed, for numerous applications this is the most important aspect.

For the proof of the Theorem we need the following extensions of Titchmarsh classical formulae [2, p. 26].

Lemma. We have

$$
\begin{align*}
& u_{k}(x-t)+u_{k}(x+t)=2 u_{k}(x) \cos \mu t+  \tag{5}\\
& +\int_{x-t}^{x+t}\left[q(\xi) u_{k}(\xi)-u_{k-1}(\xi)\right] \frac{\sin \mu(t-|x-\xi|)}{\mu} d \xi \quad \text { if } \mu \neq 0, \\
& +\int_{x-t}^{x+t}\left[q(\xi) u_{k}(\xi)-u_{k-1}(\xi)\right](t-|x-\xi|) d \xi \quad \text { if } \quad \mu=0
\end{align*}
$$

$$
\begin{gathered}
-\int_{x-t}^{x+t}\left[q(\xi) u_{k-1}(\xi)-u_{k-2}(\xi)\right] \int_{|x-\xi|}^{t} \frac{\sin \mu(\eta-|x-\xi|)}{\mu} \sin \mu(t-\eta) d \eta d \xi \text { if } \mu \neq 0 \\
u_{k-1}(x) t^{2}=\int_{x-t}^{x+t} u_{k-1}(\xi)(t-|x-\xi|) d \xi- \\
-\int_{x-t}^{x+t}\left[q(\xi) u_{k-1}(\xi)-u_{k-2}(\xi)\right] \int_{|x-\xi|}^{t}(\eta-|x-\xi|)(t-\eta) d \eta d \xi \text { if } \mu=0
\end{gathered}
$$

Proof. (Only for $\mu \neq 0$; the case $\mu=0$ is similar.) We can write by (1)

$$
\begin{gathered}
\int_{x-t}^{x+t}\left[q(\xi) u_{k}(\xi)-u_{k-1}(\xi)\right] \frac{\sin \mu(t-|x-\xi|)}{\mu} d \xi= \\
\quad=\int_{x-t}^{x+t}\left[u(\xi)+\mu^{2} u_{k}(\xi)\right] \frac{\sin \mu(t-|x-\xi|)}{\mu} d \xi
\end{gathered}
$$

integrating by parts, we obtain (5).
On the other hand, in view of (5),

$$
\begin{gathered}
\int_{x-1}^{x+t} u_{k-1}(\xi) \sin \mu(t-|x-\xi|) d \xi=\int_{0}^{t}\left[u_{k-1}(x-\eta)+u_{k-1}(x+\eta)\right] \sin \mu(t-\eta) d \eta= \\
=\int_{0}^{t} 2 u_{k-1}(x) \cos \mu \eta \sin \mu(t-\eta) d \eta+ \\
+\int_{0}^{t} \int_{x-\xi}^{x+\xi}\left[q(\xi) u_{k-1}(\xi)-u_{k-2}(\xi)\right] \frac{\sin \mu(\eta-|x-\xi|)}{\mu} d \xi \sin \mu(t-\eta) d \eta
\end{gathered}
$$

applying the Fubini theorem, a short computation gives (6).

We shall also need the following elementary inequalities:

$$
\begin{gather*}
|\sin z|,|\cos z|<2 ;|\sin z|<2|z| \quad \text { whenever } \quad|\operatorname{Im} z| \leqq 1  \tag{7}\\
|\sin z|>\frac{1}{3}|z| \quad \text { if } \quad|z| \leqq 2
\end{gather*}
$$

$$
\begin{equation*}
\sup _{1 / 2<a<1}|\sin \alpha z|>\frac{1}{3} \quad \text { whenever } \quad|\operatorname{Im} z| \leqq 1 \quad \text { and } \quad|z| \geqq 2 \tag{9}
\end{equation*}
$$

Proof of the Theorem. It is well known [1] that $u_{k}, u_{k}^{\prime} \in L^{\infty}(a, b)$ and $u_{k}^{\prime \prime} \in L^{1}(a, b)$. Next we show the auxiliary estimate
(10) $\quad\left\|u_{k}\right\|_{\infty} \leqq 10 \max _{[a+\delta, b-\delta]}\left|u_{k}\right|+4 \delta \min \left(2 \delta, \frac{2}{|\mu|}\right)\left\|u_{k-1}\right\|_{\infty} \quad$ for $\quad 0 \leqq \delta \leqq R$,
where $R=\min \left\{\frac{b-a}{4}, \frac{1}{\operatorname{Im} \mu}, \frac{1}{4\|q\|_{1}}\right\}$. Indeed, for each $x \in\left[a, \frac{a+b}{2}\right]$ and $0 \leqq \delta \leqq R$ we obtain from (5) and (7)

$$
\begin{equation*}
\left|u_{k}(x)\right| \leqq\left|u_{k}(x+2 \delta)\right|+4\left|u_{k}(x+\delta)\right|+2 \delta\|q\|_{1}\left\|u_{k}\right\|_{\infty}+2 \delta \min \left(2 \delta, \frac{2}{|\mu|}\right)\left\|u_{k-1}\right\|_{\infty} . \tag{11}
\end{equation*}
$$

An analogous estimate holds for $x \in\left[\frac{a+b}{2}, b\right]$, and hence

$$
\left\|u_{k}\right\|_{\infty} \leqq 5 \max _{[a+\delta, b-\delta]}\left|u_{k}\right|+\frac{1}{2}\left\|u_{k}\right\|_{\infty}+2 \delta \min \left(2 \delta, \frac{2}{|\mu|}\right)\left\|u_{k-1}\right\|_{\infty} .
$$

Now we prove (2) by induction on $k$. The case $k=0$ is trivial (we set $C_{0}=1$ ). Suppose (2) holds with $k-1$ in place of $k$ and consider the eigenfunction $u_{k}$. Comparing the expressions for the term $\int_{x \rightarrow t}^{x+t} u_{k-1}(\xi) \sin \mu(t-|x-\xi|) d \xi$ in (5) and (6), respectively, and using (7) we obtain

$$
\begin{gathered}
\left|u_{k-1}(x)\right| \delta|\sin \delta \mu| \leqq\left(6+2 \delta\|q\|_{1}\right)|\mu|\left\|u_{k}\right\|_{\infty}+ \\
+2 \delta^{2} \min (2,2 \delta|\mu|)\left\|u_{k-1}\right\|_{\infty}+2 \delta^{2} \min \left(\frac{4}{|\mu|}, 4 \delta^{2}|\mu|\right)\left\|u_{k-2}\right\|_{\infty}
\end{gathered}
$$

for all $x \in[a+b, b-\delta]$ and $0 \leqq \delta \leqq R$, thus (taking into account that $2 \delta\|q\|_{1} \leqq 1$ )

$$
\begin{gathered}
\max _{[a+\delta, b-\delta]}\left|u_{k-1}\right| \delta|\sin \delta \mu| \leqq 7|\mu|\left\|u_{k}\right\|_{\infty}+ \\
+2 \delta \min (1, \delta|\mu|)\left\|u_{k-1}\right\|_{\infty}+8 \delta^{2} \min \left(\frac{1}{|\mu|}, \delta^{2}|\mu|\right)\left\|u_{k-2}\right\|_{\infty} .
\end{gathered}
$$

Applying (10) for $u_{k-1}$ instead of $u_{k}$ and expressing hence $\max _{[a+\delta, b-\delta]}\left|u_{k-1}\right|$ we get

$$
\begin{gathered}
\left\{\left\|u_{k-1}\right\|_{\infty} \cdot \frac{1}{10}-\frac{8}{10} \delta \min \left(\delta, \frac{1}{|\mu|}\right)\left\|u_{k-2}\right\|_{\infty}\right\} \delta|\sin \delta \mu| \leqq \\
\leqq 7|\mu|\left\|u_{k}\right\|_{\infty}+4 \delta^{2}\|q\|_{1} \min (1, \delta|\mu|)\left\|u_{k-1}\right\|_{\infty}+8 \delta^{2} \min \left(\frac{1}{|\mu|}, \delta^{2}|\mu|\right)\left\|u_{k-2}\right\|_{\infty} .
\end{gathered}
$$

Using the induction hypothesis (i.e. $\left.\left\|u_{k-2}\right\|_{\infty} \leqq C_{k-1}(1+|\mu|)(1+\operatorname{Im} \mu)\left\|u_{k-1}\right\|_{\infty}\right)$

$$
\begin{equation*}
\frac{\delta^{2}}{7}\left\{\left|\frac{\sin \delta \mu}{\delta \mu}\right|\left[\frac{1}{10}-\delta \frac{C_{k-1}(1+|\mu|)(1+\operatorname{Im} \mu)}{|\mu|} \min (1, \delta|\mu|)\right]-\right. \tag{12}
\end{equation*}
$$

$\left.-\frac{4}{|\mu|}\|q\|_{1} \min (1, \delta|\mu|)-\frac{8}{|\mu|}[\min (1, \delta|\mu|)]^{2} \frac{C_{k-1}(1+|\mu|)(1+\operatorname{Im} \mu)}{|\mu|}\right\}\left\|u_{k-1}\right\|_{\infty} \leqq\left\|u_{k}\right\|_{\infty}$.
Set $\delta_{k}=\min \left\{R,\left[960 C_{k-1}(1+\operatorname{Im} \mu)\left(1+\frac{b-a}{4}\right)\right]^{-1},\left[480\|q\|_{1}\right]^{-1}\right\}$.
To examine (12), we distinguish two cases: a) $\delta_{k}|\mu| \leqq 2$, b) $\delta_{k}|\mu|>2$.
Case $a$ ). In view of (8) and the fact $\delta(1+|\mu|) \leqq \delta+1 \leqq 1+\frac{b-a}{4}$, an application of (12) to $\delta=\frac{\delta_{k}}{2}$ yields

$$
\begin{gathered}
\frac{\delta^{2}}{7}\left\{\frac{1}{3}\left[\frac{1}{10}-\frac{1}{40}\right]-\frac{1}{120}-\frac{1}{120}\right\}\left\|u_{k-1}\right\|_{\infty} \leqq \\
\leqq \frac{\delta^{2}}{7}\left\{\frac{1}{3}\left[\frac{1}{10}-\delta^{2} C_{k-1}(1+|\mu|)(1+\operatorname{Im} \mu)\right]-4 \delta\|q\|_{1}-\right. \\
\left.\left.-8 \delta^{2} C_{k-1}(1+|\mu|) 1+\operatorname{Im} \mu\right)\right\}\left\|u_{k-1}\right\|_{\infty} \leqq\left\|u_{k}\right\|_{\infty} .
\end{gathered}
$$

Thus, from the definition of $\delta$ we obtain

$$
\begin{equation*}
\frac{\left\|u_{k-1}\right\|_{\infty}}{\left\|u_{k}\right\|_{\infty}} \leqq \frac{28 \cdot 120}{\delta_{k}^{2}} \tag{13}
\end{equation*}
$$

Case b). According to (9) we may choose $\alpha \in\left(\frac{1}{2}, 1\right)$ such that $\left|\sin \alpha \delta_{k} \mu\right|>\frac{1}{3}$. Thus by setting $\delta=\alpha \delta_{k}$ in (12) we have

$$
\begin{gathered}
\frac{\delta^{2}}{7}\left\{\frac{1 / 30}{\delta|\mu|}-\frac{\delta(1+|\mu|)(1+\operatorname{Im} \mu)}{|\mu|} C_{k-1} \frac{1 / 3}{\delta|\mu|}-\frac{4}{|\mu|}\|q\|_{1}-\right. \\
\left.-\frac{8}{|\mu|} \frac{C_{k-1}(1+|\mu|)(1+\operatorname{Im} \mu)}{|\mu|}\right\}\left\|u_{k-1}\right\|_{\infty} \leqq\left\|u_{k}\right\|_{\infty} .
\end{gathered}
$$

Observe that

$$
\frac{1+|\mu|}{|\mu|}=1+\frac{1}{|\mu|} \leqq 1+\frac{\delta_{k}}{2} \leqq 1+\frac{b-a}{4} .
$$

Therefore

$$
\begin{gathered}
\frac{\delta}{|\mu|} \frac{1 / 7}{120}\left\|u_{k-1}\right\|_{\infty} \leqq \frac{\delta}{7|\mu|}\left\{\frac{1}{30}-\frac{\delta}{3}(1+\operatorname{Im} \mu)\left(1+\frac{b-a}{4}\right) C_{k-1}-\right. \\
\left.-4 \delta\|q\|_{1}-8 \delta C_{k-1}\left(1+\frac{b-a}{4}\right)(1+\operatorname{Im} \mu)\right\}\left\|u_{k-1}\right\|_{\infty} \leqq\left\|u_{k}\right\|_{\infty}
\end{gathered}
$$

i.e.

$$
\begin{equation*}
\frac{\left\|u_{k-1}\right\|_{\infty}}{\left\|u_{k}\right\|_{\infty}} \leqq \frac{7 \cdot 120|\mu|}{\delta} \leqq \frac{14 \cdot 120|\mu|}{\delta_{k}} \tag{14}
\end{equation*}
$$

Summing up (13) and (14); and taking into account the definition of $\delta_{k}$, estimate (2) follows with

$$
C_{k}=28 \cdot 120\left\{\left(\frac{4}{b-a}\right)^{2}+1+\left[960\left(1+\frac{b-a}{4}\right) C_{k-1}\right]^{-1}+\left[480\|q\|_{1}\right]^{-1}\right\}
$$

We prove (3) from (2). Integrating (11) by $\delta$ from 0 to $\delta_{k+1}$ we have for $x \in$ $\in\left[a, \frac{a+b}{2}\right]$

$$
\begin{aligned}
& \delta_{k+1}\left|u_{k}(x)\right| \leqq \int_{0}^{\delta_{k+1}}\left|u_{k}(x+2 \delta)\right| d \delta+4 \int_{0}^{\delta_{k+1}}\left|u_{k}(x+\delta)\right| d \delta+ \\
& \quad+\delta_{k+1}^{2}\|q\|_{1}\left\|u_{k}\right\|_{\infty}+\min \left(\frac{4}{3} \delta_{k+1}^{3}, \frac{2 \delta_{k+1}^{2}}{|\mu|}\right)\left\|u_{k-1}\right\|_{\infty}
\end{aligned}
$$

Applying Hölder's inequality and (2) it follows

$$
\begin{aligned}
& \delta_{k+1}\left|u_{k}(x)\right| \leqq 5 \delta_{k+1}^{1-1 / p}\left\|u_{k}\right\|_{p}+\delta_{k+1}^{2}\|q\|_{1}\left\|u_{k}\right\|_{\infty}+ \\
+ & \min \left(\frac{4}{3} \delta_{k+1}^{3}, \frac{2 \delta_{k+1}^{2}}{|\mu|}\right) C_{k}(1+|\mu|)(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty}
\end{aligned}
$$

whence (by considering the cases $|\mu| \leqq 1$ and $|\mu|>1$ separately)

$$
\left|u_{k}(x)\right| \leqq 5 \delta_{k+1}^{-1 / p}\left\|u_{k}\right\|_{p}+\delta_{k+1}\|q\|_{1}\left\|u_{k}\right\|_{\infty}+4 \delta_{k+1} C_{k}(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty} .
$$

An analogous inequality holds for $x \in\left[\frac{a+b}{2}, b\right]$, and therefore
i.e.

$$
\left\|u_{k}\right\|_{\infty} \leqq 5 \delta_{k+1}^{-1 / p}\left\|u_{k}\right\|_{p}+\delta_{k+1}\|q\|_{1}\left\|u_{k}\right\|_{\infty}+4 \delta_{k+1} C_{k}(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty},
$$

$$
\left\|u_{k}\right\|_{\infty} \leqq 10 \delta_{k+1}^{-1 / p}\left\|u_{k}\right\|_{p} \leqq C_{k}(1+\operatorname{Im} \mu)^{1 / p}\left\|u_{k}\right\|_{p}
$$

We turn to the proof of (4). In case of $x, x+t \in(a, b)$ we have

$$
\begin{gather*}
u_{k}(x+t)=u_{k}(x) \cos \mu t+u_{k}^{\prime}(x) \frac{\sin \mu t}{\mu}+  \tag{15}\\
+\int_{x}^{x+t}\left[q(\xi) u_{k}(\xi)-u_{k-1}(\xi)\right] \frac{\sin \mu(x+t-\xi)}{\mu} d \xi \quad \text { if } \mu \neq 0, \\
u_{k}(x+t)=u_{k}(x)+u_{k}^{\prime}(x) \cdot t+ \\
+\int_{x}^{x+t}\left[q(\xi) u_{k}(\xi)-u_{k-1}(\xi)\right](x+t-\xi) d \xi \quad \text { if } \quad \mu=0
\end{gather*}
$$

((15) can be verified in a similar way as (5)). For each $x \in\left[a, \frac{a+b}{2}\right]$ and $t=\delta_{k+1}$ we obtain from (7) and (15)

$$
\left|u_{k}^{\prime}(x)\right|\left|\frac{\sin \mu t}{\mu}\right| \leqq\left(3+2 \delta_{k+1}\|q\|_{1}\right)\left\|u_{k}\right\|_{\infty}+\delta_{k+1} \min \left(2 \delta_{k+1}, \frac{2}{|\mu|}\right)\left\|u_{k-1}\right\|_{\infty}
$$

and therefore, applying (2) we get

$$
\begin{gathered}
\left|u_{k}^{\prime}(x)\right|\left|\frac{\sin \mu t}{\mu}\right| \leqq\left(3+2 \delta_{k+1}\|q\|_{1}\right)\left\|u_{k}\right\|_{\infty}+ \\
+\delta_{k+1} \min \left(2 \delta_{k+1}, \frac{2}{|\mu|}\right) C_{k}(1+|\mu|)(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty} .
\end{gathered}
$$

A similar estimate holds for $x \in\left[\frac{a+b}{2}, b\right]$. Hence by considering the cases $|\mu| \leqq 1$. and $|\mu|>1$ separately we conclude

$$
\left\|u_{k}^{\prime}\right\|_{\infty}\left|\frac{\sin \mu t}{\mu}\right| \leqq\left(3+2 \delta_{k+1}\|q\|_{1}\right)\left\|u_{k}\right\|_{\infty}+4 \delta_{k+1} C_{k}(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty}
$$

If $\delta_{k+1}|\mu| \leqq 2$ then we get by (8)

$$
\frac{1}{3}\left\|u_{k}^{\prime}\right\| \leqq \delta_{k+1}^{-1}\left(3+2 \delta_{k+1}\|q\|_{1}\right)\left\|u_{k}\right\|_{\infty}+4 C_{k}(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty} \leqq 5 C_{k}\left\|u_{k}\right\|_{\infty}
$$

and if $\delta_{k+1}|\mu|>2$ then we have by (9) for $t=\alpha \delta_{k+1}$ instead of $t=\delta_{k+1}\left(\alpha \in\left[\frac{1}{2}, 1\right]\right)$

$$
\frac{1}{3} \frac{\left\|u_{k}^{\prime}\right\|_{\infty}}{|\mu|} \leqq 5\left\|u_{k}\right\|_{\infty}+4 \delta_{k+1} C_{k}(1+\operatorname{Im} \mu)\left\|u_{k}\right\|_{\infty}
$$

i.e.

$$
\left\|u_{k}^{\prime}\right\|_{\infty} \leqq 16(1+|\mu|)\left\|u_{k}\right\|_{\infty} .
$$

The theorem is proved.

An important special case of (3) is

$$
\begin{equation*}
\left\|u_{0}\right\| \leqq 12\left\{\frac{1}{b-a}+\|q\|_{1}\right\}^{1 / 2}\left\|u_{0}\right\|_{2} \quad(\text { if } \lambda \geqq 0) \tag{16}
\end{equation*}
$$

The author is indebted to Dr. V. Komornik and Dr. L. L. Stachó for their valuable remarks during the preparation of this paper.
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## Lower estimates for the eigenfunctions of the Schrödinger operator

v. KOMORNIK

Let $G=(a, b)$ be a bounded interval, $q \in L^{1}(G)$ a complex function and consider the formal differential operator

$$
L u=-u^{\prime \prime}+q \cdot u
$$

A function $u_{i}: G \rightarrow \mathbf{C}, u_{i} \not \equiv 0(i=0 ; 1, \ldots)$ is said to be an eigenfunction of order $i$ (of the operator $L$ ) with the eigenvalue $\lambda \in \mathbf{C}$, if it is absolutely continuous together with its derivative on every compact subinterval of $G$, and for almost all $x \in G$ the equation

$$
\begin{equation*}
-u_{i}^{\prime \prime}(x)+q(x) \cdot u_{i}(x)=\lambda \cdot u_{i}(x)+u_{i-1}(x) \tag{1}
\end{equation*}
$$

holds, where $u_{i-1} \equiv 0$ for $i=0$ and $u_{i-1}$ is an eigenfunction of order $i-1$, with the eigenvalue $\lambda$, for $i \geqq 1$.

It is known (see [1], pp. 167-169) that in this case $u_{i}$, together with its derivative, can be continuously extended to the closed interval $[a, b]$, and the extended functions are absolutely continuous on the whole interval $[a, b]$. Hence $u_{i} \in L^{p}(G)$ for all $1 \leqq p \leqq \infty$. For the sake of brevity, we shall use the notation $\|\cdot\|_{p}$ instead of $\|\cdot\|_{L^{p}(G)}$.

The aim of the present paper is to prove the following.
Theorem. Let $G=(a, b)$ be a bounded interval and $q \in L^{1}(G)$ a complex function. Then, for an arbitrary eigenfunction $u_{i}$ of order $i \geqq 0$ with the eigenvalue $\lambda$, and for any $1 \leqq p<q<\infty$, the following estimates hold:

$$
\begin{gather*}
\frac{\left\|u_{i}\right\|_{\infty}}{\left\|u_{i}\right\|_{p}} \geqq C_{1} \cdot(1+|\operatorname{Im} \sqrt{\lambda}|)^{1 / p}  \tag{2}\\
C_{2} \cdot(1+|\operatorname{Im} \sqrt{\lambda}|)^{1 / p-1 / q} \leqq \frac{\left\|u_{i}\right\|_{q}}{\left\|u_{i}\right\|_{p}} \leqq C_{3} \cdot(1+|\operatorname{Im} \sqrt{\lambda}|)^{1 / p-1 / q}, \tag{3}
\end{gather*}
$$

[^8]where the positive constants $C_{1}, C_{2}, C_{3}$ depend on $i, b-a,\|q\|_{1}$, but do not depend on $\lambda$, $p$ and $q: C_{j}=C_{j}\left(i, b-a,\|q\|_{1}\right), j=1,2,3$.

Remark. The estimate

$$
\begin{equation*}
\frac{\left\|u_{i}\right\|_{\infty}}{\left\|u_{i}\right\|_{p}} \leqq C_{4}\left(i, b-a,\|q\|_{1}\right) \cdot(1+|\operatorname{Im} \sqrt{\lambda}|)^{1 / p} \tag{4}
\end{equation*}
$$

is also true; this was proved by I. Joó [5]. Thus our result is exact from the view point of dependence on $\lambda$.

In the proof of the theorem we shall use the following result of [5]: If $u_{1}$ is an arbitrary eigenfunction of order $i \geqq 1$ with the eigenvalue $\lambda$ and $u_{i-1} \equiv L u_{i}-\lambda \cdot u_{i}$ then

$$
\begin{equation*}
\left\|u_{i-1}\right\|_{\infty} \leqq C_{0}(i) \cdot(1+|\sqrt{\lambda}|) \cdot(1+|\operatorname{Im} \sqrt{\lambda}|) \cdot\left\|u_{i}\right\|_{\infty}, \tag{5}
\end{equation*}
$$

where the constant $C_{0}(i)=\mathrm{C}_{0}\left(i, b-a,\|q\|_{1}\right)$ does not depend on $\lambda$.
We recall the formula of E. C. Titchmarsh [2], having been extended for eigenfunctions of higher order in [5]: for any $x-t, x+t \in G$ and $i \in\{0,1, \ldots\}$,

$$
\begin{align*}
& u_{i}(x+t)+u_{i}(x-t)=2 \cdot u_{i}(x) \cdot \cos (\sqrt{\lambda} t)+  \tag{6}\\
& \quad+\int_{x-t}^{x+t}\left(q(\xi) \cdot u_{i}(\xi)-u_{i-1}(\xi)\right) \cdot \frac{\sin \sqrt{\lambda}(t-|x-\xi|)}{\sqrt{\lambda}} d \xi
\end{align*}
$$

if $\lambda \neq 0$.
We mention also the simple inequalities:

$$
\begin{equation*}
\exp (|\operatorname{Im} z|)-1 \leqq|2 \cdot \cos z|, \quad|2 \cdot \sin z| \leqq \exp (|\operatorname{Im} z|)+1 \quad(z \in \mathbf{C}) \tag{7}
\end{equation*}
$$

The proof of the theorem will be based on the following
Proposition. Let $u_{i}$ be an arbitrary eigenfunction of order $i \geqq 0$ with the eigenvalue $\lambda$. Then, setting for brevity $v=\operatorname{lm} \sqrt{2}$ and $d_{a, b}(x)=\min (|x-a|,|x-b|)$, we have

$$
\begin{equation*}
\left(m_{i} \equiv\right) \max _{x \in[a, b]}\left|u_{i}(x)\right| \cdot\left(1+|v| \cdot d_{a, b}(x)\right)^{-i} \cdot \exp \left(|v| \cdot d_{a, b}(x)\right) \leqq M_{i} \cdot\left\|u_{i}\right\|_{\infty} \tag{8}
\end{equation*}
$$

where the constant $M_{i}=M_{i}\left(b-a,\|q\|_{1}\right)$ does not depend on $\lambda$.
Proof. We work by induction on $i$. For $i=-1$ (8) is formally true with $M_{-1} \equiv 0\left(u_{-1} \equiv 0\right)$. Let now $i \geqq 0$ be arbitrary and suppose (8) is true for $i-1$. In case $|\sqrt{\lambda}| \leqq 1+2^{i} \cdot\|q\|_{1}$ we obviously have

$$
\begin{equation*}
m_{i} \leqq \exp \left(\left(1+2^{i} \cdot\|q\|_{1}\right) \cdot(b-a)\right) \cdot\left\|u_{i}\right\|_{\infty} . \tag{9}
\end{equation*}
$$

Consider now the case $|\sqrt{\lambda}|>1+2^{i} \cdot\|q\|_{1}$. Denote $y \in[a, b]$ such a point where the maximum on the left side of (8) is attained. Then

$$
\begin{equation*}
m_{i}=\left|u_{i}(y)\right| \cdot(1+|v| \cdot t)^{-i} \cdot \exp (|v| t) \quad\left(t \equiv d_{a, b}(y)\right) \tag{10}
\end{equation*}
$$

By properties (10), (7), (6), (5) and the inductive hypothesis we can write the following chain of inequalities:

$$
\begin{gathered}
m_{i} \cdot(1+|v| t)^{i}-\left\|u_{i}\right\|_{\infty} \leqq m_{i} \cdot(1+|v| t)^{i}-\left|u_{i}(y)\right|=\left|u_{i}(y)\right| \cdot(\exp (|v| t)-1) \leqq \\
\leqq\left|2 \cdot u_{i}(y) \cdot \cos (\sqrt{\lambda} t)\right| \leqq\left|u_{i}(y-t)+u_{i}(y+t)\right|+\mid \int_{y-t}^{v+t}\left(q(\xi) u_{i}(\xi)-\right. \\
\left.-u_{i-1}(\xi)\right) \left.\frac{\sin \sqrt{\lambda}(t-|y-\xi|)}{\sqrt{\lambda}} d \xi\left|\leqq 2 \cdot\left\|u_{i}\right\|_{\infty}+\frac{\|q\|_{1}}{2 \cdot|\sqrt{\lambda}|} \cdot \max _{|y-\xi| \leqq t}\right| u_{i}(\xi) \right\rvert\, \cdot \\
\cdot(1+\exp (|v|(t-|y-\xi|)))+\frac{t}{|\sqrt{\lambda}|} \cdot \max _{|y-\xi| \leqq t}\left|u_{i-1}(\xi)\right| \cdot(1+\exp (|v|(t-|y-\xi|))) \leqq \\
\leqq 2 \cdot\left\|u_{i}\right\|_{\infty}+2^{-i-1} \cdot\left(m_{i} \cdot(1+2 \cdot|v| t)^{i}+\left\|u_{i}\right\|_{\infty}\right)+\frac{t}{|\sqrt{\lambda}|} \cdot\left(m_{i-1}(1+2 \cdot|v| t)^{i-1}+\left\|u_{i-1}\right\|_{\infty}\right) \leqq \\
\leqq \frac{5}{2} \cdot\left\|u_{i}\right\|_{\infty}+\frac{1}{2} m_{i} \cdot(1+|v| t)^{i}+\frac{t}{|\sqrt{\lambda}|} \cdot\left(1+M_{i-1} \cdot(1+2 \cdot|v| t)^{i-1}\right) \cdot C_{0}(i) \cdot(1+|\sqrt{\lambda}|) \cdot \\
\cdot(1+|v|) \cdot\left\|u_{i}\right\|_{\infty} \leqq \frac{5}{2} \cdot\left\|u_{i}\right\|_{\infty}+\frac{1}{2} m_{i} \cdot(1+|v| t)^{i}+\frac{1+|\sqrt{\lambda}|}{|V \sqrt{\lambda}|}\left(1+M_{i-1}\right) \cdot(1+2 \cdot|v| t)^{i-1} . \\
\cdot C_{0}(i) \cdot(t+|v| t) \cdot\left\|u_{i}\right\|_{\infty} \leqq \frac{1}{2} m_{i} \cdot(1+|v| t)^{i}+\left\|u_{i}\right\|_{\infty} \cdot \\
\cdot\left(\frac{5}{2}+2^{i} \cdot\left(1+M_{i-1}\right) \cdot C_{0}(i) \cdot(1+b-a) \cdot(1+|v| t)^{i}\right) .
\end{gathered}
$$

Hence

$$
\begin{equation*}
m_{i} \leqq\left(7+2^{i+1} \cdot\left(1+M_{i-1}\right) \cdot C_{0}(i) \cdot(1+b-a)\right) \cdot\left\|u_{i}\right\|_{\infty} \tag{11}
\end{equation*}
$$

It follows from (9) and (11) that (8) is true for $i$ if we put

$$
M_{i} \equiv \max \left(\exp \left(\left(1+2^{i} \cdot\|q\|_{1}\right) \cdot(b-a)\right), 7+2^{i+1} \cdot\left(1+M_{i-1}\right) \cdot C_{0}(i) \cdot(1+b-a)\right)
$$

The proposition is proved.
Corollary. For any $0<\alpha<1$ there exists a constant $M_{i}(\alpha)=M_{i}\left(\alpha, b-a,\|q\|_{1}\right)$ independent of $\lambda$ such that

$$
\begin{equation*}
\max _{x \in[a, b]}\left|u_{i}(x)\right| \exp \left(\alpha \cdot|v| \cdot d_{a, b}(x)\right) \leqq M_{i}(\alpha) \cdot\left\|u_{i}\right\|_{\infty} \tag{12}
\end{equation*}
$$

Let us turn to the proof of the theorem. Choosing for instance $\alpha=1 / 2$, we have by (12) for all $x \in G$ :

$$
\left|u_{i}(x)\right| \leqq M_{i}(1 / 2) \cdot\left\|u_{i}\right\|_{\infty} \cdot \exp \left(-\frac{1}{2} \cdot|v| \cdot d_{a, b}(x)\right)
$$

Taking the $L^{p}(G)$ norm of both sides, we obtain for $|v| \geqq 1$

$$
\begin{aligned}
\left\|u_{i}\right\|_{p} & \leqq M_{i}(1 / 2) \cdot\left\|u_{i}\right\|_{\infty} \cdot 4^{1 / p} \cdot p^{-1 / p} \cdot|v|^{-1 / p} \leqq \\
& \leqq 4 \cdot M_{i}(1 / 2) \cdot\left\|u_{i}\right\|_{\infty} \cdot|v|^{-1 / p} \leqq 8 \cdot M_{i}(1 / 2) \cdot\left\|u_{i}\right\|_{\infty} \cdot(1+|v|)^{-1 / p}
\end{aligned}
$$

and hence,

$$
\begin{equation*}
\left\|u_{i}\right\|_{\infty} \geqq\left(8 \cdot M_{i}(1 / 2)\right)^{-1} \cdot\left\|u_{i}\right\|_{p} \cdot(1+|v|)^{1 / p} . \tag{13}
\end{equation*}
$$

On the other hand, in the case $|v|<1$ we have obviously

$$
\left\|u_{i}\right\|_{p} \leqq(b-a)^{1 / p} \cdot\left\|u_{i}\right\|_{\infty} \leqq(1+b-a) \cdot\left\|u_{i}\right\|_{\infty} \leqq 2 \cdot(1+b-a) \cdot\left\|u_{i}\right\|_{\infty} \cdot(1+|v|)^{-1 / p},
$$ and

$$
\begin{equation*}
\left\|u_{i}\right\|_{\infty} \geqq(2 \cdot(1+b-a))^{-1} \cdot\left\|u_{i}\right\|_{p} \cdot(1+|v|)^{1 / p} ; \tag{14}
\end{equation*}
$$

and (13) and (14) yield the estimate (2) with

$$
C_{1}\left(i, b-a,\|q\|_{1} \equiv \min \left(\left(8 \cdot M_{i}(1 / 2)\right)^{-1},(2 \cdot(1+b-a))^{-1}\right)\right.
$$

The estimates (3) are easy consequences of (2) and (4). The theorem is proved.
The author is grateful to I. Joó for stimulating discussions.
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# A projection principle concerning biholomorphic automorphisms 

L. L. STACHÓ

## 1. Introduction

Let $E$ denote a Banach space and $D$ be a bounded domain in $E$. A mapping $F$ of $D$ onto itself is called a biholomorphic automorphism of $D$ if the Fréchet derivative of $F$ exists at each point $x \in D$ and is a bounded invertible linear $E$-operator. Our basic motivation in this article is the problem of describing Aut $B(E)$ the group of all biholomorphic automorphisms of the unit ball $B(E)$ of $E$. By recent results of W. Kaup [7] and J.-P. Vigué [18], this problem stands in a close relationship with that of the classification of symmetric complex Banach manifolds which is solved since a long time in the finite dimensional case [2] but fairly not settled for infinite dimensions.

In 1979, E. Vesentin [16] has shown that the unit ball of a nontrivial $L^{1}$-space admits only linear biholomorphic automorphisms. His proof goes back to investigations on Aut-invariant distances and a classical two dimensional result of M . Kritikos $^{\text {[9]. Using a characterization of polynomial vector fields tangent to } \partial B(E)}$ (the boundary of $B(E)$ ) we found [11] an essentially two dimensional argument that enabled us to establish the sufficent and necessary condition for an $L^{p}$-space to have only linear unit ball automorphisms (for different approaches cf. also [1], [16]).

The purpose of Section 2 the general abstract part of this work is to clear up the deeper geometric background and connections of the seemingly different methods in treating $L^{p}$-spaces that occur in [16] and [11], respectively. Our main theorem provides a sufficent condition in terms of the Carathéodory (or Kobayashi) metric to reconstruct the biholomorphic automorphism group of Banach manifolds from those of its certain submanifolds via holomorphic projections. This result seems to be very well suited in calculating explicitly Aut $B(E)$ in various Banach spaces $E$ admitting a sufficiently large family of contractive linear projections. In Section 3 we illustrate the use of this projection principle by two typical examples where the con-

[^9]clusion seems hardly available with other already published methods: After numerous partial solutions, recently T. Franzoni [4] gave the complete description of Aut $B\left(\mathscr{L}\left(H_{1}, H_{2}\right)\right)$ where $\mathscr{L}\left(H_{1}, H_{2}\right) \equiv\left\{\right.$ bounded linear operators $\left.\quad H_{1} \rightarrow H_{2}\right\}$ and $H_{1}, H_{2}$ are arbitrary Hilbert spaces. As we shall see, the projection principle makes it possible to obtain the exact description of Aut $B\left(H_{1} \otimes \ldots \otimes H_{n}\right)$ in an elementary way where $H_{1} \otimes \ldots \otimes H_{n} \equiv$ \{continuous $n$-linear functionals $H_{1} \times \ldots \times H_{n} \rightarrow$ $\rightarrow \mathbf{C}\}$. Note that $\mathscr{L}\left(H_{1}, H_{2}\right) \simeq H_{1} \otimes H_{2}$ and for $n \geqq 3, H_{1} \otimes \ldots \otimes H_{n}$ cannot be equipped with a suitable $J^{*}$-structure on which Franzoni's method is based. The key of the reduction by the projection principle is the fact that in finite dimensions the strong precompactness of $B\left(H_{1} \otimes \ldots \otimes H_{n}\right)$ considerably simplifies the treatment of the space (Section 4). The second application concerns atomic Banach lattices. The unit balls of finite dimensional such spaces are exactly the convex Reinhardt domains. In 1974, T. Sunada [13] characterized $\mathrm{Aut}_{0} D$ for all the bounded Reinhardt domains $D$. However, his proofs depend on the Cartan theory of finite dimensional semisimple Lie algebras thus cannot be carried out in infinite dimensions. If the finite dimensional ideals form a dense submanifold, the projection principle reduces even the most general case to some straightforward 2 dimensional considerations. We remark that in this way also Sunada's proof can be simplified and the method applies in parts to other Banach lattices (cf. [12]).

## 2. Projection principle

Our main abstract result concerns with holomorphic vector fields on complex Banach manifolds (for basic definitions see [17], [7, § 2]). If $M$ denotes a complex Banach manifold, a vector field $v: M \rightarrow T M$ is complete in $M$ iff for every $x \in M$, there exists a mapping $e_{x}: \mathbf{R} \rightarrow M$ such that $e_{x}(0)=x$ and $\frac{d}{d t} e_{x}(t)=v\left(e_{x}(t)\right)$ $\forall t \in \mathbf{R}$. In this case we define $\exp (t v)(x) \equiv e_{x}(t)$. A function $\delta: T M \rightarrow \mathbf{R}_{+}$is called a differential Finsler metric on $M$ if for any fixed $x \in M$, the functional $T_{x} M \ni w \mapsto \delta(x, w)$ is convex and positive-homogeneous and for each coordinatemap $(U, \Phi)$, the function $f_{v}^{(U, \Phi)}: \Phi U \ni e \mapsto \delta\left(\Phi^{-1} e, v\left(\Phi^{-1} e\right)\right.$ ) is locally bounded and lower semicontinuous whenever $v$ is a holomorphic vector field on $M$. We shall write $d_{M}$ for the Carathéodory distance [3], [17] on $M$, i.e. $d_{M}(x, y) \equiv \sup$ \{areath $F(y): F$ is a holomorphic $M \rightarrow \Delta$ function, $F(x)=0\}$ where $\Delta \equiv\{\zeta \in \mathbf{C}:|\zeta|<1\}$. For a holomorphic mapping $F: M \rightarrow M$, we denote by $F^{\prime}$ its Fréchet derivative (recall that for any fixed $x \in M, F^{\prime}(x)$ is a bounded linear $T_{x} M \rightarrow T_{x} M$ operator). For a Banach space $E$, we shall denote by $E^{*},\| \|,-$ and $B(E)$ its dual, norm, closure operation and open unit ball, respectively.
2.1. Theorem. Let $M$ be a complex Banach manifold, $M^{\prime} a$ (complex) submanifold of $M$ and $v$ a complete holomorphic vector field on $M$. Suppose $P$ is a holomorphic mapping of $M$ onto $M^{\prime}$ such that $\left.P\right|_{M^{\prime}}=\mathrm{id}_{M^{\prime}}$ (the identity mapping on $M^{\prime}$ ).

Suppose there exists a differential Finsler metric $\delta$ on $M^{\prime}$ such that
(i) the vector field $\left.P^{\prime} v\right|_{M^{\prime}}$ is $\delta$-bounded (i.e. $\sup _{x \in M} \delta\left(x, P^{\prime}(x) v(x)\right)<\infty$ ) and by writing $d$ for the intrinsic distance generated by $\delta$ on $M^{\prime}$,
(ii) the topology of the metric $d$ is finer than that of $M^{\prime}$,
(iii) for any sequence $x_{1}, x_{2}, \ldots \in M^{\prime}$ which is a Cauchy sequence with respect to $d$ but which is not convergent in $M^{\prime}$ we have $d_{M^{\prime}}\left(x_{1}, x_{n}\right) \rightarrow \infty \quad(n \rightarrow \infty)$.

Then the vector field $P^{\prime} v$ is complete in $M^{\prime}$.
Proof. For the sake of simplicity, the proof will be divided into three steps.

1) From the definition of Carathéodory distance we see immediately that $d_{M^{\prime}}(x, y) \geqq d_{M}(x, y) \quad \forall x, y \in M^{\prime}$ since $M^{\prime} \subset M$. It is also well-known [2] that the mapping $P$ is a $d_{M} \rightarrow d_{M^{\prime}}$ contraction. Hence the relation $\left.P\right|_{M^{\prime}}=\mathrm{id}_{M^{\prime}}$ entails $d_{M^{\prime}}(x, y) \leqq d_{M}(x, y)$. Thus we obtained $d_{M^{\prime}}=\left.d_{M}\right|_{M^{\prime}}$.

In the sequel, we set $a_{x}(t) \equiv \exp (t v)(x)(x \in M, t \in \mathbf{R})$ and $b_{x}$ will denote the maximal solution of the initial value problem $\left\{\frac{d}{d t} y=P^{\prime}(y) v(y) ; y(0)=x\right\}$.

We show that for arbitrarily fixed $z \in M^{\prime}$,

$$
\begin{equation*}
d_{M^{\prime}}\left(P a_{z}(h), b_{z}(h)\right)=o(h) \quad(h \rightarrow 0) . \tag{1}
\end{equation*}
$$

Indeed: Consider any coordinate-map ( $U, \Phi$ ) from the atlas of $M^{\prime}$ for which $z \in U$. We may assume without loss of generality that $\Phi$ is a biholomorphism between $U$ and the open unit ball of some Banach space $E$. Then for all $h \in\left\{t \in \operatorname{dom} b_{z}\right.$ : $\left.b_{z}(t) \in \Phi^{-1}\left(\frac{1}{2} B(E)\right)\right\}$ we have

$$
\begin{aligned}
d_{M^{\prime}}\left(P a_{z}(h), b_{z}(h)\right) & \leqq d\left(P a_{z}(h), b_{z}(h)\right)=d_{B(E)}\left(\Phi P a_{z}(h), \Phi b_{z}(h)\right) \leqq \\
& \leqq \mu\left\|\Phi P a_{z}(h)-\Phi b_{z}(h)\right\|
\end{aligned}
$$

where $\mu \equiv \sup \left\{d_{B(E)}(f, g) /\|f-g\|: f, g \in \frac{1}{2} B(E)\right\}$. It is easily seen that $\mu \equiv$ $\leqq 2 \sup \left\{d_{B(E)}(f, 0) /\|f\|: f \in \frac{1}{2} B(E)\right\}=2 \sup \left\{\|f\|^{-1}\right.$ areath $\left.\|f\|:\|f\| \leqq \frac{1}{2}\right\}<\infty$.

The estimate $\left\|\Phi P a_{z}(h)-\Phi b_{z}(h)\right\|=o(h)(j \rightarrow 0)$ can be verified as follows: By definition, $a$ is the solution of the initial value problem $\left\{\frac{d}{d t} y=v(y), y(0)=z\right\}$.

Therefore $\left\|\Phi a_{z}(h)-\left(\Phi z+h \Phi^{\prime} v(z)\right)\right\|=o(h)$. Thus $\left.\quad \frac{d}{d h}\right|_{0}\left[\Phi P a_{z}(h)-\Phi b_{z}(h)\right]=$ $=\left.\frac{d}{d h}\right|_{0} \Phi P a_{z}(h)-\Phi^{\prime} P^{\prime} v(z)=\Phi^{\prime} P^{\prime} v(z)-\Phi^{\prime} P^{\prime} v(z)=0$.

An application of (1) directly yields that for any $x, y \in M^{\prime}$,

$$
\begin{gathered}
\lim _{h \rightarrow 0} \frac{1}{|h|}\left[d_{M^{\prime}}\left(b_{x}(h), b_{y}(h)\right)-d_{M^{\prime}}(x, y)\right]=\lim _{h \rightarrow 0} \frac{1}{|h|}\left[d_{M^{\prime}}\left(P a_{x}(h), P a_{y}(h)\right)-d_{M^{\prime}}(x, y)\right] \leqq \\
\leqq \lim _{h \rightarrow 0} \frac{1}{|h|}\left[d_{M}\left(a_{x}(h), a_{y}(h)\right)-d_{M}(x, y)\right]=0
\end{gathered}
$$

(since $P$ is a contraction $d_{M^{\prime}} \rightarrow d_{M^{\prime}}$ and $d_{M^{\prime}}=\left.d_{M}\right|_{M^{\prime}}$ ).
2) Henceforth we proceed by contradiction. Assume that the vector field $P^{\prime} v$ is not complete in $M^{\prime}$.

Now we may fix a point $x \in M^{\prime}$ such that $\operatorname{dom} b_{x} \neq \mathbf{R}$. Let $t_{0}$ be a boundary point of the interval (or ray) dom $b_{x}$. Since $0 \in \operatorname{dom} b_{x}$, we have $t_{0} \neq 0$. So (by passing to the vector field $\frac{1}{t_{0}} v$ ) we may assume $t_{0}=1$. Then consider the function

$$
\varrho(t) \equiv d_{M^{\prime}}\left(b_{x}(t), b_{x}\left(t+\frac{1}{2}\right)\right) \quad\left(t \in\left[0, \frac{1}{2}\right)\right) .
$$

Since $b_{x}(t+h)=b_{b_{x}}(h)$ and $b_{x}\left(t+\frac{1}{2}+h\right)=b_{b_{x}}\left(t+\frac{1}{2}\right)(h)$ whenever $t, t+h, t+\frac{1}{2}$, $t+\frac{1}{2}+h \in[0,1)$, from step 3) it follows that

$$
\lim _{h \rightarrow 0} \frac{\varrho(t+h)-\varrho(t)}{|h|} \leqq 0 \quad \forall t \in\left[0, \frac{1}{2}\right) .
$$

We show that the function $\varrho$ is locally Lipschitzian. Since the conclusion of the previous step can be interpreted as $\varrho^{\prime}(t)=0$ for all such values $t$ where $\varrho^{\prime}(t)$ exists, hence we obtain that $\varrho$ is constant i.e.

$$
\begin{equation*}
d_{M^{\prime}}\left(b_{x}(t), b_{x}\left(t+\frac{1}{2}\right)\right)=d_{M^{\prime}}\left(x, b_{x}\left(\frac{1}{2}\right)\right) \quad \forall t \in\left[0, \frac{1}{2}\right) . \tag{2}
\end{equation*}
$$

Proof. By triangle inequality, it suffices to see that for any $z \in M^{\prime}$, the mapping $t \rightarrow b_{2}(t)$ is locally Lipschitzian with respect to the metric $d_{M^{\prime}}$. Denote by $\delta_{M^{\prime}}$ the Carathéodory differential Finsler metric of the manifold $M^{\prime}$ (for definition see [2], [17]). Then the function $\gamma: \tau \mapsto \delta_{M^{\prime}}\left(b_{z}(\tau), P^{\prime} b\left(b_{z}(\tau)\right)\right)$ is locally bounded (cf.
[17]). Hence if $\mathscr{I}$ is a compact subinterval of $\operatorname{dom} b_{z}$ then $\sup _{t \in \mathscr{F}} \gamma(t)<\infty$ and therefore

$$
\begin{gathered}
d_{M^{\prime}}\left(b_{z}\left(t^{\prime}\right), b_{z}\left(t^{\prime \prime}\right)\right) \leqq\left|\int_{r^{\prime}}^{t^{\prime \prime}} \delta_{M^{\prime}}\left(b_{z}(t), b_{z}^{\prime}(t)\right) d t\right|=\left|\int_{r^{\prime}}^{t^{\prime}} \gamma(t) d t\right| \leqq \\
\leqq \sup _{t \in \mathscr{F}} \gamma(t) \cdot\left|t^{\prime \prime}-t^{\prime}\right| \quad \text { whenever } \quad t^{\prime}, t^{\prime \prime} \in \mathscr{I} .
\end{gathered}
$$

3) Write $K \equiv \sup _{x \in M^{\prime}} \delta\left(x, P^{\prime} v(x)\right)$ and consider the sequence $t_{n} \equiv \frac{1}{2}-\frac{1}{2 n}$ ( $n=1,2, \ldots$ ). For $m \leqq n$ we have

$$
\begin{aligned}
& d\left(b_{x}\left(t_{m}+\frac{1}{2}\right), b_{x}\left(t_{n}+\frac{1}{2}\right)\right) \leqq \int_{t_{m}}^{t_{n}} \delta\left(b_{x}(t), b_{x}^{\prime}(t)\right) d t= \\
= & \int_{t_{m}}^{t_{n}} \delta\left(b_{x}(t), P^{\prime} v\left(b_{x}(t)\right)\right) d t \leqq \int_{t_{m}}^{t_{n}} K d t=\frac{K}{2}\left(\frac{1}{m}-\frac{1}{n}\right) .
\end{aligned}
$$

Thus $\left\{b_{x}\left(t_{n}+\frac{1}{2}\right)\right\}_{n \in \mathbf{N}}$ is a Cauchy sequence with respect to the metric $d$. Suppose $d\left(b_{x}\left(t_{n}+\frac{1}{2}\right), z\right) \rightarrow 0(n \rightarrow \infty)$ for some point $z \in M^{\prime}$. Then we would have $P^{\prime} v\left(b_{x}\left(t_{n}\right)\right) \rightarrow P^{\prime} v(z) \quad(n \rightarrow \infty)$, as a consequence of (ii). However, in this case the function $\tilde{b}(t) \equiv\left\{\begin{array}{ll}b_{x}(t) & \text { if } t \in \operatorname{dom} b_{x} \\ b_{z}(t-1) & \text { if } 0 \leqq(t-1) \in \operatorname{dom} b_{z}\end{array}\right.$ is a solution of the initial value problem $\left\{\frac{d}{d t} y=P^{\prime} v(y), y(0)=x\right\}$ with dom $\tilde{b}$ 玍dom $b_{x}$ which is excluded by the maximality of $b_{x}$. Thus $\left\{b_{x}\left(t_{n}+\frac{1}{2}\right)\right\}$ does not converge in the metric $d$.

By condition (iii), $d_{M^{\prime}}\left(b_{x}\left(\frac{1}{2}\right), b_{x}\left(1-\frac{1}{2 n}\right)\right)=d_{M^{\prime}}\left(b_{x}\left(t_{1}+\frac{1}{2}\right), b_{x}\left(t_{n}+\frac{1}{2}\right)\right) \rightarrow$ $\rightarrow \infty \quad(n \rightarrow \infty)$. From (2) we see

$$
\begin{gathered}
d_{M^{\prime}}\left(b_{x}\left(\frac{1}{2}\right), b_{x}\left(\frac{1}{2}-\frac{1}{2 n}\right)\right) \geqq d_{M^{\prime}}\left(b_{x}\left(\frac{1}{2}\right), b_{x}\left(1-\frac{1}{2 n}\right)\right)- \\
-d_{M^{\prime}}\left(b_{x}\left(1-\frac{1}{2 n}\right), b_{x}\left(\frac{1}{2}-\frac{1}{2 n}\right)\right)=d_{M^{\prime}}\left(b_{x}\left(\frac{1}{2}\right), b_{x}\left(1-\frac{1}{2 n}\right)\right)- \\
-d_{M^{\prime}}\left(x, b_{x}\left(\frac{1}{2}\right)\right) \rightarrow \infty \quad(n \rightarrow \infty)
\end{gathered}
$$

But this is impossible because the topology of a complex Banach manifold is always finer than that generated by its associated Carathéodory metric (cf. [17]) whence $d_{M^{\prime}}\left(b_{x}\left(\frac{1}{2}\right), b_{x}\left(\frac{1}{2}-\frac{1}{2 n}\right)\right) \rightarrow 0(n \rightarrow \infty)$ since the mapping $t \rightarrow b_{x}(t)$ is differentiable.

The obtained contradiction completes the proof.
2.2. Remark. From step 1) one immediately reads that in general we have
2.2a Lemma. If $d^{*}: N \mapsto d_{N}^{*}$ is a metric valued functor on the category of complex Banach manifolds such that for all manifolds $N, N^{\prime}$,
(iv) $d_{N}^{*}$ is a metric on $N$,
(v) each holomorphic map $N^{\prime} \rightarrow N$ is a $d_{N}^{*} \rightarrow d_{N^{\prime}}^{*}$ contraction,
then $\left.d_{M}^{*}\right|_{M}=d_{M}^{*}$, whenever $M^{\prime}$ is a sutmanifold of $M$ and there can be found a holomorphic projection of $M$ onto $M^{\prime}$.

The proof of Theorem 2.1 can be carried out as well for any metric functor $d^{*}$ with properties (iv), (v) and
(vi) $\sup \left\{d_{B(F)}^{*}(f, 0) /\|f\|:\|f\| \leqq \frac{1}{2}\right\}<\infty$ for any Banach space $E$.

The Kobayashi invariant metric (def. see [17], [9]) also satisfies these requirements. Hence Theorem 2.1 holds when replacing Carathéodory distances by those of Kobayashi. Moreover we have the following important special case of Lemma 2.2a.
2.2b Lemma. If $E$ denotes $a$ Banach space and $P$ is a contractive linear projection $E \rightarrow E$ then $\left.d_{B(E)}\right|_{B(P E)}=d_{B(P E)}$ and $\left.d_{B(E)}^{k}\right|_{B(P E)}=d_{B(P E)}^{k}$ where $d^{k}$ stands for the Kobayashi distance.

Proof. Since $\|P\|=1$ (otherwise we have the trivial case $P=0$ ), $P E$ is a closed subspace of $E$ and $P B(E)=B(P E) \subset B(E)$. Thus Lemma 2.2a can be applied to $M \equiv B(E)$ and $M^{\prime} \equiv B(P E)$.

This latter result can be further specialized as follows: Consider any unit vector $e \in E$. By the Hahn-Banach theorem, there exists $\Phi \in E^{*}$ with $\|\Phi\|=\langle e, \Phi\rangle=1$. Then the mapping $P: f \mapsto\langle f, \Phi\rangle e$ is a contractive linear projection of $E$ onto $\mathbf{C e}$. Thus Lemma 2.2b contains Vesentini's following observation.
2.2c Lemma (VESENTINI [16]). Let E be a Banach space, $e \in E$ a unit vector and $\zeta_{1}, \zeta_{2} \in \Delta$. Then we have $d_{B(E)}^{k}\left(\zeta_{1} e, \zeta_{2} e\right)=d_{B(\mathrm{C} e)}\left(\zeta_{1} e, \zeta_{2} e\right)=d_{\Delta}\left(\zeta_{1}, \zeta_{2}\right)=\operatorname{areath}\left|\frac{\zeta_{1}-\zeta_{2}}{1-\zeta_{1} \zeta_{2}}\right|$, i.e. the curve $[\Delta \ni \zeta \mapsto \zeta$ e] is a complex geodesic with respect to both the Carathéodory and Kobayashi distances in $B(E)$.

Later on, we restrict our attention to Banach space unit balls. Recall ([8], [18]) that in a Banach space $E$, the elements of $\mathrm{Aut}_{0} B(E)$ (the connected component of Aut $B(E)$ w.r.t. the topology $\mathscr{T}_{a}$ defined in [15]) are exactly the exponential images of the second degree polynomial vector fields being complete in $B(E)$ whose Liealgebra will be denoted by $\log ^{*}$ Aut $B(E)$. Moreover, the orbit [Aut $B(E)$ ] $\{0\} \equiv$ $\equiv\{F(0): F \in$ Aut $B(E)\}$ is the intersection of $B(E)$ with a subspace which, in the sequel, we shall denote by $E_{0}$ and we have $E_{0}=\left[\log ^{*} A u t B(E)\right]\{0\}$.
2.3. Theorem. If $E$ is a Banach space and $P: E \rightarrow E$ is a contractive linear projection then $\left.P\left[\log ^{*}\right.$ Aut $\left.B(E)\right]\right|_{P E} \subset \log ^{*}$ Aut $B(P E)$.

Proof. Let $u \in \log ^{*} A u t B(E)$ be arbitrarily fixed. We have to show that the vector field $\left.P u\right|_{B(P E)}$ is complete in $B(P E)$. As in the proof of Lemma 2.2 b , let us consider the manifolds $M \equiv B(E), M^{\prime} \equiv B(P E)$, the projection $\left.P\right|_{B(E)}$ of $M$ onto $M^{\prime}$ and the vector field $\left.v \equiv u\right|_{B(E)}$ which is by definition complete in $M$. Take the differential Finsler metric $\delta(x, w) \equiv\|w\|(x \in B(P E), w \in P E)$ on $M^{\prime}$ whose generated intrinsic distance is obviously $d(x, y) \equiv\|x-y\| \quad(x, y \in B(P E))$. To complete the proof, we need only to verify (i), (ii), (iii).
(i): For $x \in B(P E)$ we have $P^{\prime}(x) v(x)=P u(x)$ whence by a theorem of KaUP-UPMEIER [8],

$$
\begin{gathered}
\delta\left(x, P^{\prime} v(x)\right)=\|P u(x)\| \leqq\|u(x)\|=\left\|u(0)+u^{\prime}(0) x+\frac{1}{2} u^{\prime \prime}(0)(x, x)\right\| \leqq \\
\leqq\|u(0)\|+\left\|u^{\prime}(0)\right\|_{\mathscr{P}(E, E)}+\left\|\frac{1}{2} u^{\prime \prime}(0)\right\|_{\{\text {bilin } E \times E \rightarrow E\}}
\end{gathered}
$$

(ii): Trivial.
(iii): Assume $x_{1}, x_{2}, \ldots$ is a Cauchy sequence with respect to the metric $d$ without a limit in $M^{\prime}$. Then for some unit vector $f \in P E,\left\|x_{n}-f\right\| \rightarrow 0(n \rightarrow \infty)$ i.e. $\left\|x_{n}\right\| \rightarrow 1$. Therefore, by Lemma 2.2c, $d_{M^{\prime}}\left(x_{1}, x_{n}\right)=d_{B(P E)}\left(x_{1}, x_{n}\right) \geqq d_{B(P E)}\left(x_{n}, 0\right)-$ $-d_{B(P E)}\left(x_{1}, 0\right)=$ areath $\left\|x_{n}\right\|=$ areath $\left\|x_{1}\right\| \rightarrow \infty$.
2.4. Corollary. If $E$ is a Banach space and $P: E \rightarrow E$ is a contractive linear projection then $P\left(E_{0}\right) \subset(P E)_{0}$. In particular, if $B(E)$ is a symmetric manifold then so is $B(P E)$, too.
2.5. Corollary. Let $E$ be a Banach space. If one can find a family $\mathscr{P}$ of contractive linear projections $E \rightarrow E$ such that for every $P \in \mathscr{P}$, Aut $B(P E)$ consists only of linear transformations and $\bigcap_{P \in \mathscr{G}}$ ker $P=\{0\}$ then all the elements of Aut $B(E)$ are also linear.

Proof. If $v \in \log ^{*}$ Aut $B(E)$ then $P v(0)=0 \forall P \in \mathscr{P}$ whence $v(0)=0$ i.e. the vector field $v$ is linear. On the other hand Aut $B(E)=\operatorname{Aut}^{0} B(E) \operatorname{Aut}_{0} B(E)=\operatorname{Aut}^{0} B(E)$. $\cdot \exp \log ^{*}$ Aut $B(E)$, where $A u t^{0} \equiv\{E$-unitarities $\}$.

## 3. Applications

Let $(X, \mu)$ denote a measure space. In [1], [11] it is proved
3.1. Theorem. The unit ball of $E \equiv L^{p}(X, \mu)$ admits only linear biholomoprhic automorphisms unless $\operatorname{dim} E=1$ or $p=2, \infty$.

As the first illustration of the projection principle, we show how can this result be reobtained from Thullen's classical 2 dimensional theorem [14].

Proof. Suppose $p \in[1, \infty] \backslash\{2\}$ and $\operatorname{dim} E>1$. If $g_{1}, g_{2}$ are functions in $E$ with norm 1 having disjoint supports then it is easily seen that the mapping $P_{g_{1}, g_{2}}$ : $E \in f \mapsto \sum_{j=1}^{2} \int f \overline{g_{j}}\left|g_{j}\right|^{p-2} d \mu \cdot g_{j}$ is a contractive linear projection of $E$ onto the subspace $E_{g_{1}, g_{2}} \equiv \sum_{j=1}^{2} \mathbf{C} g_{j}$. Now $B\left(E_{\theta_{1}, g_{2}}\right)=\left\{\zeta_{1} g_{1}+\zeta_{2} g_{2}:\left|\zeta_{1}\right|^{p}+\left|\zeta_{2}\right|^{p}<1\right\}$ is a Reinhardt domain whose biholomorphic automorphisms are all linear by Thullen's theorem. Furthermore we have ker $P_{g_{1}, g_{2}}=\left\{f \in E: \int f \overline{g_{j}}\left|g_{j}\right|^{p-2} d \mu=0 \quad(j=1,2)\right\}$. Thus $\bigcap_{g_{1}, g_{2}} \operatorname{ker} P_{g_{1}, g_{2}}=$ $=\left\{f \in E: \forall g \in E[\exists h \in E \quad \min (|g|,|h|)=0] \Rightarrow \int f \bar{g}|g|^{p-2} d \mu=0\right\} \subset\left\{f \in E: \forall X_{1} \subset X\left[\exists X_{2} \subset\right.\right.$ $\left.\left.\subset X \backslash X_{1} \quad 0<\mu\left(X_{1}\right), \mu\left(X_{2}\right)<\infty\right] \Rightarrow \int_{X_{1}} d f \mu=0\right\}=\{0\}$. Hence Corollary 2.5 establishes
the linearity of Aut $B(E)$.

To the next application, let $H_{1}, \ldots, H_{n}$ be arbitrarily fixed Hilbert spaces ${ }^{1}$ of at least 2 dimensions and consider the biholomorphic automorphism group of the unit ball $B \equiv B(E)$ of the space $E \equiv H_{1} \otimes \ldots \otimes H_{n}$, the Banach space of $n$-linear functionals endowed with the usual norm $\|F\| \equiv \sup \left\{\left|F\left(h_{1}, \ldots, h_{n}\right)\right|: h_{j} \in H_{j},\left\|h_{j}\right\|=1\right.$ $(j=1, \ldots, n)\}$ for $F \in E$. For $n=1,2$, the description of Aut $B$ is completely settled [5], [4]. It is worth to remark that, in the light of the Kaup Vigué theory, the difficulties in this case can be concentraded to the description of linear $E$-unitary operators: If $n=1, E$ can be identified with $H_{1}$ and for any fixed $c \in H_{1}$, the quadratic vector field $q \equiv\left[H_{1} \ni f \mapsto-(f \mid c) f\right]$ satisfies [11, (1)] i.e. tangent to the boundary of $B$.

Similarly, if $n=2, E$ can be identified with $\mathscr{L}\left(H_{1}, H_{2}\right)$ and for fixed $C \in \mathscr{L}\left(E_{1}, E_{2}\right)$, the vector field $\left[\mathscr{L}\left(H_{1}, H_{2}\right) \ni F \mapsto-F C^{*} F\right.$ ] is quadratic and satisfies $[11,(1)]$. It is easily seen, in both cases that, we have $\{[\exp (t q)](0): t \in \mathbf{R}\}=(-1,1) C$, thus $B$ is symmetric and Aut $B=\left(\operatorname{Aut}^{0} B\right) \exp \left\{q_{c}: c \in E\right\}$. Here we turn our attention first of all to the case $n \geqq 3$ which seems heavily treatable with other methods and is not touched by the literature.
3.2. Lemma. Span $\left\{U C: U\right.$ linear $\left.\in \mathrm{Aut}_{0} B\right\}=E$ whenever $C \in E \backslash\{0\}$ and $\operatorname{dim} H_{j}<\infty \quad(j=1, \ldots, n)$.

Proof. If $C \neq 0$ then we may fix unit vectors $e_{j} \in H_{j}(j=1, \ldots, n)$ such that $\gamma \equiv C\left(e_{1}, \ldots, e_{n}\right) \neq 0$. Then let $P_{j}$ denote the orthogonal projection of $H_{j}$ onto $\mathbf{C} e_{j}$ and set $U_{j}^{\vartheta} \equiv \exp \left(i \vartheta_{j} P_{j}\right), C\left(\vartheta_{1}, \ldots, \vartheta_{n}\right) \equiv\left(U_{j}^{\vartheta} \otimes \ldots \otimes U_{j}^{\vartheta}\right) C\left(\vartheta_{j} \in \mathbf{R} ; j=1, \ldots, n\right)$. Since the operators $U_{j}^{\vartheta}$ are $H_{j}$-unitary, $U_{1}^{9} \otimes \ldots \otimes U_{n}^{9} \in$ Aut $_{0} B$, therefore $e_{1} \otimes \ldots \otimes e_{n}=$

[^10]$=\left.\frac{i}{\gamma} \frac{\partial^{n}}{\partial \vartheta_{1} \ldots \partial \vartheta_{n}}\right|_{0} C \in S \equiv \operatorname{Span}\left\{U C: U \quad\right.$ linear $\left.\in A u t_{0} B\right\}$. Thus for all $H_{j}$-unitary operators $V_{j},\left(V_{1} e_{1}\right) \otimes \ldots \otimes\left(V_{n} e_{n}\right)=\left(V_{1} \otimes \ldots \otimes V_{n}\right)\left(e_{1} \otimes \ldots \otimes e_{n}\right) \in S$ i.e. $f_{1} \otimes \ldots \otimes f_{n} \in S$ whenever $f_{1} \in H_{1}, \ldots, f_{n} \in H_{n}$, whence $S=E$ (since $\operatorname{dim} E<\infty$ ).
3.3. Proposition. For $n>2$, all the elements of Aut $B\left(H_{1} \otimes \ldots \otimes H_{n}\right)$ are linear.

Proof. Observe that the family $\mathscr{P} \equiv\left\{P_{1} \otimes \ldots \otimes P_{n}\right.$ : all $P_{j}$-s are orthogonal $H_{j}$ projections with $\operatorname{dim} P_{j} H_{j}=[2$ if $j \leqq 3$ and 1 if $\left.j>3]\right\}$ consists of contractive $E$-projections and $\bigcap_{P \in \mathscr{F}}$ ker $P=\{0\}$. Since for arbitrary $P \in \mathscr{P}$; the subspace $P E$ is isometrically isomorphic to $\mathbf{C}^{2} \otimes \mathbf{C}^{2} \otimes \mathbf{C}^{2}(\mathbf{C}$ is endowed with its usual euclidean norm), by Corollary 2.5 it suffices to see only that the elements of the group Aut $B\left(\mathbf{C}^{2} \otimes \mathbf{C}^{2} \otimes \mathbf{C}^{2}\right)$ are linear. Thus we may assume $n=3$ and $H_{j}=\mathbf{C}(j=1,2,3)$. Assume now that $E_{0} \neq 0$. Now Lemma 3.2 establishes $E_{0}=E$ i.e. symmetry of $B$. We show that this is impossible.

Denote by $e_{1}, e_{2}$ the vectors $(1,0)$ and $(0,1)$ in $\mathbf{C}^{2}$, respectively, and consider the elcments $\quad C \equiv e_{1} \otimes e_{1} \otimes e_{1}$ and $F \equiv e_{2} \otimes e_{1} \otimes e_{1}+e_{1} \otimes e_{2} \otimes e_{1}+e_{1} \otimes e_{1} \otimes e_{2}$ of $E$. Since the space $E$ is finite dimensional, for every $A \in E$ we can find $f_{1}, f_{2}, f_{3} \in \partial B\left(\mathbf{C}^{2}\right)$ with $\|A\|=A\left(f_{1}, f_{2}, f_{3}\right)$. In particular, for arbitrarily given $\lambda \in\left(0, \frac{1}{3}\right)$ we can fix unit vectors $f_{j}(\lambda)$ such that $\|C+\lambda F\|=\left\langle C+\lambda F, \delta_{\left.f_{1}(\gamma), f_{2}(\lambda), f_{3}(\lambda)\right\rangle \text {. Since } C, F \geqq 0}\right.$ (i.e. $\left.C\left(g_{1}, g_{2}, g_{3}\right), F\left(g_{1}, g_{2}, g_{3}\right) \geqq 0 \forall g_{1}, g_{2}, g_{3} \geqq 0\right)$ and since $\left\langle C+\lambda F, \delta_{e_{8}, e_{2}, e_{2}}\right\rangle=$ $=\lambda F\left(e_{2}, e_{2}, e_{2}\right)<1$, for some $r_{j}(\lambda) \geqq 0$ we can write $f_{j}(\lambda)=\frac{e_{1}+r_{j}(\lambda) e_{2}}{\left(1+r_{j}(\lambda)\right)^{1 / 2}} \quad(j=$ $=1,2,3)$. Thus introducing the function $\Phi_{\lambda}\left(\varrho_{1}, \varrho_{2}, \varrho_{3}\right) \equiv\left\langle C+\lambda F, \delta_{\frac{e_{1}+\varrho_{1} e_{2}}{\left(1+e_{1}^{2}\right)^{1 / 2}}, \ldots, \frac{e_{1}+e_{3} e_{3}}{\left(1+e_{3}^{2}\right)^{1 / 2}}}^{\left(\varrho^{1 / 2}\right.}\right.$ $=\left[1+\lambda\left(\varrho_{1}+\varrho_{2}+\varrho_{3}\right)\right] \sum_{k=1}^{3}\left(1+\varrho_{k}^{2}\right)^{-1 / 2}$, we have $\left.\frac{\partial}{\partial \varrho_{j}}\right|_{\left(r_{1}(\lambda), r_{2}(\lambda), r_{3}(\lambda)\right)} \Phi_{\lambda}=0 \quad(j=1,2,3)$. So $\quad\left\{\lambda\left(1+r_{j}^{2}\right)-\left[1+\lambda\left(r_{1}+r_{2}+r_{3}\right)\right]\right\} \cdot \sum_{k=1}^{3}\left(1+r_{k}^{2}\right)^{-3 / 2}=0(j=1,2,3) \quad$ and hence $\lambda=\frac{r_{1}}{1-r_{1}\left(r_{2}+r_{3}\right)}=\frac{r_{3}}{1-r_{2}\left(r_{1}+r_{3}\right)}=\frac{r_{3}}{1-r_{3}\left(r_{1}+r_{2}\right)}$. Therefore $\quad r_{j} \neq 0 \quad(j=1,2,3)$ and $\frac{1}{r_{1}}+r_{1}=\frac{1}{r_{2}}+r_{2}=\frac{1}{r_{3}}+r_{3}\left(=\frac{1}{\lambda}+\sum_{j=1}^{3} r_{j}\right)$. Observe that from this and from the assumption $\lambda \in\left(0, \frac{1}{3}\right)$ it follows that $r_{1}=r_{2}=r_{3}$. (Otherwise there would be $r>0$ such that two of the numbers $r_{1}, r_{2}, r_{3}$ coincided with $r$ and the third with $1 / r$, respectively. But then $\lambda=\frac{1 / r}{1-(1 / r)(r+r)}<0$.) Thus the relation $\lambda=\frac{r}{1-2 r}$ holds where $r(\lambda) \equiv r_{1}(\lambda)=r_{2}(\lambda)=r_{3}(\lambda)$. This fact can be so interpreted that for sufficiently small
values of $\quad r>0 \quad$ (namely for $\lambda>\frac{1}{3}$ i.e. $r<\frac{\sqrt{17}-3}{4}$ ), $F_{r} \equiv C+\frac{r}{1-2 r^{2}} F$, $\Phi_{r} \equiv \delta_{e_{1}+r e_{2}, e_{1}+r e_{2}, e_{1}+r e_{2}}$ fulfill $\left\|F_{r}\right\| \cdot\left\|\Phi_{r}\right\|=\left\langle F_{r}, \Phi_{r}\right\rangle$. Then by [11, Lemma]

$$
\begin{equation*}
\left\|F_{r}\right\|^{2} \overline{\left\langle C, \Phi_{r}\right\rangle}+\left\langle q\left(F_{r}, F_{r}\right), \Phi_{r}\right\rangle=0 \quad\left(0<r<\frac{\sqrt{17}-3}{4}\right), \tag{2}
\end{equation*}
$$

for some symmetric bilinear map $q: E \times E \rightarrow E$. Here $\left\langle C, \Phi_{r}\right\rangle=1,\left\|F_{r}\right\|=\left\|\Phi_{r}\right\|^{-1}\left\langle F_{r}, \Phi_{r}\right\rangle=$ $=\left(1+r^{2}\right)^{-3 / 2}\left(1+3 r \frac{r}{1-2 r^{2}}\right)=\left(1+r^{2}\right)^{-1 / 2}\left(1-2 r^{2}\right)^{-1}$ and $\left\langle q\left(F_{r}, F_{r}\right), \Phi_{r}\right\rangle=\left\langle q(C, C), \Phi_{r}\right\rangle+$ $+2 \frac{r}{1-2 r^{2}}\left\langle q(C, F), \Phi_{r}\right\rangle+\left(\frac{r}{1-2 r}\right)^{2}\langle q(F, F), \Phi\rangle$. Taking into consideration that for fixed $V \in E$, the function $r \mapsto\left\langle V, \Phi_{r}\right\rangle$ is a polynomial of $3^{r d}$ degree in $r$, from (2) we obtain

$$
\left(1+r^{2}\right)^{-1}\left(1-2 r^{2}\right)^{-2}+p_{1}(r)+p_{2}(r)\left(1-2 r^{2}\right)^{-1}+p_{3}(r)\left(1-2 r^{2}\right)^{-2}=0
$$

for some polynomial-triplet $p_{1}, p_{2}, p_{3}$. However, (2') immediately implies the contradictory fact that the function $r \mapsto\left(1+r^{2}\right)^{-1}$ is a polynomial.
3.4. Theorem. The linear $H_{1} \otimes \ldots \otimes H_{n}$-unitary operators are exactly those operators $F$ for which there exists a permutation $\pi$ of the index set $\{1, \ldots, n\}$ and there are surjective linear isometries $U_{k}: H_{k} \rightarrow H_{n(k)}(k=1, \ldots, n)$ such that

$$
\begin{equation*}
F(L)=\left[\left(f_{1}, \ldots, f_{n}\right) \mapsto L\left(U_{1}^{-1} f_{\pi(1)}, \ldots, U_{n}^{-1} f_{\pi(n)}\right)\right] \tag{3}
\end{equation*}
$$

$A$ linear vector field $V$ belongs to $\log ^{*} A u t B$ if and only if it is of the form

$$
V=i \cdot \sum_{k=1}^{n} \operatorname{id}_{H_{1}} \otimes \ldots \otimes \mathrm{id}_{H_{k-1}} \otimes A_{k} \otimes \operatorname{id}_{H_{k+1}} \otimes \ldots \otimes \mathrm{id}_{H_{n}}
$$

where the $A_{k}-s$ are arbitrary self-adjoint $H_{k}$-operators.
Proof. Based on some compactness arguments, in the next section we shall establish independently the validity of ( $3^{\prime}$ ) if the spaces $H_{k}$ are all finite dimensional. Our starting point here is ( $3^{\prime}$ ) for finite dimensional $E$. First we extend it to infinite dimensions.

Let $V$ linear $\in \log ^{*}$ Aut $B$ and $e_{1}^{*} \in \partial B\left(H_{1}\right), \ldots, e_{n}^{*} \in \partial B\left(H_{n}\right)$ be arbitrarily fixed and define the operator $\tilde{V} \equiv V-\left\langle V\left(e_{1}^{*} \otimes \ldots \otimes e_{n}^{*}\right), \delta_{e_{1}^{*}, \ldots, e_{n}^{*}}\right\rangle \mathrm{id}_{E}$. Since $i \cdot \mathrm{id}_{E} \epsilon$ $\in \log ^{*}$ Aut $B$, we have $\tilde{V} \in \log ^{*}$ Aut $B$. Remark that $\tilde{V}\left(e_{1}^{*} \otimes \ldots \otimes e_{n}^{*}\right)=0$. Then consider the family of mappings $\mathscr{P} \equiv\left\{P_{1} \otimes \ldots \otimes P_{n}: P_{k}\right.$ is an orthogonal $H_{k}$-projection, $\left.\operatorname{dim} P_{k} H_{k}<\infty, e_{k} \in P_{k} H_{k}(k=1, \ldots, n)\right\}$. Any element $P \equiv P_{1} \otimes \ldots \otimes P_{n}$ of $\mathscr{P}$ is a contractive linear projection of the space $E$ onto its subspace $\left(P_{1} H_{1}\right) \otimes \ldots \otimes\left(P_{n} H_{n}\right)$. Thus by the projection principle, $\left.P \widetilde{V}\right|_{P E} \in \log ^{*} A u t B(P E) \forall P \in \mathscr{P}$. Hence (applying (3') to the finite dimensional $\left(P_{1} H_{1}\right) \otimes \ldots \otimes\left(P_{n} H_{n}\right)$ ) for each $P \in \mathscr{P}$, there exists a
unique choice of $A_{1}^{P} \in\left\{\right.$ self-adj. $H_{1}$-op.-s $\}, \ldots, A_{n}^{P} \in\left\{\right.$ self-adj. $H_{n}$-op. -s $\}$ such that

$$
\begin{gathered}
A_{k}^{P} H_{k} \subset P_{k} H_{k}\left(\text { i.e. } P_{k} A_{k}^{P} P_{k}=A_{k}^{P}\right) \quad \text { and } \quad\left(A_{k}^{P} e_{k}^{*} \mid e_{k}^{*}\right)=0 \quad(k=1, \ldots, n), \\
P \tilde{V} P=\sum_{k=1}^{n} i \cdot \mathrm{id}_{H_{1}} \otimes \ldots \otimes \mathrm{id}_{H_{k-1}} \otimes A_{k} \otimes \mathrm{id}_{H_{k+1}} \otimes \ldots \otimes \mathrm{id}_{H_{n}} .
\end{gathered}
$$

Introduce the following partial ordering $\leqq$ in $\mathscr{P}$ : If $P=P_{1} \otimes \ldots \otimes P_{n}$ and $Q=$ $=Q_{1} \otimes \ldots \otimes Q_{n}$ then let $P \leqq Q \stackrel{\text { def }}{\Longrightarrow} P_{k} H_{k} \subset Q_{k} H_{k}$ (i.e. $\left.P_{k} \leqq Q_{k}\right) k=1, \ldots, n$. From the relation $P \leqq Q \Rightarrow P \tilde{V} P=P Q \tilde{V} Q P$ we immediately see

$$
\begin{equation*}
A_{k}^{P}=P_{k} A_{k}^{Q} P_{k} \quad(k=1, \ldots, n) \quad \text { whenever } \quad P \leqq Q . \tag{4}
\end{equation*}
$$

Observe that for any fixed $P \in \mathscr{P}$ and index $k$,

$$
\begin{align*}
& \left|\left(A_{k}^{P} e \mid f\right)\right|=\left\lvert\,\left\langle(P \tilde{V})\left(e_{1}^{*} \otimes \ldots \otimes e_{k-1}^{*} \otimes e \otimes e_{k+1}^{*} \otimes \ldots \otimes e_{n}^{*}\right), \delta_{\left.e_{1}^{*}, \ldots, e_{k-1}^{*}, \ldots, f, e_{k+1}^{*}, \ldots, e_{n}^{*}\right\rangle \leqq} \begin{array}{l}
\leqq\|P \tilde{V}\| \cdot\left\|e_{1}^{*} \otimes \ldots \otimes e \otimes \ldots \otimes e_{n}^{*}\right\| \cdot\left\|\delta_{e_{1}^{*}, \ldots, f}, \ldots, e_{n}^{*}\right\|=\|P \tilde{V}\| \leqq\|\tilde{V}\| \quad \forall e, f \in \partial B\left(H_{k}\right) \text {, } \\
\text { that is } \\
\begin{array}{l}
\text { (5) }
\end{array} \quad\left\|A_{k}^{P}\right\| \leqq\|\tilde{V}\| \quad(k=1, \ldots, n) \quad \forall P \in \mathscr{P} .
\end{array}\right.\right.
\end{align*}
$$

Since obviously $\forall P, Q \in \mathscr{P} \exists R \in \mathscr{P} P, Q \leqq R$ and since by (4), (5) the relation $P \leqq Q$ entails $\left|\left(A_{k}^{Q} e \mid f\right)-\left(A_{k}^{P} e \mid f\right)\right|=\left|\left(A_{k}^{Q}\left(e-P_{k} e\right) \mid f\right)+\left(A_{k}^{Q} P_{k} e \mid f-P_{k} f\right)\right| \leqq\|\tilde{V}\|\left(\left\|e-P_{k} e\right\|+\right.$ $\left.+\left\|f-P_{k} f\right\|\right) \quad \forall e, f \in \partial B\left(H_{k}\right), k=1, \ldots, n$, the definitions

$$
a_{k}(e, f) \equiv \lim _{P \in \mathscr{F}}\left(A_{k}^{P} e \mid f\right) \quad\left(e, f \in H_{k}, \quad k=1, \ldots, n\right)
$$

make sense and determine bounded sesquilinear functionals. Therefore there exist self-adjoint operators $A_{1}: H_{1} \rightarrow H_{1}, \ldots, A_{n}: H_{k} \rightarrow H_{n}$ such that $a_{k}(e, f)=\left(A_{k} e \mid f\right)$ and hence $\quad\left(A_{k}^{P} e \mid f\right)=\left(A_{k}^{P}\left(P_{k} e\right) \mid P_{k} f\right)=\left(A_{k} P_{k} e \mid P_{k} f\right)=\left(A_{k} P_{k} e \mid P_{k} f\right)=\left(P_{k} A_{k} P_{k} e \mid f\right)$ $\forall e, f \in H_{k}$ i.e. $A_{k}^{P}=P_{k} A_{k} P_{k} \quad(P \in \mathscr{P}, k=1, \ldots, n)$. Now for arbitrary $L \in E, e_{1} \in H_{1}, \ldots$, $e_{n} \in H_{n}$ the projections $P_{k} \equiv \operatorname{proj}_{\text {Span }\left\{e_{k}, A_{k} e_{k}, e_{k}\right\}}(k=1, \ldots, n)$ satisfy

$$
\begin{aligned}
& {[\tilde{V} L]\left(e_{1}, \ldots, e_{n}\right)=[\widetilde{V} L]\left(P_{1} e_{1}, \ldots, P_{n} e_{n}\right)=[P \tilde{V} L]\left(e_{1}, \ldots, e_{n}\right)=} \\
& \quad=\sum_{k=1}^{n} L\left(e_{1}, \ldots, P_{k} A_{k} e_{k}, \ldots, e_{n}\right)=\sum_{k=1}^{n} L\left(e_{1}, \ldots, A_{k} e_{k}, \ldots, e_{n}\right) .
\end{aligned}
$$

Thus we can write $V L\left(e_{1}, \ldots, e_{n}\right)=\sum_{k=1}^{n} L\left(e_{1}, \ldots, B_{k} e_{k}, \ldots, e_{n}\right)$ where $B_{j} \equiv A_{j}$ for $j=1, \ldots, n-1$ and $B_{n} \equiv A_{n}+\left\langle V\left(e_{1}^{*}, \ldots, e_{n}^{*}\right), \delta_{\left.e_{1}^{*}, \ldots, e_{n}^{*}\right\rangle}\right\rangle \operatorname{id}_{E}$, proving ( $3^{\prime}$ ) in general.

To prove (3), let $F$ be an arbitrarily given linear $E$-unitary operator and introduce the families $\mathscr{D}_{k} \equiv\left\{P_{1} \otimes \ldots \otimes P_{n}: P_{k}\right.$ is an orthogonal $H_{k}$-projection, $P_{j}=\operatorname{id}_{H_{j}}$ for $j \neq k\}(k=1, \ldots, n)$. From (3') we see $i \mathscr{P}_{k} \subset \log ^{*} A u t B$ and hence for every $P \in \mathscr{P}_{k}$, the mapping $Q \equiv F P F^{-1}$ also has the properties $i Q \in \log ^{*} A u t B$ and $Q^{2}=Q$
(since $P^{2}=P$ ) which is possible (by ( $\left.3^{\prime}\right)$ ) only if $Q \in \mathscr{P}_{\ell_{k}(P)}$ for some index $\ell_{k}(P)$ ( $k=1, \ldots, n$ ).

Let $k \in\{1, \ldots, n\}$ be fixed. We show that $\ell_{k}\left(P_{1}\right)=\ell_{k}\left(P_{2}\right) \forall P_{1}, P_{2} \in \mathscr{P}_{k} \backslash\left\{\mathrm{id}_{E}\right\}$. Indeed, if $\ell_{k}\left(R_{1}\right) \neq \ell_{k}\left(R_{2}\right)$ then the operators $Q_{j} \equiv F R_{j} F^{-1}(j=1,2)$ commute (i.e. $\left[Q_{1}, Q_{2}\right] \equiv Q_{1} Q_{2}-Q_{2} Q_{1}=0$ ) whence we would have $\left[R_{1}, R_{2}\right]=0$. Observe that $\forall P_{1}, P_{2} \in \mathscr{P}_{k} \backslash\left\{\mathrm{id}_{E}\right\} \exists P_{3} \in \mathscr{P}_{k} \quad\left[P_{1}, P_{3}\right],\left[P_{2}, P_{3}\right] \neq 0$, thus (by taking $R_{1} \equiv P_{j}$ and $\left.R_{2} \equiv P_{3} \quad j=1,2\right) \quad \ell_{k}\left(P_{j}\right)=\ell_{k}\left(P_{3}\right)$ holds for $j=1,2$.

Therefore there exists a permutation $\pi$ with

$$
\begin{equation*}
F \mathscr{P}_{k} F^{-1}=\mathscr{P}_{\pi(k)} \quad(k=1, \ldots, n) . \tag{6}
\end{equation*}
$$

Since the finite linear combinations of orthogonal projections form a dense submanifold of the algebra of linear operators in any Hilbert space, it directly follows the existence of surjective linear isometries $S_{k}: \mathscr{L}\left(H_{k}, H_{k}\right) \rightarrow \mathscr{L}\left(H_{\pi(k)}, H_{\pi(k)}\right)$ such that

$$
\begin{aligned}
& F\left(\mathrm{id}_{H_{1}} \otimes \ldots \otimes \mathrm{id}_{H_{k-1}} \otimes A_{k} \otimes \mathrm{id}_{H_{k+1}} \otimes \ldots \otimes \mathrm{id}_{H_{n}}\right) F^{-1}= \\
& =\mathrm{id}_{H_{1}} \otimes \ldots \otimes \mathrm{id}_{H_{\pi}(k)-1} \otimes S_{k}\left(A_{k}\right) \otimes \mathrm{id}_{H_{\pi(k)+1}} \otimes \ldots \otimes \mathrm{id}_{H_{n}} \\
& \left(A_{k} \in \mathscr{L}\left(H_{k}, H_{k}\right) ; k=1, \ldots, n\right) .
\end{aligned}
$$

As a consequence of the relations (6), the mappings $S_{k}$ send orthogonal projections into orthogonal projections and therefore they constitute ${ }^{*}$-isomorphisms between the $\mathrm{C}^{*}$-algebras $\mathscr{L}\left(H_{k}, H_{k}\right)$ and $\mathscr{L}\left(H_{\pi(k)}, H_{\pi(k)}\right)$. It is well-known that now we can write

$$
S_{k}: A_{k} \mapsto U_{k} A_{k} U_{k}^{-1} \quad(k=1, \ldots, n)
$$

for some surjective linear isometries $U_{k}: H_{k} \mapsto H_{\pi(k)}$. Thus if we denote by $\sigma$ the inverse of the permutation $\pi$, for any linear $E$-operator $A$ of the form $A \equiv A_{1} \otimes \ldots \otimes A_{n}$ (where $A_{k} \in \mathscr{L}\left(H_{k}, H_{k}\right) k=1, \ldots, n$ ) we have

$$
\left(F A F^{-1}\right) L=\left[\left(f_{1}, \ldots, f_{n}\right) \mapsto L\left(U_{\sigma(1)} A_{\sigma(1)} U_{\sigma(1)}^{-1} f, \ldots, U_{\sigma(n)} A_{\sigma(n)} U_{\sigma(n)}^{-1} f_{n}\right)\right] \quad \forall L \in E .
$$

This means that $F A F^{-1}=U A U^{-1} \forall A \in \mathscr{L}(E, E)$ holds for the $E$-unitary operator $U$ defined by

$$
U(L) \equiv\left[\left(f_{1}, \ldots, f_{n}\right) \mapsto L\left(U_{1}^{-1} f_{\pi(1)}, \ldots, U_{n}^{-1} f_{\pi(n)}\right)\right] \quad(L \in E) .
$$

It is easily seen that this is possible only if $F=e^{i s} U$ for some $\vartheta \in \mathbf{R}$ which completes the proof.

In the remainder part of this section, by making use of the projection principle, we shall examine the structure of biholomorphic unit ball automorphisms in case of minimal atomic Banach lattices (abbr. by min. $B$-lattices).

A Banach lattice $E$ is called a min. $B$-lattice if it is norm-spanned by its 1 dimensional ideals. Henceforth we reserve the symbol $E$ to designate a fixed min. $B$-lattice.

According to a well-known representation lemma [10. p. 143, Ex. 7 (b)], we may assume that for a fixed set $X, E$ is a sublattice of $\{X \rightarrow \mathbf{C}$ functions $\}$ such that

$$
\begin{equation*}
I_{x} \in E \quad \text { and } \quad\left\|1_{x}\right\|=1 \quad \forall x \in X \tag{7}
\end{equation*}
$$

(8) $\operatorname{Span}\left\{1_{x}: x \in X\right\}=E$. ( $1_{x}$ stand for $[X \ni y \mapsto 1$ if $y=x$ and 0 elsewhere]).

Remark that then
( $\left.8^{\prime}\right) \quad w f \in E$ and $\quad w f=\lim _{Y \text { finite } \subset X} w l_{Y} f$ whenever $f \in E, \quad \sup _{x \in X}|w(x)| \leqq 1 .^{2}$
For the sake of simplicity we write $B \equiv B(E)$ and the functional $[E \ni f \mapsto f(x)$ ] will be denoted by $1_{x}^{*}$.

First we describe the linear part of Aut $B$.
3.5 Definition. For $x, y \in X$, let $x \sim y$ if $\left\langle\ell\left(1_{x}\right), 1_{y}\right\rangle \neq 0$ for some linear element $\ell$ of $\log ^{*}$ Aut $B$.
3.6. Lemma. (i) $x \sim y$ if and only if for all $f, g \in E, f-g \in 1_{\{x, y\}} E$ and $\sum_{z=x, y}|f(z)|^{2}=\sum_{z=x, y}|g(z)|^{2}$ entail $\|f\|=\|g\|$.
(ii) The relation $\sim$ is an equivalence. Moreover, in case of $x_{1} \sim \ldots \sim x_{n}$,

$$
f-g \in 1_{\left\{x, \ldots, x_{n}\right\}} \quad \text { and } \quad \sum_{j=1}^{n}\left|f\left(x_{j}\right)\right|^{2}=\sum_{j=1}^{n}\left|g\left(x_{j}\right)\right|^{2} \quad \text { imply } \quad\|f\|=\|g\|
$$

for all $f, g \in E$ whenever $x_{1}, \ldots, x_{n}$ are distinct points.
Proof. (i) Let $Y \equiv\left\{y_{1}, \ldots, y_{n}\right\}$ be an arbitrary finite subset of $X$ and $\ell$ linear $\epsilon$ $\in \log ^{*}$ Aut $B$. Set $\alpha_{j k} \equiv\left\langle\ell\left(l_{y_{j}}\right), l_{y_{k}}\right\rangle$ and assume $\alpha_{12} \neq 0$ (i.e. $y_{1} \sim y_{2}$ ). Since the mapping $P: f \mapsto 1_{Y} f$ is a band projection of $E$ onto $\sum_{j=1}^{n} \mathbf{C l}_{y_{j}}$, the projection principle establishes $\tilde{\ell} \in \log ^{*}$ Aut $P B$ where $\left.\tilde{\ell} \equiv P \ell\right|_{P E}$. Thus by [11, Lemma] ${ }^{3}$

$$
\begin{equation*}
\operatorname{Re}\langle\tilde{\ell}(f), \Phi\rangle=0 \Leftarrow\langle f, \Phi\rangle=\|f\|\|\Phi\| \quad \forall f \in P E, \Phi \in(P E)^{*} \tag{9}
\end{equation*}
$$

[^11]Introduce the function $p\left(\varrho_{1}, \ldots, \varrho_{n}\right) \equiv \sum_{j=1}^{n} \varrho_{j} l_{y_{j}}$ on $\mathbf{R}_{+}^{n}$ and set $C \equiv\left\{\varrho \in \mathbf{R}_{+}^{n}\right.$ : $\left.\operatorname{grad}\right|_{e} p$ does not exist $\}$. Since $p$ is an increasing positively homogenenous convex function, $C$ is a cone of Lebesgue measure 0 . Let us fix arbitrary vectors $\varrho \in \mathbf{R}_{+}^{n} \backslash C$, $\vartheta \in \mathbf{R}^{n}$ and set $\left.\pi \equiv \operatorname{grad}\right|_{e} p,\left.f_{0} \equiv \sum_{j=1}^{n} \varrho_{j} e^{i \vartheta_{j}}\right|_{y_{j}}, \Phi \equiv \sum_{j=1}^{n} \varrho_{j} e^{-i \vartheta_{j}} j_{y_{j}}^{*}$. Since the function $p$ is increasing, $\pi, \ldots, \pi_{n} \geqq 0$. Since $\pi$ is positive homogeneous and convex, $\sum_{j=1}^{n} \pi_{j} \varrho_{j}=$ $=p\left(\varrho_{1}, \ldots, \varrho_{n}\right)$ i.e. $\left\langle f_{0}, \Phi\right\rangle=\left\|f_{0}\right\|$. On the other hand, for any $f \in P E$

$$
|\langle f, \Phi\rangle|=\left|\sum_{j=1}^{n} \pi_{j} e^{-i \vartheta_{j}} f\left(y_{j}\right)\right| \leqq \sum_{j=1}^{n} \pi_{j}\left|f\left(y_{j}\right)\right| \leqq p\left(\left|f\left(y_{1}\right)\right|, \ldots,\left|f\left(y_{n}\right)\right|\right)=\|f\|
$$

i.e. $\|\Phi\|=1$. Hence (9) can be applied to $f_{0}$ and $\Phi$. Thus

$$
\operatorname{Re}\left\langle\ell\left(\sum_{j=1}^{n} \varrho_{j} e^{i s_{j}} I_{y_{j}}\right), \sum_{j=1}^{n} \pi_{j} e^{-i \vartheta_{j}} I_{y_{j}}^{*}\right\rangle=0 .
$$

By the arbitrary choice of $\vartheta \in \mathbf{R}^{n}$, an equivalent form to $\left(9^{\prime}\right)$ is

$$
\begin{gather*}
\operatorname{Re}\left[\sum_{j} \varrho_{j} \pi_{j} \alpha_{j j}+\sum_{j \neq k}\left(\varrho_{j} \pi_{k} \alpha_{j k}+\varrho_{k} \pi_{j} \overline{\alpha_{k j}}\right) z_{j} z_{k}^{-1}\right]=0 \\
\text { whenever } \quad\left|z_{1}\right|=\ldots=\left|z_{n}\right|=1
\end{gather*}
$$

This is possible only if the rational expression (w.r.t. $z_{1}, \ldots, z_{n}$ ) in the argument of the $\operatorname{Re}$ operation vanishes. Thus in particular $\varrho_{1} \pi_{2} \alpha_{12}+\varrho_{2} \pi_{1} \overline{\alpha_{21}}=0$. I.e. we obtained the following partial differential equation

$$
\begin{equation*}
\varrho_{1} \frac{\partial p}{\partial \varrho_{2}} \alpha_{12}+\varrho_{2} \frac{\partial p}{\partial \varrho_{1}} \overline{\alpha_{21}}=0 \quad\left(\varrho \in \mathbf{R}_{+}^{n} \backslash C\right) . \tag{10}
\end{equation*}
$$

Since $\varrho_{2}=\left\|\varrho_{2} 1_{y_{2}}\right\| \leqq\left\|\sum_{j} \varrho_{j} 1_{y_{j}}\right\|=p(\varrho) \quad \forall \varrho \in \mathbf{R}_{+}^{n}$, there exists $\varrho \in \mathbf{R}_{+}^{n} \backslash C$ with $\frac{\partial \varrho}{\partial p_{2}}>0$. Therefore $\alpha_{21} \neq 0$, moreover $\alpha_{21} / \alpha_{12}<0$, i.e. $\overline{\alpha_{21}} / \alpha_{12}=-\left|\alpha_{21}\right| /\left|\alpha_{12}\right|$.

For $\quad\left(\varrho_{3}, \ldots, \varrho_{n}\right) \in \mathbf{R}_{+}^{n-2}$, define $\varphi_{\varrho_{3}, \ldots, e_{n}}: \mathbf{R} \rightarrow \mathbf{R}$ by $\varphi_{\varrho_{3}, \ldots, e_{n}}(t) \equiv$ $\equiv p\left(\left|\alpha_{12}\right| \cos t,\left|\alpha_{21}\right| \sin t, \varrho_{3}, \ldots, \varrho_{n}\right)$. Since $C$ is a cone of measure 0 in $\mathbf{R}_{+}^{n_{n}},(10)$ implies
(11) $\varphi_{\varrho_{3}, \ldots, \ell_{n}}(t)=0$ for almost every $t \in(0, \pi / 2)$ and $\left(\varrho_{3}, \ldots, \varrho_{n}\right) \in \mathbf{R}_{n}^{n-2}$.

From the convexity of $p$ it follows that it is locally Lipschitzian in the interior of $\mathbf{R}_{+}^{n}$. Hence, by (11),

$$
\varphi_{e_{3}, \ldots, e_{n}}(t)=\varphi_{e_{3}, \ldots, e_{n}}(0) \quad \forall t \in[0, \pi / 2],\left(\varrho_{3}, \ldots, \varrho_{n}\right) \in \mathbf{R}_{+}^{n-2} .
$$

But then $\left|\alpha_{12}\right|=\varphi_{0, \ldots, 0}(\pi / 2)=\left|\alpha_{21}\right|$ whence

$$
\begin{gathered}
p\left|\alpha_{12}\right|^{-1}\left(\varrho_{1}^{2}+\varrho_{2}^{2}\right)^{1 / 2} \cdot \varphi_{\varrho_{3}, \ldots, \varrho_{n}}\left(\arccos \frac{\varrho_{1}}{\left(\varrho_{1}+\varrho_{2}\right)^{1 / 2}}\right)=\left|\alpha_{12}\right|^{-1}\left(\varrho_{1}^{2}+\varrho_{2}^{2}\right)^{1 / 2} \varphi_{\varrho_{3}, \ldots, \varrho_{n}}(0)= \\
=p\left(\sqrt{\varrho_{1}^{2}+\varrho_{2}^{2}}, 0, \varrho_{3}, \ldots, \varrho_{n}\right) .
\end{gathered}
$$

Let now $f, g \in E$ be functions such that $f-g \in 1_{\left(y_{1}, y_{2}\right)} E$ and $\sum_{j=1}^{2}\left|f\left(y_{j}\right)\right|^{2}=$ $=\sum_{j=1}^{2}\left|g\left(y_{j}\right)\right|^{2}$. Then $\left\|1_{Y} f\right\|=p\left(\left(\sum_{j=1}^{2}\left|f\left(y_{j}\right)\right|^{2}\right)^{1 / 2}, 0,\left|f\left(y_{3}\right)\right|, \ldots,\left|f\left(y_{n}\right)\right|\right)=\left\|1_{Y} g\right\|$. Taking into consideration the fact that $Y$ may be any finite subset of $X$, from ( $8^{\prime}$ ) we obtain $\|f\|=\|g\|$.

Conversely: Assume that $f-g \in 1_{\left\{y_{1}, y_{2}\right\}} E$ and $\sum_{j=1}^{2}\left|f\left(y_{j}\right)\right|^{2}=\sum_{j=1}^{2}\left|g\left(y_{j}\right)\right|^{2}$ imply $\|f\|=\|g\|$ for all $f, g \in E$. Then the mappings $U^{t} \equiv\left[f \mapsto l_{X \backslash\left(y_{1}, y_{2}\right)} f+\left((\cos t) \cdot f\left(y_{1}\right)+\right.\right.$ $\left.\left.+(\sin t) \cdot f\left(y_{2}\right)\right) l_{y}+\left((-\sin t) \cdot f\left(y_{1}\right)+c+(\cos t) \cdot f\left(y_{2}\right)\right) l_{y}\right] \quad(t \in \mathbf{R}) \quad$ form a one-parameter $E$-unitary operator group. Hence the linear field $\left.\frac{d}{d t}\right|_{0} U^{t}=\left[f \mapsto f\left(y_{2}\right) l_{y_{1}}-f\left(y_{1}\right) l_{y_{2}}\right]$ belongs to $\log ^{*}$ Aut $B$.

Proof of (ii): Say that $f \sim^{Y} g$ if $Y$ finite $\subset X, f, g \in E, f-g \in 1_{Y} E$ and $\sum_{y \in Y}|f(y)|^{2}=$ $=\sum_{y \in Y}|g(y)|^{2}$. Obviously, the relations $\sim^{Y}$ are all equivalences. Consider the set $N \equiv\left\{m: \exists x_{1} \sim \ldots \sim x_{m} \exists f, g \in E f \sim\left\{x_{1}, \ldots, x_{m}\right\},\|f\| \neq\|g\|\right\}$. Suppose $N \neq 0$ and set $n \equiv$ $\equiv \min N$. From (i) it follows $n>2$. Fix a set $Y \equiv\left\{y_{1}, \ldots, y_{n}\right\}$ and functions $f_{1}, f_{2} \in E$ such that $f_{1} \sim{ }^{\mathbf{Y}} f_{2}, y_{1} \sim \ldots \sim y_{n}$ but $\left\|f_{1}\right\| \neq\left\|f_{2}\right\|$. Consider the functions $g_{j} \equiv 1_{\left(X \backslash \eta \cup\left(y_{1}\right)\right.} f_{J}+$ $+\left(\sum_{k=2}^{n} f_{j}\left(y_{k}\right)^{2}\right)^{1 / 2} l_{y_{2}}(j=1,2)$. Observe that $f_{j} \sim{ }^{\left\{y_{2}, \ldots, y_{n}\right\}} g_{j}$ whence $\left\|f_{j}\right\|=\left\|g_{j}\right\|(j=$ $=1,2$ ). However, $g_{1} \sim{ }^{\left\{y_{1}, y_{2}\right\}} g$ and therefore by (i) we have $\left\|g_{1}\right\|=\left\|g_{2}\right\|$ contradicting the assumption $\left\|f_{1}\right\| \neq\left\|f_{2}\right\|$. Thus $N=\emptyset$. Hence if $y_{1} \sim y_{2} \sim y_{3}$ then $\forall f, g \in E$ $f \sim\left\{y_{1}, y_{2}, y_{3}\right\} g \Rightarrow f \sim{ }^{\left\{y_{1}, y_{3}\right\}} g$ i.e. by (i), $y_{1} \sim y_{3}$ holds.
3.7. Corollary. The proof of (i) shows that $\left\langle\ell\left(l_{y_{1}}\right), l_{y_{3}}^{*}\right\rangle=-\left\langle\ell\left(l_{y_{2}}\right), l_{y_{1}}^{*}\right\rangle$ whenever $y_{1}, y_{2} \in X$ and $\ell$ linear $\in \log ^{*}$ Aut $B$.
3.8. Definition. From now on we reserve the notation $\left\{S_{i}: i \in \mathscr{I}\right\}$ to denote the partition of $X$ formed by the equivalence classes of the relation $\sim$. For each $i \in \mathscr{I}$, we shall denote the projection band $1_{s_{i}} E$ of $E$ by $H_{i}$.
3.9. Proposition. (i) If $f, g \in E$ are functions with finite support and $\left\|\left.f\right|_{s_{i}}\right\|_{\varepsilon^{2}}=$ $=\left\|\left.g\right|_{s_{i}}\right\|_{I^{2}}\left(\equiv\left(\sum_{x \in S_{\mathrm{t}}}|g(x)|^{2}\right)^{1 / 2}\right) \quad \forall i \in \mathscr{I}$ then $\|f\|=\|g\|$.
(ii) For any $i \in \mathscr{J}, H_{i}$ is a Hilbert space (i.e. the norm $\|\cdot\|$ restricted to $H_{i}$ satisfies parallelogram identity). Namely, a function $h: X \rightarrow \mathrm{C}$ belongs to $H_{i}$ iff $\operatorname{supp}(h) \subset S^{i}, \sum_{x \in S_{i}}|h(x)|^{2}<\infty$, furthermore we have $\|f\|=\|f\|_{e^{2}} \quad \forall f \in H_{i}$.
(iii) If $f, g \in E$ and $\left\|\left.f\right|_{s_{i}}\right\|=\left\|\left.g\right|_{s_{i}}\right\| \quad \forall i \in \mathscr{I}$ then $\|f\|=\|g\|$.
(iv) If $g: X \rightarrow \mathbf{C}, f \in E$ and $\left\|\left.f\right|_{S_{1}}\right\|_{\iota^{3}}=\left\|\left.g\right|_{S_{i}}\right\|_{\iota^{2}} \quad \forall i \in \mathscr{I}$ then $g \in E$.
(v) Assume $\ell \in \mathscr{L}(E, E)$. Then $\ell \in \log ^{*} A u t B$ if and only if there exists a family of linear mappings $\left\{\ell_{j}: j \in \mathscr{F}\right\}$ such that $i \cdot \ell_{j}$ is a self-adjoint $H_{j}$-operator for each $j \in \mathscr{I}, \sup _{j \in \mathcal{S}}\left\|\ell_{j}\right\|<\infty$ and $\ell=\otimes_{j \in \mathcal{S}} \ell_{j}$.

Proof. (i) is a directe consequence of Lemma 3.6 (i).
(ii): Let $f \in H$ and $x_{0} \in E$ be arbitrarily fixed. By (i), $\left\|1_{Y} f\right\|=\left\|\left(\sum_{y \in Y}|f(y)|^{2}\right)^{1 / 2} 1_{x_{0}}\right\|$ $=\left(\sum_{y \in Y}|f(y)|^{2}\right)^{1 / 2}$ for all $Y$ finite $\subset X$. Hence by ( $\left.8^{\prime}\right), \infty>\|f\|=\|f\|_{a^{2}}$. Furthermore, if $g$ is a function $X \rightarrow \mathbf{C}$ having support in $S_{i}$ and $\|g\|_{f^{2}}<\infty$ then (i) ensures $\forall Y_{1}, Y_{2}$ finite $\subset X,\left\|1_{Y_{1}} f-1_{Y_{2}} f\right\|=\left\|1_{Y_{1}} f-1_{Y_{2}} f\right\|_{\mathcal{C}_{2}}=\left\|1_{Y_{1} \Delta Y_{2}} f\right\|$ i.e. the net $\left\{1_{Y} f\right\}_{Y}$ is a Cauchy net whence $f \in E$.
(iii): Let $\varepsilon>0$ be fixed. According to ( $8^{\prime}$ ), one can find $Y$ finite $\subset X$ with $\left\|f-1_{z} f\right\|,\left\|g-1_{z} g\right\|<\varepsilon \forall Z \subset Y$. Since the index set $J \equiv\left\{i \in \mathscr{I}: Y \cap S_{i}=\emptyset\right\}$ is finite, there exists a family of sets $\left\{Z_{i}: i \in J\right\}$ such that $Y \cap S_{i} \subset Z_{i}$ finite $\subset S_{i}(i \in J)$ and $\sum_{i \in J}\left\|1_{S_{i}} f-1_{z_{i}} f\right\|_{\ell_{\varepsilon}}<\varepsilon$. Consider now the functions $f_{\varepsilon} \equiv \sum_{i \in J}\left\|1_{z_{i}} f\right\|_{\varepsilon^{2}} \cdot 1_{x_{i}}$ and $g_{\varepsilon} \equiv$ $\equiv \sum_{i \in J}\left\|1_{Z_{i}} g\right\|_{\varepsilon^{2}} \cdot 1_{x_{i}}$ where $x_{i}$ denotes an arbitrarily fixed point of $S_{i}(i \in J)$. By writing $Z \equiv \bigcup_{i \in J} Z_{i}$, we can see $\left\|f_{e}\right\|=\left\|1_{z} f\right\|,\left\|g_{\varepsilon}\right\|=\left\|1_{z} g\right\|$ and $\left\|f-1_{z} f\right\|,\left\|g-1_{z} g\right\|<\varepsilon$. Using the triangle inequality, $\left\|f_{\varepsilon}-g_{e}\right\| \leqq \sum_{i \in J}\left|\left\|1_{z_{i}} f\right\|_{\ell^{2}}-\left\|1_{z_{i}} g\right\|_{\varepsilon^{2}}\right|=$ (since $\left\|1_{s_{t}} f\right\|_{\varepsilon^{2}}=\left\|1_{s_{t}} g\right\|_{\ell^{8}}$ for all $i)=\sum_{i \in J} \mid\left\|1_{z_{i}} f\right\|_{i^{2}}-\left\|1_{S_{i}} f\right\|_{\varepsilon^{2}}+\left\|1_{S_{i}} g\right\|_{\varepsilon^{8}}-\left\|1_{z_{i}} g\right\|_{\varepsilon^{2}} \leqq\left(\sum_{i \in J}\left(\left\|1_{S_{i}} f-1_{z_{i}} f\right\|_{\varepsilon^{2}}=\| 1_{S_{i}} g-\right.\right.$ $\left.-1_{Z_{i}} g \|_{\varepsilon_{\Omega}}\right)<2 \varepsilon$. Thus $\quad\|f\|=\|g\|\left|\leqq\left\|f-1_{z} f\right\|+\| \| 1_{z} f\|=\| 1_{z} g\|\mid+\| g-1_{z} g \| \leqq 4 \varepsilon\right.$.
(iv): By ( $8^{\prime}$ ), to every number $n \in \mathbb{N}$, we can choose $Z_{n}$ finite $\subset X$ such that $\left\|f-1_{Z_{n}} f\right\|<\frac{1}{n}$. We may assume without loss of generality $Z_{1} \subset Z_{2} \subset \ldots$. Then set $\mathscr{I}_{n} \equiv\left\{i \in \mathscr{I}: Z_{n} \cap S_{i} \neq \emptyset\right\}, g_{n} \equiv \sum_{i \in \mathscr{S}_{n}} 1_{S_{t}} g$. By (ii) and the finiteness of the sets $\mathscr{I}_{n}, g_{n} \in E$ $\forall n \in \mathbf{N}$. If $n>m$ then $\left\|g_{n}-g_{m}\right\|=\left\|\sum_{i \in \mathcal{S}_{n}} 1_{S_{i}} g\right\|=\left(\right.$ by (iii)) $=\left\|\sum_{i \in \mathcal{S}_{n} \backslash \mathcal{S}_{m}} 1_{S_{i}} f\right\| \leqq$ (since $\left.\left|\sum_{i \in \mathcal{S}_{n} \backslash \mathcal{g}_{m}} 1_{s_{i}} f\right| \leqq\left|f-1_{z_{m}} f\right|\right) \leqq\left\|f-1_{z_{m}} f\right\|<\frac{1}{m}$. Thus $\left\{g_{n}\right\}_{n}$ is a Cauchy sequence in $E$. For all $x \in X, \lim _{n \rightarrow \infty} g_{n}(x)=g(x)$ whence $g=\lim _{n \rightarrow \infty} g_{n}$.
(v) First let $\ell \in \log ^{*} A u t B$. If $j, k \in \mathscr{I}, j \neq k, x \in S_{j}, y \in S_{k}$ then by the definition of the classes $S_{i}$ and by Lemma 3.6 (i), $\left\langle\ell\left(1_{x}\right), 1_{y}^{*}\right\rangle=0$. This fact shows $\ell\left(H_{j}\right) \subset H_{j}$
$\forall j \in \mathscr{I}$. Thus by setting $\left.\ell_{j} \equiv \ell\right|_{H_{j}}$ we obviously have $\left\|\ell_{j}\right\| \leqq\|\ell\|$ and $\ell=\underset{j \in \mathcal{g}}{\oplus} \ell_{j}$. Furthermore, [11, Lemma] establishes $\ell_{j} \in i \cdot\left\{\right.$ self-adj. $H_{j}$-op.-s\} $\forall j \in \mathscr{I}$.

The converse statement is immediate from (ii) since then we have $\exp (\ell)=$ $=\underset{j \in{ }^{j}}{\oplus} \exp \left(\ell_{j}\right)$ and, by assumption, all the operators $\exp \left(\ell_{j}\right)$ are $H_{j}$-unitary here.
3.10. Corollary. For some subset $\mathscr{I}_{0} \subset \mathscr{I}$, by writing $X_{0} \equiv \bigcup_{i \in \mathcal{S}_{0}} S_{i}$, we have $E_{0}=1_{x_{0}} E$ (where $E_{0} \equiv \mathbf{C} \cdot[$ Aut $B]\{0\}$ cf. Introduction).

Proof. Set $Z \equiv\left\{x \in X: \exists c \in E_{0} \quad c(x) \neq 0\right\}$. Clearly $E_{0} \subset 1_{z} E$. On the other hand, if $x \in Z, c \in E_{0}$ and $c(x) \neq 0$ then, by (v), the linear field $\ell \equiv\left[f \mapsto i \cdot f(x) 1_{x}\right]$ satisfies $1_{X \backslash\{x\}} c+e^{t t} c(x) 1_{x}=\exp (t \ell) \in E_{0} \forall t \in \mathbf{R}$ whence $E_{0} \supset \operatorname{Span}\left\{1_{x}: x \in Z\right\}=1_{z} E$ i.e. $E_{0}=1_{z} E$. Suppose now $x \in Z, c \in E_{0}, c(x) \neq 0$ and $x \in S_{i}$. Let $y \in S_{i} \backslash\{x\}$ and $\ell_{1} \equiv[f \mapsto$ $\left.i f(x) 1_{y}+i f(y) 1_{x}\right]$. As in the previous case, $c_{1} \equiv \ell_{1}(c)=\left.\frac{d}{d t}\right|_{0} \exp \left(t \ell_{1}\right) c \in E_{0}$ since by (v), $\ell_{1} \in \log ^{*}$ Aut $B$. However, $c_{1}(y)=i c(x) \neq 0$ i.e. $y \in S_{i}$. Thus $S_{i} \subset Z$.

Next we turn our attention to the quadratic part of $\log ^{*} A u t B$.
In the sequel we shall use the notations $\mathscr{I}_{0}, X_{0}$ introduced in Corollary 3.10. Recall that for any $c \in E_{0}$, there is a unique symmetric bilinear form $q_{c}: E \times E \rightarrow E$ with $\left[f \mapsto c+q_{c}(f, f)\right] \in \log ^{*}$ Aut $B$ and that the mapping $c \mapsto q_{c}$ is conjugate-linear and continuous. Since the finitely supported functions are dense in $E$, to get the complete description of $\log ^{*}$ Aut $B$ it is enough to determine only the values $\left\langle q_{1_{x_{1}}}\left(1_{x_{2}}, 1_{x_{3}}\right), 1_{x_{4}}\right\rangle\left(x_{1} \in X_{0}, x_{2}, x_{3}, x_{4} \in X\right)$. To this task, the projection principle provides an essential reduction.
3.11. Lemma. Let $x_{1}, \ldots, x_{n} \in X, x_{1} \in X_{0}$ and $\beta_{j k}^{l} \equiv\left\langle q_{1_{x_{1}}}\left(1_{x_{j}}, 1_{x_{k}}\right), 1_{x_{1}}^{*}\right\rangle$. Then
(i) $\beta_{j k}^{l}=0$ if $\{1, \ell\} \neq\{j, k\}$,
(ii) $\beta_{11}^{1}=-1$,
(iii) $\beta_{12}^{2} \in[-1,0]$ and $1_{\left\{x_{1}, x_{2}\right\}} B=\left\{\zeta_{1} 1_{x_{1}}+\zeta_{2} 1_{x_{2}}:\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{-1 / \beta}<1\right\}$ if $\beta_{12}^{2}=0$ or $1_{\left\{x_{1}, x_{2}\right\}} B=\left\{\zeta_{1} 1_{x_{1}}+\zeta_{2} 1_{x_{2}}: \max \left(\left|\zeta_{1}\right|,\left|\zeta_{2}\right|\right)<1\right\}$ in case of $\beta_{12}^{2}=0$,
(iv) $\beta_{12}^{2}=-1 / 2$ if $x_{1} \sim x_{2} \neq x_{1}$ and $\beta_{12}^{2}=0$ if $x_{1} \times x_{2} \in X_{0}$;
(v) if $x_{1}, \ldots, x_{n} \in X_{0}$ and $x_{i} \times x_{j}$ for $i \neq j$ then $\left\|\zeta_{1} 1_{x_{1}}+\ldots+\zeta_{n} 1_{x_{n}}\right\|=\max \left(\left|\zeta_{1}\right|\right.$, $\left.\ldots,\left|\zeta_{n}\right|\right)$ for all $\zeta_{1}, \ldots, \zeta_{n} \in \mathbf{C}$.

Proof. (i) Consider the band projection $P: f \mapsto 1_{\left\{x_{1}, \ldots, x_{n}\right\}} f$. By the projection principle, $\left[f \mapsto 1_{x_{1}}+P q_{1_{x}}(f, f)\right] \in \log ^{*}$ Aut $P B$. Applying [11, Lemma] to $P B$, we obtain

$$
0=\|f\|^{2} \overline{\left\langle 1_{x_{1}}, \Phi\right\rangle}+\left\langle P q_{1_{x}}(f, f), \Phi\right\rangle \Leftarrow\|f\| \cdot\|\Phi\|=\langle f, \Phi\rangle \quad \forall f \in P E, \Phi \in(P E)^{*} .
$$

Introducing the same function $p: \mathbf{R}_{+}^{n} \rightarrow \mathbf{R}_{+}$and set $C \subset \mathbf{R}_{+}^{n}$ as in the proof of Lemma 3.6,

$$
\begin{gather*}
0=p\left(\varrho_{1}, \ldots, \varrho_{n}\right)^{2}\left\langle 1_{x_{1}}, \sum_{j=1}^{n} \frac{\partial p}{\partial \varrho_{j}} e^{-i \vartheta_{j}} l_{x_{j}}^{*}\right\rangle+  \tag{12}\\
+\left\langle q_{1_{x}}\left(\sum_{j=1}^{n} \varrho_{j} e^{i s_{j}} 1_{x_{j}}, \sum_{k=1}^{n} \varrho_{k} e^{i s_{k}} 1_{x_{k}}\right), \sum_{\ell=1}^{n} \frac{\partial p}{\partial \varrho_{\ell}} e^{-i \vartheta_{C}} 1_{x_{\ell}}^{*}\right\rangle
\end{gather*}
$$

for all $\varrho \in \mathbf{R}_{+}^{n} \backslash C$ and $\vartheta \in \mathbf{R}^{n}$. Thus

$$
p^{2} \frac{\partial p}{\partial \varrho_{1}} e^{i \vartheta_{1}}+\left(\sum_{j, k, \ell=1}^{n} \beta_{j k}^{\ell} \varrho_{j} \varrho_{k} \frac{\partial p}{\partial \varrho_{\ell}} e^{i\left(\vartheta_{j}+\vartheta_{k}-\vartheta_{\ell}\right)}\right)=0 \quad\left(\varrho \notin C, \vartheta \in \mathbf{R}^{n}\right) .
$$

Therefore (for fixed $\varrho \in \mathbf{R}_{+}^{n} \backslash C$ ) the rational expression $p^{2} \frac{\partial p}{\partial \varrho_{1}} z_{1}+\sum_{j, k, \ell=1}^{n} \beta_{j k} \varrho_{j} \varrho_{k}$. $\cdot \frac{\partial p}{\partial \varrho_{\ell}} z_{j} z_{k} z_{\ell}^{-1}$ vanishes on $\partial_{0} \Delta^{n}$ i.e. its homogeneous parts are 0 -s. Hence only the coefficients of the form $\beta_{1 k}^{1}\left(=\beta_{k 1}^{1}\right)$ may differ from 0.
(ii) is immediate from ( $12^{\prime}$ ) if we take $n=1$ because then $p\left(\varrho_{1}\right)=\varrho_{1}$.

For the proof of (iii) and (iv), consider the case $n=2$. From (12') and (ii) we then see

$$
\begin{equation*}
\left(p^{2}-\varrho_{1}^{2}\right) \frac{\partial p}{\partial \varrho_{1}}+2 \varrho_{1} \varrho_{2} \frac{\partial p}{\partial \varrho_{2}} \beta_{12}^{2}=0 \quad\left(\varrho \in \mathbf{R}_{+}^{n} \backslash C\right) \tag{12"}
\end{equation*}
$$

Since $p(0, \varrho)=p(\varrho, 0)$ and since the function $p$ is increasing and convex, $\forall \varrho \in$ $\in[0,1) \exists!t \geqq 0 \quad p(\varrho, t)=1$. Thus the function $t:[0,1) \rightarrow \mathbf{R}_{+}$is welldefined by $p(\varrho, t(\varrho))=1$. Observe that now $t$ is a decreasing concave function and $t(0)=0$. By the implicite function theorem, $t^{\prime}\left(\varrho_{1}\right)=-\frac{\partial p / \partial \varrho_{1}}{\partial p / \partial \varrho_{2}}$ whenever $\left(\varrho_{1}, t\left(\varrho_{1}\right)\right) \notin C$. Thus, since $C$ is a cone with measure 0 in $\mathbf{R}_{+}^{2}$, (12") implies

$$
t^{\prime}(\varrho)\left(1-\varrho^{2}\right)=2 \varrho t(\varrho) \beta_{12}^{2} \quad \text { for almost every } \quad \varrho \in(0,1)
$$

Since $t^{\prime} \leqq 0$, we have $\beta_{12}^{2} \leqq 0$. If $\beta_{12}^{2}=0$ then $t(\varrho)=t(0)=1 \forall \varrho \in[0,1)$. In this case, $p\left(\varrho_{1}, \varrho_{2}\right) \leqq 1$ if $\varrho_{1}<1$ and $\varrho_{2} \leqq t\left(\varrho_{1}\right)=1$ or $\varrho_{1}=1$ and $\varrho_{2} \leqq 1$, i.e. $p\left(\varrho_{1}, \varrho_{2}\right)=\max \left(\varrho_{1}, \varrho_{2}\right)$. If $\beta_{12}^{2}<0$ then the solution of ( $12^{\prime \prime \prime}$ ) with initial value $t(0)=1$ is $t(\varrho)=\left(1-\varrho^{2}\right)^{-\beta_{12}^{2}}$. Thus by setting $K \equiv\left\{\left(\varrho_{1}, \varrho_{2}\right): p\left(\varrho_{1}, \varrho_{2}\right) \leqq 1\right\}$,

$$
\begin{equation*}
K=\left\{\left(\varrho_{1}, \varrho_{2}\right): \varrho_{1}^{2}+\varrho_{2}^{-1 / \beta_{12}^{2}} \leqq 1\right\} . \tag{13}
\end{equation*}
$$

The convexity of the function $p$ entails that $K$ is convex whence $\beta_{12}^{2} \geqq-1$ yielding (iii).
(iv): If $x_{1} \sim x_{2} \neq x_{1}$ then $p\left(\varrho_{1}, \varrho_{2}\right)=\left(\varrho_{1}^{2}+\varrho_{2}^{2}\right)^{1 / 2}$ (cf. Proposition 3.9 (ii)), that is, by (13), we have $\beta_{12}^{2}=-\frac{1}{2}$.

On the other hand, suppose $x_{1} \nsim x_{2} \in X_{0}$ and $\beta_{12}^{2} \neq 0$. Since $x_{2} \in X_{0}$, all the previous considerations can be carried out by interchanging $x_{1}$ and $x_{2}$. Thus by (iii),

$$
\left.\begin{array}{rl}
1_{\left(x_{1}, x_{2}\right)} B & =\left\{\zeta_{1} 1_{x_{1}}+\zeta_{2} 1_{x_{2}}:\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{-1 /\left\langle a_{1_{x_{1}}}\right.}\left(1_{x_{1}}, x_{x_{2}}\right), l_{x_{2}}^{*}\right\rangle \\
& =\left\{\zeta_{1} 1_{x_{1}}+\zeta_{2} 1_{x_{2}}:\left|\zeta_{2}\right|^{2}+\left|\zeta_{1}\right|^{-1 /\left\langle a_{1_{1}}\right.}\left(\mathrm{l}_{x_{2}}, 1_{x_{1}}\right), 1_{\left.x_{1}\right\rangle}\right\rangle
\end{array} 1\right\} .
$$

This is possible only if $\beta_{12}^{2}=-\frac{1}{2}=\left\langle q_{1_{x_{1}}}\left(1_{x_{2}}, 1_{x_{1}}\right), 1_{x_{1}}^{*}\right\rangle$ thus $p\left(\varrho_{1}, \varrho_{2}\right)=\left(\varrho_{1}^{2}+\varrho_{2}^{2}\right)^{-1 / 2}$. If $S_{i}$ denotes the equivalence class (w.r.t. ~) of $x_{1}$ then by Proposition 3.9 (iii), $\left\|f+1_{x_{2}}\right\|=\| \| f\left\|_{\varepsilon^{2}} \cdot 1_{x_{1}}+\varrho 1_{x_{2}}\right\|=p\left(\|f\|_{\varepsilon^{2}}, \varrho\right)=\left\|f+\varrho 1_{x_{2}}\right\|_{\varepsilon^{2}}$ for arbitrary $f \in H_{i}$ whence it follows $x_{2} \in S_{i}$ i.e. $x_{1} \sim x_{2}$. The obtained contradiction proves (iv).
(v): Let $y_{1}, \ldots, y_{n} \in X_{0}$ be pairwise non- $\sim$-equivalent. Now for arbitrarily fixed $f, c \in 1_{\left\{y_{1}, \ldots, y_{n}\right\}} E$,

$$
q_{c}(f, f)=\sum_{m=1}^{n} \overline{c\left(y_{m}\right)} q_{1_{y_{m}}}(f, f)=\sum_{m=1}^{n} \overline{c\left(y_{m}\right)} \sum_{j, k, l=1}^{n} f\left(y_{j}\right) f\left(y_{k}\right)\left\langle q_{1_{y_{m}}}\left(1_{y_{j}}, 1_{y_{j}}\right), 1_{y_{\ell}}^{*}\right\rangle 1_{y_{\ell}} .
$$

Applying (i) and (iii) to $x_{1} \equiv y_{m}, x_{k} \equiv y_{k}$ and $x_{j} \equiv y_{j}$, hence we obtain

$$
q_{c}(f, f)=-\sum_{m=1}^{n} \overline{c\left(y_{m}\right)} f\left(y_{m}\right)^{2} 1_{y_{m}}=-\bar{c} \cdot f^{2}
$$

Therefore the solution of the initial value problem $\left\{\frac{d}{d t} f_{t}=c-q_{c}\left(f_{t}, f_{t}\right), f_{0}=0\right\}$ is $f_{t}=\tanh (t c)$. Hence $\left\{\sum_{m=1}^{n} \varrho_{m} 1_{y_{m}}: \varrho_{1}, \ldots, \varrho_{n} \in[0,1)\right\} \subset\left\{\exp \left[f \mapsto c+q_{c}(f, f)\right](0)\right.$ : $\left.c \in 1_{\left\{y_{1}, \ldots, y_{n}\right\}} E\right\} \subset[$ Aut $B]\{0\} \subset B$. Then $\max _{m=1}^{n} \varrho_{m} \leqq\left\|\sum_{m=1}^{n} \varrho_{m} 1_{y_{m}}\right\| \leqq 1$ whenever $\varrho_{1}, \ldots$, $\varrho_{n} \in[0,1]$. Consequently $\left\|\sum_{m=1}^{n} \varrho_{m} 1_{y_{m}}\right\|=1 \quad$ whenever $\quad \max _{m=1}^{n}\left|\varrho_{m}\right|=1 \quad$ whence $\left\|\sum_{j=1}^{n} \zeta_{j} 1_{y_{j}}\right\|=\max _{m=1}^{n}\left|\zeta_{m}\right|$. The proof is complete.

From Lemma 3.11 (i) and the symmetry of the bilinear mappings $q_{c}$ follows directly that introducing the functions

$$
w_{x_{1}}\left(x_{2}\right) \equiv\left\{\begin{array}{ll}
-1 / 2 & \text { if } \quad x_{1}=x_{2} \\
\left\langle q_{1_{x}}\left(l_{x_{1}}, l_{x_{2}}\right), l_{x_{2}}^{*}\right\rangle & \text { if } \quad x_{1} \neq x_{2}
\end{array} \quad\left(x_{1} \in X_{0}, x_{2} \in X\right),\right.
$$

we have

$$
\begin{array}{ll}
q_{1_{x}}\left(1_{x}, 1_{x}\right)=2 w_{x}(x) 1_{x} & \text { for all } x \in X_{0}, \\
q_{1_{x}}\left(1_{x}, 1_{y}\right)=w_{x}(y) 1_{y} & \text { if } \quad x \in X_{0}, y \in X \backslash\{x\}, \\
q_{1_{x}}\left(1_{y}, 1_{z}\right)=0 & \text { if } \\
x \notin\{y, z\}, x \in X_{0} .
\end{array}
$$

Hence

$$
\begin{equation*}
q_{1_{x}}(f, g)=f(x) w_{x} g+g(x) w_{x} f \quad\left(x \in X_{0}\right) \tag{14}
\end{equation*}
$$

whenever the function $f \in E$ is finitely supported. Moreover by ( $8^{\prime}$ ) and Lemma 3.11 (iii), (14) holds for every $f \in E$.

For sake of brevity, in what follows we shall write $f^{(i)}$ instead of the function $1_{s_{i}} f$.
3.12. Lemma. (i) $w_{x}^{(i)}=-\frac{1}{2} 1_{S_{t}}$ whenever $x \in S_{i}\left(i \in \mathscr{I}_{0}\right)$,
(ii) $w_{x}^{(i)}=0$ whenever $x \notin S_{i} \quad\left(i \in \mathscr{I}_{0}\right)$,
(iii) There exists a unique matrix $\left(\gamma_{i j}\right)_{i \in \mathfrak{g}_{0}, j \in \mathcal{S} \backslash \mathcal{S}_{0}}$ consisting of numbers belonging to $[0,1]$ such that $w_{x}^{(j)}=-\gamma_{i j} 1_{S_{j}}$ whenever $x \in S_{i} \subset X_{0}$ and $j \in \mathscr{I} \mathscr{I}_{0}$.

Proof. (i) and (ii) are contained in Lemma 3.11 (iv).
(iii): Let $x, x^{\prime} \in S_{i}$ and $y, y^{\prime} \in S_{j}$ where $i \in \mathscr{I}_{0}, j \notin \mathscr{I}_{0}$. From Proposition 3.9 (v) it follows the existence of an $E$-unitary operator $U$ such that $1_{x},=U 1_{x}$ and $1_{y^{\prime}}=U 1_{y_{1}}$. From the elementary theory of Lie-groups it is well-known that $U v U^{-1} \in \log ^{*}$ Aut $B$ for every $v \in \log ^{*} A u t B$. In particular, $\left[f \rightarrow U\left(1_{x}+q_{1_{x}}\left(U^{-1} f, U^{-1} f\right)\right)\right] \in \log ^{*} A u t B$ whence $q_{1_{x^{\prime}}}(f, f)=q_{U 1_{x}}(f, f)=q_{1_{x}}\left(U^{-1} f, U^{-1} f\right)$. Therefore $\left\langle q_{1_{x^{\prime}}}\left(1_{x^{\prime}}, 1_{y^{\prime}}\right), 1_{y^{\prime}}^{*}\right\rangle=$ $\left.=\left\langle U q_{1_{x}}\left(U^{-1} 1_{x^{\prime}}, U^{-1} 1_{y^{\prime}}\right), 1_{y^{\prime}}^{*}\right\rangle=\left\langle U q_{1_{x}}\left(1_{x}, 1_{y}\right), 1_{y^{\prime}}^{*}\right)\right\rangle=\left\langle q_{1_{x}}\left(1_{x}, 1_{y}\right), 1_{y}^{*}\right\rangle$ since if $U=\bigoplus_{i \in g} U_{i}$ is the directe decomposition of $U$ provided by Proposition 3.9 (v) and $f \in E$ then $\left\langle U f, 1_{x^{\prime}}^{*}\right\rangle=\left(U_{i} f^{(i)} \mid 1_{x}\right)=\left(f^{(i)} \mid U_{i}^{-1} 1_{x}\right)=\left(f^{(i)} \mid U_{i}^{-1} 1_{x^{\prime}}\right)=\left(f^{(i)} \mid 1_{x}\right)$.

Henceforth we reserve the notation $\left(\gamma_{i j}\right)_{i \in \mathcal{S}_{0}, j \in \mathscr{S}} \backslash \mathcal{S}_{0}$ for the matrix introduced in Lemma 3.12 (iii).
3.13. Corollary. For arbitrary finitely supported $c \in E_{0}$ and $f \in E$,

$$
\begin{equation*}
q_{c}(f, f)=-\sum_{i \in \mathcal{S}_{0}}\left(f^{(i)} \mid c^{(i)}\right) f^{(i)}-2 \sum_{j \in \mathcal{S} \backslash \mathcal{s}_{0}}\left[\sum_{i \in \mathcal{S}_{0}} \gamma_{i j}\left(f^{(i)} \mid c^{(i)}\right)\right] f^{(j)} . \tag{15}
\end{equation*}
$$

Proof. Applying Lemma 3.12. and (14), we can see that if $c \in E_{0}$ and $f \in E$ have finite supports then $q_{c}(f, f)=-\sum_{x \in X_{0}} \overline{c(x)} q_{1_{x}}(f, f) \sum_{i \in \mathcal{S}_{0}} \sum_{x \in S_{i}} 2 \overline{c(x)} f(x)$. $\cdot\left[-\frac{1}{2} f^{(i)}-\sum_{j \notin \mathcal{F}_{0}} \gamma_{i j} f^{(j)}\right]$.

In order to extend (15) to every $c \in E_{0}$ and $f \in E$, we need the following observations.
3.14. Lemma. (i) $E_{0}=\underset{i \in \mathcal{A}_{0}}{c_{0}} H_{i}$ i.e. a function $c: X \rightarrow \mathrm{C}$ belongs to $E_{0}$ if and only if $\forall i \in \mathscr{I}\left\|c^{(i)}\right\|_{\varepsilon^{2}}<\infty$ and $\forall \varepsilon>0 \quad\left\{i \in \mathscr{I}_{0}:\left\|c^{(i)}\right\|_{\varepsilon^{2}} \geqq \varepsilon\right\}$ finite $\subset \mathscr{I}_{0}$ (in the latter case $\left.\|c\|=\sup _{i \in \xi_{0}}\left\|c^{(i)}\right\|_{\ell^{2}}\right)$.
(ii) $\sup _{j \in \mathscr{J} \backslash \sigma_{0}} \sum_{i \in \mathscr{J}_{0}} \gamma_{i j} \leqq 4\|q\|\left(\equiv 4 \sup _{c \in B \cap E_{0}}\left\|q_{c}\right\|=4 \sup _{\substack{c \in B \cap E_{0} \\ f, g \in B}}\left\|q_{c}(f, g)\right\|\right)$.

Proof. (i): Trivial from Proposition 3.9 (v), Lemma 3.11 (v) and the fact that the finitely supported functions are dense in $E$.
(ii): Let $j \in \mathscr{I} \backslash \mathscr{I}_{0}, i_{1}, \ldots, i_{n} \in \mathscr{I}_{0}, y \in S_{j}$ and $x_{1} \in S_{i_{1}}, \ldots, x_{n} \in S_{i_{n}}$. Consider the functions $c \equiv \sum_{m=1}^{n} 1_{x_{m}}$ and $f \equiv 1_{y}+\sum_{m=1}^{n} 1_{x_{m}}$. By (i) we have $\|c\|=1$ and $\|f\| \leqq 2$. By (15), $\left\langle q_{c}(f, f), 1_{y}^{*}\right\rangle=\sum_{m=1}^{n} \gamma_{i_{m} j}$. At the same time, $\left|\left\langle q_{c}(f, f), 1_{y}^{*}\right\rangle\right| \leqq\|q\| \cdot\|c\| \cdot\|f\|^{2} \cdot\left\|1_{y}^{*}\right\| \leqq$ $\leqq 4\|q\|$.
3.15. Corollary. (15) holds for each $c \in E_{0}$ and $f \in E$.

Proof. The previous lemma shows that the right hand side of (15) makes always sense. Observe that the mapping $Q: E_{0} \times E \ni(c, f) \mapsto\{$ right hand side of (15) \} is real-linear in $c$ and real-quadratic in $f$. For $\|c\|,\|f\| \leqq 1$ we have $\|Q(c, f)\| \leqq$ $\left\|\sum_{i \in \mathcal{G}_{0}}\left(f^{(i)} \mid c^{(i)}\right) f^{(i)}\right\|+2\left\|\sum_{j \notin \mathscr{F}_{0}}\left(\sup _{k \nsubseteq \mathcal{\Xi}_{0}} \sum_{i \in \mathcal{F}_{0}} \gamma_{i k}\left\|f^{(i)}\right\|_{\varepsilon_{2}} \cdot\left\|c^{(i)}\right\|_{\varepsilon_{2}}\right) f^{(j)}\right\| \leqq\|f\|^{2} \cdot\|c\|+4\|q\| \cdot\|c\| \cdot$ $\cdot\|f\|^{2}$. Thus $Q$ is a continuous map. On the other hand, the relation $Q(c, f)=$ $=+q_{c}(f, f)$ is already established for a dense submanifold of $E_{0} \times E$ by Corollary 3.13 .

In this way we completely know $\log ^{*}$ Aut $B$. The mappings $\exp [B \ni f \mapsto$ $\left.\mapsto c+q_{c}(f, f)\right]$ are easy to describe: By (15), the equation $\frac{d}{d t} f_{t}=c+q_{c}\left(f_{t}, f_{t}\right)$ is equivalent with

$$
\begin{gather*}
\frac{d}{d t} f_{t}^{(i)}=c^{(i)}-\left(f_{i}^{(i)} \mid c^{(i)}\right) f_{t}^{(i)} \quad\left(i \in \mathscr{I}_{0}\right) \\
\frac{d}{d t} f_{t}^{(j)}=-2 \sum_{i \in \mathscr{S}_{0}} \gamma_{i j}\left(f_{i}^{(i)} \mid c^{(i)}\right) f_{t}^{(j)} \quad\left(j \in \mathscr{I} \backslash \mathscr{I}_{0}\right)
\end{gather*}
$$

If we represent $c^{(i)}$ in the form $c^{(i)} \equiv \varrho_{i} c_{0}^{(i)}$ where $\varrho_{i} \geqq 0,\left\|c_{0}^{(i)}\right\|=1$ and if $f_{0}^{(i)}=$ $=\zeta_{i} c_{0}^{(i)}+f_{\perp}^{(i)}$ where $f_{\perp}^{(i)}$ lying orthogonally to $c_{0}^{(i)}$, one then cheks immediately that for arbitrarily given $f_{0} \in B$, the solution of $\left(16^{\prime}\right)$ is

$$
f_{t}^{(i)}=M_{e_{1} t}\left(\zeta_{i}\right) c_{0}^{(i)}+M_{e_{i}}^{\perp}\left(\zeta_{i}\right) f_{\perp}^{(i)} \quad\left(i \in \mathcal{I}_{0}\right)
$$

where $M_{\tau}$ and $M_{\tau}^{\perp}$ are the Moebius- and co-Moebius transformations

$$
\begin{equation*}
M_{\tau}(\zeta) \equiv \frac{\zeta+\tanh (\tau)}{1+\zeta \tanh (\tau)}, M_{\tau}^{1}(\zeta) \equiv \frac{\left\{1-(\tanh (\tau))^{2}\right\}^{1 / 2}}{1+\zeta \tanh (\tau)} \quad(\tau \in \mathbf{R},|\zeta|<1) \tag{18}
\end{equation*}
$$

Substituting ( $17^{\prime}$ ) into ( $16^{\prime \prime}$ ), we obtain

$$
\frac{d}{d t} f_{t}^{(j)}=\left[-2 \sum_{i \in \mathscr{S}_{0}} \gamma_{i j} \varrho_{i} M_{e_{i} t}\left(\zeta_{i}\right)\right] f_{t}^{(f)} \quad\left(j \in \mathscr{I} \backslash \mathscr{Y}_{0}\right)
$$

whose solution is given by

$$
\begin{align*}
f_{t}^{(j)} & =\exp \left[-2 \sum_{i \in \mathscr{S}_{0}} \gamma_{i j} \varrho_{i} \int_{0}^{1} M_{e_{i} \tau}\left(\zeta_{i}\right) d \tau\right] f_{0}^{(j)}= \\
& =\left[\prod_{i \in \mathscr{S}_{0}} M_{e_{i} t}^{\perp}\left(\zeta_{i}\right)^{2 \gamma_{i j}}\right] f_{0}^{(j)} \quad\left(j \in \mathscr{I} \backslash \mathscr{I}_{0}\right)
\end{align*}
$$

The fact that the right hand side in (17") makes sense, is guaranteed by Lemma 3.14 (ii). Fortunately, by Lemma 3.14 (i) and (17'),

$$
\begin{gathered}
{[\text { Aut } B]\{0\}=B \cap E_{0}=\left\{\sum_{i \in \mathscr{S}_{0}} \lambda_{i} c_{i}: 0 \leqq \lambda_{i} \leqq 1, c_{i} \in \partial B\left(H_{i}\right) \quad i \in \mathscr{F}_{0} \quad\right. \text { and }} \\
\left.\left[i \mapsto \lambda_{i}\right] \in c_{0}\left(\mathscr{I}_{0}\right)\right\}=\left\{\sum_{i \in \mathscr{S}_{0}} M_{0_{i}}(0) c_{i}: \varrho_{i} \in \mathbf{R}_{+}, c_{i} \in \partial B\left(H_{i}\right) \quad \forall i \in \mathscr{I}_{0} \quad\right. \text { and } \\
\left.\left[i \mapsto \lambda_{i}\right] \in c_{0}\left(\mathscr{I}_{0}\right)\right\}=\left\{\exp \left[f \mapsto c+q_{c}(f, f)\right](0): c \in E_{0}\right\}
\end{gathered}
$$

where $c_{0}\left(\mathscr{I}_{0}\right) \equiv\left\{\mathscr{\mathscr { G }}_{0} \rightarrow \mathrm{C}\right.$ functions vanishing at infinity $\}$. A classical theorem of Cartan asserts that the relations $U \in$ Aut $B$ and $U(0)=0$ entail the linearity of $U$. Thus given $F \in$ Aut $B$, if we choose the vector $c \in E_{0}$ so that the automorphism $G \equiv \exp \left[B \ni f \rightarrow-c+q_{(-c)}(f, f)\right]$ satisfies $G(0)=F^{-1}(0)$ then the automorphism $U \equiv F \circ G$ is necessarily linear, i.e. we have $F \in U \cdot \exp \left[f \mapsto c+q_{c}(f, f)\right]$ for suitable $c \in E_{0}$ and linear $E$-unitary $U$. Hence we arrive at the following characterization of Aut $B$ :
3.16. Theorem. Let $E$ denote a minimal atomic Banach lattice. The space $E$ is spanned by a family $\left\{H_{i}: i \in \mathscr{I}\right\}$ of its pairwise lattice-orthogonal Hilbertian projection bands such that
(i) the linear members of $\mathrm{Aut}_{0} B(E)$ map $B\left(H_{i}\right)$ onto themselve $(\forall i \in \mathscr{I})$,
(ii) conversely, if for any index $i \in \mathscr{I}, U_{i}$ is an $H_{i}$-unitary operator then $\left.\underset{i \in \mathcal{S}}{\oplus} U_{i}\right|_{B(E)} \in$ $\in$ Aut $_{0} B(E)$.

Furthermore there exists a matrix $\left(\gamma_{i j}\right)_{i, j} \in \mathscr{I}$ and an index subfamily $\mathscr{I}_{0} \subset \mathscr{I}$ such that
(iii $E_{0}(\equiv \mathrm{C}[$ Aut $B\{E)]\{0\})=\underset{i \in \mathcal{S}_{0}}{c_{0}} H_{i}$,
(iv) $0 \leqq \gamma_{i j} \leqq 1$ for all $i, j \in \mathscr{I} ; \gamma_{i i}=\frac{1}{2}$ for all $i \in \mathscr{I}_{0} ; \gamma_{i j}=0$ whenever $i, j \notin \mathscr{I}_{0}$ or $i$ and $j$ are distinct elements of $\mathscr{I}_{0}$.
(v) A mapping $F: B(E) \rightarrow E$ belongs to $\mathrm{Aut}_{0} B(E)$ if and only if, by denoting the band projection onto $H_{i}$ by $P_{i}$, we have

$$
\begin{aligned}
& P_{i} F(f)=U_{i}\left\{M_{e_{i}}\left(\left(P_{i} f \mid c_{i}^{0}\right)\right) c_{i}^{0}+M_{e_{i}}^{\perp}\left(\left(P_{i} f \mid c_{i}^{0}\right)\right)\left[P_{i} f-\left(P_{i} f \mid c_{i}^{0}\right) c_{i}^{0}\right]\right\} \quad\left(i \in \mathscr{I}_{0}\right), \\
& P_{j} F(f)=\left\{\exp \int_{0}^{1} \sum_{i \in \mathcal{S}_{0}} \gamma_{i j} \varrho_{i} M_{e_{i} \tau}\left(\left(P_{i} f \mid c_{i}^{0}\right)\right) d \tau\right\} U_{j} P_{j} f \quad\left(j \in \mathscr{I} \backslash \mathscr{I}_{0}\right)
\end{aligned}
$$

for suitable $H_{j}$-unitary operators $U_{j}(j \in \mathscr{I})$, unit vectors $c_{i}^{0} \in H_{i}\left(i \in \mathscr{I}_{0}\right)$ and a function $\left[\mathscr{I}_{0} \ni i \mapsto \varrho_{i}\right.$ ] assuming values in $\mathbf{R}_{+}$and vanishing at infinity, respectively (the transformations $M_{e_{i}}, M_{\mathbf{e}_{i}}^{\top}$ are those defined in (18)).

## 4. Appendix

## Linear finite dimensional tensor unit ball automorphisms

Throughout this section $H_{1}, \ldots, H_{n}$ are fixed finite dimensional Hilbert spaces. We are aimed to describe the structure of the linear unitary operators in the space $E \equiv H_{1} \otimes \ldots \otimes H_{n}$.

We shall use the notations $B \equiv B(E), B^{*} \equiv B\left(E^{*}\right)$,

$$
\begin{array}{ll}
K \equiv\left\{F \in \partial B: \exists!\Phi \in \partial B^{*}\right. & \langle F, \Phi\rangle=1\} \\
K^{*} \equiv\left\{\Phi \in \partial B^{*}: \exists F \in K\right. & \langle F, \Phi\rangle=1\}
\end{array}
$$

4.1. Lemma. $K^{*}=\left\{\delta_{e_{1}, \ldots, e_{n}}: e_{1} \in \partial B\left(H_{1}\right), \ldots, e_{n} \in \partial B\left(H_{n}\right)\right\}$.

Proof. Since $\operatorname{dim} E<\infty, \bar{B}$ is compact, thus for any $n$-linear functional $F \in \partial B$, one can find $e_{1} \in \partial B\left(H_{1}\right), \ldots, e_{n} \in \partial B\left(H_{n}\right)$ with $F\left(e_{1}, \ldots, e_{n}\right)=1$. Hence $K^{*} \subset\left\{\delta_{e_{1}, \ldots, e_{n}}: e_{j} \in \partial B\left(H_{j}\right)\right\}$. On the other hand, every $E$-unitary operator maps $K$ onto itself and therefore also

$$
\begin{equation*}
U^{*} K^{*}=K^{*} \text { for all } E \text {-unitary operators. } \tag{19}
\end{equation*}
$$

From the compactness of $B$ it follows $K \neq \emptyset$ (indeed: for any smooth norm $\|\cdot\|_{1}$ on $E, \emptyset \neq\left\{F \in \partial B:\|F\|_{1} \leqq\|G\|_{1} \forall G \in \partial B\right\} \subset K$ ) whence $K^{*} \neq \emptyset$. That is, for some unit vectors $e_{1}^{0} \in H_{1}, \ldots, e_{n}^{0} \in H_{n}$ we have $\delta_{e_{1}^{0}, \ldots, e_{n}^{0}} \in K^{*}$. Now from (19) we obtain $\delta_{U_{1} e_{1}^{0}, \ldots, U_{n} e_{n}^{0}}=\left(U_{1} \otimes \ldots \otimes U_{n}\right)^{*} \delta_{e_{1}^{0}, \ldots, e_{n}^{0} \in K^{*}} \quad$ whenever the $U_{j}$-s are $H_{j}$-unitary operators. Thus $\left\{\delta_{e_{1}, \ldots, e_{n}}: e_{j} \in \partial B\left(H_{j}\right)\right\} \supset K^{*}$.
4.2. Lemma. Let $\Phi \equiv \delta_{f_{1}, \ldots, f_{n}}, \psi \equiv \delta_{g_{1}, \ldots, g_{n}}$ and $\Theta \equiv \delta_{h_{1}, \ldots, h_{n}}$ where $0 \neq$ $\neq f_{j}, g_{j}, h_{j} \in H_{j}(j=1, \ldots, n)$ and assume $\Phi+\Psi=\Theta$. Then there exists $k$ such that for each $j \neq k$ we have $f_{j} \| g_{j}$ (i.e. $f_{j}$ and $g_{j}$ are linoarly dependent).

Proof. The statement holds obviously if for some index $m, f_{j} \| h_{j}$ for all $j \neq m$ or $f_{j} \| g_{j}$ for all $j \neq m$. In the contrary case $f_{k} \nVdash g_{k}$ and $f_{m} \nVdash h_{m}$ for some pair of indices $k \neq m$. We may then suppose $k=1$ and $m=2$. First we show that in this case we have $h_{1} \nVdash f_{1}$. Indeed: from $h_{1} \nVdash f_{1}$ it follows that introducing the tensor $\tilde{E} \equiv \tilde{g}_{1} \otimes g_{2} \otimes \ldots \otimes g_{n}$ where $\tilde{g}_{1} \equiv g_{1}-\left\|f_{1}\right\|^{-2}\left(g_{1} \mid f_{1}\right) f_{1}$ the relations $\langle\tilde{E}, \Phi\rangle=\langle\tilde{E}, \Theta\rangle=$ $=0 \neq\langle\tilde{E}, \Psi\rangle$ hold. One can see in the same manner that $h_{2} \nVdash g_{2}$. Since $h_{1} \nVdash f_{1}$, there exists $u_{1} \in H_{1}$ with $f_{1} \perp u_{1} \notin h_{1}$ and since $h_{2} \nVdash g_{2}$ one can find $u_{2} \in H_{2}$ with $g_{2} \perp u_{2} \perp h_{2}$. But then the tensor $T \equiv u_{1} \otimes u_{2} \otimes h_{3} \otimes \ldots \otimes h_{n}$ satisfies $\langle T, \Phi\rangle=$ $=\langle T, \Psi\rangle=0 \neq\langle T, \Theta\rangle$ which is impossible.
4.3. Proposition. Set $r_{j} \equiv \operatorname{dim} H_{j}(j=1, \ldots, n)$ and let $U \in \mathscr{L}(E, E)$ be fixed so that $\left.U\right|_{B} \in \operatorname{Aut}_{0} B$. Then one can choose $H_{j}$-unitary operators $U_{j}$ such that $U=$ $=U_{1} \otimes \ldots \otimes U_{n}$.

Proof. It is enough to prove the statement only for $E$-unitary operators lying in a suitable neighbourhood of $\mathrm{id}_{E}$ as it is well-known (see e.g. [6]).

To do this, fix $\varepsilon>0$ such that the functionals $\Phi \equiv \delta_{e_{1}, \ldots, e_{n}}, \quad \tilde{\varphi} \equiv \delta_{e_{1}, \ldots, \tilde{e}_{n}}$, $\Psi \equiv \delta_{f_{1}, \ldots, f_{n}}, \widetilde{\Psi} \equiv \delta_{\tilde{f}_{1}, \ldots, \tilde{f}_{n}}\left(\in E^{*}\right)$ fulfil

$$
\begin{equation*}
\exists k \quad e_{k} \perp \tilde{e}_{k}, f_{k} \perp \tilde{f_{k}} \quad \text { and } \quad \forall j \neq k \quad e_{j}\left\|\tilde{f}_{j}, \quad f_{j}\right\| \tilde{f}_{j} \tag{20}
\end{equation*}
$$

whenever we have

$$
\begin{gather*}
\Phi-\widetilde{\Phi}, \Psi-\widetilde{\Psi}_{\in K^{*}},\|\Phi-\widetilde{\Phi}\|=\|\Psi-\widetilde{\Psi}\|=\sqrt{2} \quad \text { and } \quad\|\Phi-\Psi\|,\|\widetilde{\Phi}-\widetilde{\Psi}\|<\varepsilon  \tag{21}\\
\left\|e_{j}\right\|=\left\|\tilde{c}_{j}\right\|=\left\|f_{j}\right\|=\left\|\tilde{f}_{j}\right\|=1 \quad(j=1, \ldots, n) \tag{22}
\end{gather*}
$$

A value $\varepsilon>0$ with the above properties in fact exists: Otherwise there would be a sequence $\Phi_{m} \equiv \delta_{e_{1}^{m}, \ldots, e_{n}^{m}}, \widetilde{\Phi}_{m} \equiv \delta_{\tilde{e}_{1}^{m}, \ldots, \tilde{e}_{n}^{m}}, \Psi_{m} \equiv \delta_{f_{1}^{m}, \ldots, f_{n}^{m}}, \widetilde{\Psi}_{m} \equiv \delta_{\tilde{f}_{n}^{m} \ldots, \tilde{f}_{n}^{m}} \quad(m=$ $=1,2, \ldots$ ) satisfying (21), (22) for $\varepsilon=\frac{1}{m}$ but without property (20). For a suitable index subsequence $\left\{m_{s}\right\}_{s}$ and for some unit vectors $e_{j}, \tilde{e}_{j}, f_{j}, f_{j}$ we have $e_{j}^{m_{s}} \rightarrow e_{j}$, $e_{j}^{m_{s}} \rightarrow e_{j}, f_{j}^{m_{s}} \rightarrow f_{j}, f_{j}^{m_{s}} \rightarrow f_{j}(s \rightarrow \infty, j=1, \ldots, n)$. Then the limits $\Phi, \tilde{\Phi}, \Psi, \tilde{\Psi}$ satisfy $\Phi=\Psi, \widetilde{\Phi}=\widetilde{\Psi},\|\Phi-\widetilde{\Phi}\|=\|\Psi-\widetilde{\Psi}\|=\sqrt{2}$ and the contrary of (20). At the same time we also have $\Phi-\tilde{\Phi}, \Psi-\tilde{\Psi} \in K^{*}$ because of the closedness of $K^{*}$. Thus by Lemma 4.2; $\exists!k_{0} \forall j \neq k_{0} \quad e_{j} \| \tilde{e}_{j}$. Since $\|\Phi-\tilde{\Phi}\|=\sqrt{2}$, hence $\left\|e_{k_{0}}-\tilde{e}_{k_{0}}\right\|=\sqrt{2}$ i.e. $e_{k_{0}} \perp \tilde{e}_{k_{0}}$. Similarly $\exists!\ell_{0} f_{\ell_{0}} \perp \tilde{f}_{\ell_{0}}$ and $\forall j \neq \ell_{0} f_{j} \| \tilde{f}_{j}$. Since (20) does not hold, necessarily $k_{0} \neq \ell_{0}$. However the relations $\Phi=\Psi, \widetilde{\Phi}=\widetilde{\Psi}$ entail $k_{0}=\ell_{0}$.

Now assume $\left\|U-\operatorname{id}_{E}\right\|<\varepsilon$. Fix an orthonormed basis $\left\{e_{j}^{k}: j=1, \ldots, r_{k}\right\}$ in $H_{k}(k=1, \ldots, n)$, respectively and let us write the functional $U^{*} \delta_{e_{1}^{1}, \ldots, e_{1}^{n}}$ in the form $U^{*} \delta_{e_{1}^{1}, \ldots, e_{1}^{n}}=\delta_{f_{1}^{1}, \ldots, f_{1}^{n}}$ (cf. Lemma 4.1.) where $f_{1}^{k}$ is a fixed unit vector in $H_{k}(k=$ $=1, \ldots, n$ ). It follows from the choice of $\varepsilon$ that for arbitrary index $k$, the singleton $\left\{f_{1}^{k}\right\}$ can be continued to an orthonormed basis $\left\{f_{j}^{k}: j=1, \ldots, r_{k}\right\}$ of $H_{k}$ in a unique
way so that we have

$$
U^{*} \delta_{e_{1}^{1}, \ldots, e_{1}^{k}-1}^{e_{j}^{k}, e_{1}^{k+1}, \ldots, e_{1}^{n}}=\delta_{f_{1}^{1}, \ldots, f_{1}^{k-1}} f_{j}^{k}, f_{1}^{k+1}, \ldots, f_{1}^{n} \quad\left(j=1, \ldots, r_{k}\right) .
$$

Set $I_{0} \equiv\left\{(1, \ldots, 1, j, 1, \ldots, 1): k=1, \ldots, n ; j=1, \ldots, r_{k}\right\}, \quad I_{1} \equiv{\underset{k}{X}}_{\underset{k}{x}}\left\{1, \ldots, r_{k}\right\} \quad$ and let a family $I \subset I_{1}$ of multiindices be called thick if $\forall i \in I, \forall i^{\prime} \in I_{1} \quad i^{\prime} \leqq i \Rightarrow i^{\prime} \in I$.

Observe that for any multiindex $i \equiv\left(i_{1}, \ldots, i_{n}\right) \in I_{1}$ there exists a unique complex number which we shall denote by $x_{i}$ such that $\left|x_{i}\right|=1$ and

$$
\begin{equation*}
U^{*} \delta_{e_{i_{1}}^{1}, \ldots, e_{i_{n}}^{n}}=x_{i} \delta_{f_{i_{1}}^{1}, \ldots, f_{i_{n}}^{n}} \tag{23}
\end{equation*}
$$

Indeed: If not, we can find a minimal (w.r.t. §) $i \in I_{1}$ not satisfying (23). Now $U^{*} \delta_{e_{i_{1}}^{1}, \ldots, e_{i_{n}}}=\delta_{h_{1}, \ldots, h_{n}}$ for some vectors $h_{k} \in \partial B\left(H_{k}\right)(k=1, \ldots, n)$. Since obviously $i \notin I_{0}$, for arbitrarily fixed $k$, there is $\tilde{k \neq k}$ with $i_{\tilde{k}} \neq 1$. Consider the multiindex $j$ defined by $j_{\ell} \equiv\left[i_{\ell}\right.$ if $\ell \neq k, 1$ if $\left.\ell=k\right](\ell=1, \ldots, n)$. By the minimality of $i, U^{*} \delta_{e_{J_{1}}^{1}}, \ldots, e_{j_{n}}^{n}=$ $=x_{j} \delta_{f_{J_{1}}^{1}, \ldots, f_{j_{n}}^{n}}$. Since $U^{*}\left(\frac{1}{\sqrt{2}} \delta_{e_{i_{1}}^{1}, \ldots, e_{i_{n}}^{n}}+\frac{1}{\sqrt{2}} \delta_{e_{j_{1}}^{1}, \ldots, e_{j_{n}}^{n}}\right) \in K^{*}$, using Lemma 4.2 we can see $h_{k} \| f_{i_{k}}^{k}$ i.e. $h_{k}=\alpha_{k} f_{i_{k}}^{k}$ for suitable $\alpha_{j} \in \partial \Delta(k=1, \ldots, n)$.

Then let $I$ be a maximal thick subset of $I_{1}$ such that $I_{1} \supset I_{0}$ and $x_{i}=1 \forall i \in I$. (Remark: $\varkappa_{i}=1 \forall i \in I_{0}$.) We shall show that necessarily $I=I_{1}$. Hence and from the linearity of the mapping $U$, (23) immediately yields the statement of the lemma.

Assume $I_{1} \backslash I \neq \varnothing$. Let $j$ be a minimal element of $I_{1} \backslash I$. Observation: $\forall i \in I_{1}$ $j \neq i \leqq j \Rightarrow i \in I$. I.e. the family $I^{\prime} \equiv I \cup\{j\}$ is thick. Therefore it suffices to prove $x_{j}=1$ (which contradicts our assumption). By writing $J \equiv\left\{1, j_{1}\right\} \times \ldots \times\left\{1, j_{n}\right\}$,

$$
\begin{gathered}
U^{*} \delta_{e_{1}^{1}+e_{j_{1}}^{1}, \ldots, e_{1}^{n}+e_{j_{n}}^{n}}=\sum_{i \in J} U^{*} \delta_{e_{i_{1}}^{1}, \ldots, e_{i_{n}}^{n}}=\sum_{i \in J} x_{i} \delta_{f_{1_{1}}^{1}, \ldots, f_{i_{n}}^{n}}= \\
=x_{j} \delta_{f_{J_{1}}^{1}, \ldots, f_{j_{n}}^{n}}+\sum_{i \in J\{j\}} \delta_{f_{i_{1}}^{1}, \ldots, f_{n_{n}}^{n}}=\left(x_{j}-1\right) \delta_{f_{j_{1}}^{1}, \ldots, f_{j_{n}}^{n}}+\delta_{f_{1}^{1}+f_{J_{1}}^{1}, \ldots, f_{1}^{n}+f_{j_{n}}^{n} .}
\end{gathered}
$$

However, the function $U^{*} \delta_{e_{1}^{1}+e_{j_{1}}^{1}, \ldots, e_{1}^{n}+e_{j_{n}}^{n}}$ has the form $\delta_{h_{1}, \ldots, h_{n}}$ whence directly $x_{j}=1$.
4.4. Corollary. The vector fields $V$ being tangent to $\partial B(E)$ are exactly those of the form

$$
V=i \cdot \sum_{j=1}^{n} \mathrm{id}_{H_{1}} \otimes \ldots \otimes \mathrm{id}_{H_{j-1}} \otimes A_{j} \otimes \mathrm{id}_{H_{j+1}} \otimes \ldots \otimes \mathrm{id}_{H_{n}}
$$

where each $A_{j}$ is a self-adjoint $H_{j}$-operator.
Proof. For every $H_{j}$-operator $U_{j}$ there is a self-adjoint $A_{j}$ with $U_{j}=\exp \left(i \cdot A_{j}\right)$. Thus by Proposition 4.3, $V$ has the form $V=\left.\frac{d}{d t}\right|_{0} \exp \left(i t \cdot A_{1}\right) \otimes \ldots \otimes \exp \left(i t \cdot A_{n}\right)$.
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# Generalized resolvents of contractions 

H. LANGER and B. TEXTORIUS

1. Let $T$ be a contraction (that is a linear operator of norm $\leqq 1$ ), defined on a closed subspace $\mathfrak{D}(T)(\neq \mathfrak{5})$ of some Hilbert space $\mathfrak{G}$ and with values in $\mathfrak{5}$. By a contraction extension (c.e.) of $T$ we mean an extension $\tilde{T}$ of $T$ to some Hilbert space $\tilde{\mathfrak{H}} \supset \mathfrak{H}$, which is also a contraction. If $\tilde{\mathfrak{H}}=\mathfrak{H}$, the c.e. $\tilde{T}$ is called canonical.

Let $\tilde{T}$ on $\tilde{\mathfrak{G}}$ be a c.e. of $T$, and denote by $\tilde{P}$ the orthogonal projector of $\tilde{\mathfrak{G}}$ onto $\mathfrak{5}$. The function

$$
\begin{equation*}
z \rightarrow R_{z}:=\left.\tilde{P}(z \tilde{T}-I)^{-1}\right|_{\mathfrak{5}}(|z|<1) \tag{1}
\end{equation*}
$$

which is defined and holomorphic on the open unit disc $\mathbf{D}:=\{|z|<1\}$ and whose values are bounded linear operators in $\mathfrak{G}$, is called a generalized resolvent of $T$ (generated by $\tilde{T}$ ). The generalized resolvent $R_{z}$ is called canonical if $\tilde{T}=T$.

It is the aim of this note to give a description of all generalized resolvents of a nondensely defined contraction $T$ in a Hilbert space $\mathfrak{G}$. This result is an analogue of the formula for the generalized resolvents of an isometric operator, proved in [1] for equal and in [2] (see also [3]) for arbitrary defect numbers.* In their turn these results have their origin in the classical formula of M. G. Krein on the generalized resolvents of an hermitian operator with equal defect numbers ([4], [5]).
2. Let $T$ be as above. By $\stackrel{\circ}{T}$ we denote the c.e. of $T$ given by

$$
\stackrel{\circ}{T} x:= \begin{cases}T x & x \in \mathfrak{D}(T) \\ 0 & x \in \mathfrak{D}(T)^{\perp}\end{cases}
$$

and set

$$
D:=\left(I-\stackrel{\circ}{T}^{*} \stackrel{\circ}{T}\right)^{1 / 2}, D_{*}:=\left(I-\dot{T}^{\circ} \dot{T}^{*}\right)^{1 / 2}, \mathscr{D}:=\overline{\mathfrak{R}(D)}, \mathscr{D}_{*}:=\overline{\mathfrak{R}\left(D_{*}\right)} .
$$

The characteristic function of $\stackrel{\circ}{T}^{*}$ is denoted by $X(z)$ (see [6, Chap. VI]):

$$
X(z):=\left.\left(-\stackrel{\circ}{T}^{*}-z D \dot{R}_{z} D_{*}\right)\right|_{\mathscr{Q} *}, \stackrel{\circ}{R}_{z}:=(z \stackrel{\circ}{T}-I)^{-1}, z \in \mathbf{D} .
$$

[^12]It is defined and holomorphic on the open unit disc $\mathbf{D}$ and its values are contractions, mapping $\mathscr{D}_{*}$ into $\mathscr{D}$, see [6, chap. VI]. By $\mathscr{K}$ (or, sometimes, more explicitly by $\left.\mathscr{K}\left(\mathcal{D}(T)^{\perp}, \mathscr{D}_{*}\right)\right)$ we denote the set of all functions $G(z)$, defined and holomorphic on $\mathbf{D}$ and whose values are contractions from $\mathfrak{D}(T)^{\perp}$ into $\mathscr{D}_{*}$, by $\mathscr{K}_{0}$ (or $\mathscr{K}_{0}\left(\mathfrak{D}(T)^{\perp}\right.$, $\left.\mathscr{D}_{*}\right)$ ) the subset of $\mathscr{K}$, consisting of all $G \in \mathscr{K}$ which are independent of $z$. Finally, $\Gamma$ is the orthogonal projector of $\mathfrak{5}$ onto $\mathfrak{D}(T)^{\perp}$.

Theorem. Let $T$ be a contraction in the Hilbert space $\mathfrak{5}$ with a closed domain $\mathfrak{D}(T) \neq \mathfrak{5}$. The formula

$$
\begin{equation*}
R_{z}=\stackrel{\circ}{R}_{z}-z \stackrel{\circ}{R}_{z} D_{*} G(z)(I-\Gamma X(z) G(z))^{-1} \Gamma D R_{z}^{\circ} \quad(|z|<1) \tag{2}
\end{equation*}
$$

establishes a 1,1-correspondence between the set of all generalized resolvents $R_{z}$ of $T$ and all $G \in \mathscr{K}$. The generalized resolvent $R_{z}$ is canonical if and only if $G \in \mathscr{K}_{0}$.

Proof. a) Let $\tilde{T}$ be a canonical c.e. of $T$. We define an operator $F$ from $\mathfrak{D}(T)^{\perp}$ into $\mathfrak{G}$ by the formula $F x:=\tilde{T} x\left(x \in \mathcal{D}(T)^{\perp}\right)$. Then we have

$$
\stackrel{\circ}{T}_{\dot{T}^{*}}+F F^{*} \leqq I \quad \text { or } \quad F F^{*} \leqq I-\stackrel{\circ}{T} \dot{T}^{*}=D_{*}^{2} .
$$

Therefore the operator $F_{1}:=F^{*} D_{*}^{-1}$ is a contraction, which is densely defined on $\mathscr{D}_{*}$ and with values in $\mathfrak{D}(T)^{\perp}$. The adjoint of its closure $G:=\left(\bar{F}_{1}\right)^{*}$ belongs to $\mathscr{K}_{0}$. Observing $\stackrel{\circ}{T} \Gamma=0$ we find with $R_{z}:=(z \tilde{T}-I)^{-1}$ :

$$
\begin{equation*}
R_{z}-\stackrel{\circ}{R}_{z}=z \stackrel{\circ}{R}_{z}(\stackrel{\circ}{T}-\tilde{T}) R_{z}=z \stackrel{\circ}{R}_{z}(\stackrel{\circ}{T}-\tilde{T}) \Gamma R_{z}=-z \dot{R}_{z} F \Gamma R_{z} \tag{3}
\end{equation*}
$$

It follows

$$
R_{z}=\left(I+z \AA_{z} F \Gamma\right)^{-1} \stackrel{\circ}{R}_{z}, \Gamma R_{z}=\left(I+z \Gamma \AA_{z} F\right)^{-1} \Gamma \AA_{z}
$$

and (3) can be written as

$$
R_{z}-{\stackrel{\circ}{R_{z}}}=-z \stackrel{\circ}{R}_{z} F\left(I+z \Gamma \stackrel{\circ}{R}_{z} F\right)^{-1} \Gamma \stackrel{\circ}{R}_{z}=-z \stackrel{\circ}{R}_{z} D_{*} G\left(I+z \Gamma \stackrel{\circ}{R}_{z} D_{*} G\right)^{-1} \Gamma \stackrel{\circ}{R}_{z}
$$

Furthermore,

$$
\begin{equation*}
\Gamma D=\Gamma, \quad \Gamma \stackrel{\circ}{T}^{*}=0 \tag{4}
\end{equation*}
$$

and we get

$$
\begin{gather*}
R_{z}-\stackrel{\circ}{R}_{z}=-z \stackrel{\circ}{R}_{z} D_{*} G\left(I+z \Gamma D \stackrel{\circ}{R}_{z} D_{*} G\right)^{-1} \Gamma \stackrel{\circ}{R}_{z}=  \tag{5}\\
=-z \stackrel{\circ}{R}_{z} D_{*} G\left(I-\Gamma\left(X(z)-\stackrel{\circ}{T}^{*}\right) G\right)^{-1} \Gamma \stackrel{\circ}{R}_{z}= \\
=-z \stackrel{\circ}{R}_{z} D_{*} G(I-\Gamma X(z) G)^{-1} \Gamma \stackrel{\circ}{R}_{z}=-z \stackrel{\circ}{R}_{z} D_{*} G(I-\Gamma X(z) G)^{-1} \Gamma D \stackrel{\circ}{R}_{z}
\end{gather*}
$$

b) Let now $\tilde{T}$ be an arbitrary (not necessarily canonical) c.e. of $T$ in $\tilde{\mathfrak{S}} \supset \mathfrak{5}, \boldsymbol{R}_{\mathbf{z}}$ the corresponding generalized resolvent. We shall prove the following statement:
(i) If $z$ is fixed in D , then the operator $R_{z}^{-1}$ exists and

$$
\begin{equation*}
T_{z}:=\frac{1}{z}\left(R_{z}^{-1}+I\right) \tag{6}
\end{equation*}
$$

is a canonical c.e. of $T$.

Indeed, $R_{z} x=0$ for some $x \in \mathfrak{H}, x \neq 0$, implies $\left((z \tilde{T}-I)^{-1} x, x\right)=0$ and with $\tilde{u}:=(z \tilde{T}-I)^{-1} x$ we get

$$
0=((z \tilde{T}-I) \tilde{u}, \tilde{u}) \quad \text { or } \quad\|\tilde{u}\|^{2}=z(\tilde{T} \tilde{u}, \tilde{u})
$$

hence $\tilde{u}=0$ as $|z|<1$ and $\|\tilde{T}\| \leqq 1$, a contradiction. In the same way it follows that the inverse of $R_{z}^{*}$ exists, therefore the range of $R_{z}$ is dense in $\mathfrak{5}$.

In order to see that $T_{z}$ is a contraction we first show that the operator $S_{z}:=$ $=R_{z}^{-1}+I(|z|<1)$ is a contraction, that is,

$$
\begin{equation*}
\left\|R_{z}^{-1} x+x\right\|^{2} \leqq\|x\|^{2} \quad \text { or } \quad\left\|R_{z}^{-1} x\right\|^{2}+2 \operatorname{Re}\left(R_{z}^{-1} x, x\right) \leqq 0 \tag{7}
\end{equation*}
$$

holds for arbitrary $x \in \mathfrak{R}\left(R_{z}\right)$. Putting $R_{z}^{-1} x=y,(z \tilde{T}-I)^{-1} y=\tilde{v}$ we have

$$
\begin{gathered}
\left\|R_{z}^{-1} x\right\|^{2}+2 \operatorname{Re}\left(R_{z}^{-1} x, x\right)=\|y\|^{2}+2 \operatorname{Re}\left(y,(z \tilde{T}-I)^{-1} y\right)= \\
=\|(z \tilde{T}-I) \tilde{v}\|^{2}+2 \operatorname{Re}((z \tilde{T}-I) \tilde{v}, \tilde{v})=\|z \tilde{T} \tilde{v}\|^{2}-\|\tilde{v}\|^{2} \leqq 0,
\end{gathered}
$$

and (7) follows. Further, for an arbitrary pair $x, y \in \mathfrak{F},\|x\|=\|y\|=1$, the function

$$
f(z):=\left(S_{z} x, y\right) \quad(|z|<1)
$$

is a holomorphic function of modulus $\leqq 1$, which vanishes at $z=0$. By Schwarz' lemma, $\frac{1}{z} f(z)$ is of modulus $\leqq 1$ in $\mathbf{D}$, hence also $T_{z}=\frac{1}{z} S_{z}$ is a contraction. Finally, if $x \in \mathfrak{D}(T)$ we find

$$
\left(T_{z}-T\right) x=\frac{1}{z} R_{z}^{-1}\left(I+R_{z}-z R_{z} T\right) x=\frac{1}{z} R_{z}^{-1} \tilde{P}(z \tilde{T}-I)^{-1}(z \tilde{T}-z T) x=0
$$

therefore $T_{z}$ is an extension of $T$. The statement (i) is proved.
Now the results of a) can be applied to the canonical c.e. $T_{z}$ of $T$. Observing the relation $\left(z T_{z}-I\right)^{-1}=R_{z}$, the representation (5) gives

$$
R_{z}-\stackrel{\circ}{R}_{z}=-z \stackrel{\circ}{R}_{z} D_{*} G(z)(I-\Gamma X(z) G(z))^{-1} \Gamma D \stackrel{\circ}{R}_{z}
$$

where $G(z):=\left(\overline{F_{1}(z)}\right)^{*}, F_{1}(z):=F(z)^{*} D_{*}^{-1}$ and $F(z):=T_{z} l_{\mathcal{D}(T)^{\perp}}$. As $T_{z}$ is holomorphic in $\mathbf{D}$, the function $G(z)$ belongs to $\mathscr{K}$. Therefore, an arbitrary generalized resolvent of $T$ admits a representation (2) with some $G \in \mathscr{K}$.
c) Let now, conversely, a function $G \in \mathscr{K}$ be given. According to [6, Chap. V, Prop. 2.1] its domain $\mathfrak{D}(T)^{\perp}$ and range $\mathscr{D}_{*}$ decompose as

$$
\mathfrak{D}(T)^{\perp}=\mathfrak{D}^{\prime} \oplus \mathscr{D}^{0}, \mathscr{D}_{*}=\mathscr{D}_{*}^{\prime} \oplus \mathscr{D}_{*}^{0} \quad \text { resp. }
$$

such that $G^{0}(z):=\left.G(z)\right|_{\mathfrak{D} 0}$ is a purely contractive holomorphic function (see [6, Chap. V, 2.2], whose values are operators from $\mathfrak{D}^{0}$ into $\mathscr{D}_{*}^{0}$, and $G^{\prime}(z):=\left.G(z)\right|_{\mathfrak{D}}$, is a unitary operator from $\mathfrak{D}^{\prime}$ onto $\mathscr{D}_{*}^{\prime}$, independent of $z,|z|<1$.

The purely contractive holomorphic function $G^{0}(z)$ is the characteristic function of some contraction $S$ in a Hilbert space $\mathfrak{S}_{1}$, that is, $\mathfrak{D}^{0}$ and $\mathscr{D}_{*}^{0}$ can be identified with the subspaces $\mathscr{D}_{s}=\overline{\mathfrak{R}\left(D_{s}\right)}$ and $\mathscr{D}_{s^{*}} \overline{\mathfrak{R}\left(D_{s^{*}}\right)}$ resp. of $\mathfrak{H}_{1}$, and we have

$$
G^{0}(z)=\left.\left(-S-z D_{s^{*}}\left(z S^{*}-I\right)^{-1} D_{S}\right)\right|_{\mathscr{S}_{s}} \quad(|z|<1) .
$$

Thus, $\mathfrak{D}^{0}$ and $\mathscr{D}_{*}^{0}$ can be considered as subspaces of $\mathfrak{G}$ as well as of $\mathfrak{S}_{1}$. Besides $\Gamma$, projecting $\mathfrak{G}$ orthogonally onto $\mathfrak{D}(T)^{\perp}$, we introduce the orthogonal projectors $\Gamma^{0}, \Gamma^{\prime}, \Gamma_{*}^{0}$ and $\Gamma_{*}^{\prime}$ in $\mathfrak{S}$ onto $\mathfrak{D}^{0}, \mathfrak{D}^{\prime}, \mathscr{D}_{*}^{0}$ and $\mathscr{\mathscr { T }}_{*}^{\prime}$ respectively and the orthogonal projectors $P$ and $P_{*}$ onto $\mathscr{D}_{s}$ and $\mathscr{D}_{S^{*}}$ in $\mathfrak{S}_{1}$.

Now an extension $\tilde{T}$ of $T$, acting in the space $\mathfrak{S} \oplus \mathfrak{S}_{1}$, will be defined as follows: With respect to the decomposition

$$
\mathfrak{G} \oplus \mathfrak{S}_{1}=\mathfrak{D}(T) \oplus \mathfrak{D}^{\prime} \oplus \mathfrak{D}^{0} \oplus \mathfrak{H}_{1}
$$

of the initial space it has the matrix representation

$$
\tilde{T}=\left(\begin{array}{cccc}
\frac{\circ}{T}(1-\Gamma) & D_{*} \Gamma_{*}^{\prime} G^{\prime} & -D_{*} P_{*} S & D_{*} \Gamma_{*}^{0} D_{s^{*}}  \tag{8}\\
0 & 0 & D_{S} & S^{*}
\end{array}\right) .
$$

Clearly, $\tilde{T}$ is an extension of $T$. In order to see that $\tilde{T}$ is contractive we consider the operator $\tilde{T} \tilde{T}^{*}=\left(\tau_{i j}\right)_{i, j=1,2}$ in $\mathfrak{S} \oplus \mathfrak{F}_{1}$. Observing

$$
\tilde{T}^{*}=\left(\begin{array}{ll}
(1-\Gamma) \mathbb{T}^{*} & 0 \\
G^{\prime *} \Gamma_{*}^{\prime} D_{*} & 0 \\
-P S^{\prime} \Gamma_{*}^{0} D_{*} & D_{S} \\
D_{S^{*}} \Gamma_{*}^{0} D_{*} & S
\end{array}\right)
$$

and the fact that $G^{\prime *}$ maps $\mathscr{D}_{*}^{\prime}$ unitarily onto $\mathfrak{D}^{\prime}: G^{\prime} G_{*}^{\prime}=\left.I\right|_{\mathfrak{D}_{*}^{\prime}}$, we find

$$
\begin{gathered}
\tau_{11}=\stackrel{\circ}{T}(I-\Gamma) \stackrel{\circ}{T}^{*}+D_{*} \Gamma_{*}^{\prime} D_{*}+D_{*} P_{*} S P S^{*} \Gamma_{*}^{0} D_{*}+D_{*} \Gamma_{*}^{0} D_{S^{*}}^{2} \Gamma_{*}^{0} D_{*} \leqq \\
\leqq \stackrel{\circ}{T}(I-\Gamma) \stackrel{\circ}{T}^{*}+D_{*} \Gamma_{*}^{\prime} D_{*}+D_{*} P_{*} S S^{*} \Gamma_{*}^{0} D_{*}+D_{*} \Gamma_{*}^{0} D_{S^{*}}^{0} \Gamma_{*}^{0} D_{*}= \\
=\stackrel{\circ}{T}(I-\Gamma) \stackrel{\circ}{T}^{*}+D_{*} \Gamma_{*}^{\prime} D_{*}+D_{*} \Gamma_{*}^{0} D_{*} \leqq \circ \text { } \stackrel{\circ}{T}^{*}+D_{*}^{2}=I, \\
\tau_{12}=-D_{*} P_{*} S D_{S}+D_{*} \Gamma_{*}^{0} D_{S^{*}} S=D_{*} P_{*}\left(-S D_{S}+D_{s^{*}} S\right)=0, \\
\tau_{22}=D_{S}^{2}+S^{*} S=I .
\end{gathered}
$$

Therefore, $\tilde{T}$ is a c.e. of $T$. Next we have to calculate the generalized resolvent of $T$, generated by $\tilde{T}$. In order to do this we observe the following proposition, whose simple proof will be left to the reader.
(ii) If the c.e. $\tilde{T}$ of $T$, acting in $\tilde{\mathfrak{S}}=\mathfrak{S} \oplus \mathfrak{S}_{1}$ has the matrix form

$$
\tilde{T}=\left(\begin{array}{ll}
\hat{T} & C \\
B & A
\end{array}\right)
$$

then we have

$$
\left.\widetilde{P}(z \hat{T}-I)^{-1}\right|_{\mathfrak{5}}=\left(z \hat{T}-I-z^{2} C(z A-I)^{-1} B\right)^{-1}
$$

We apply this proposition to the operator $\tilde{T}$ in (8). With respect to the decomposition $\mathfrak{G} \oplus \mathfrak{S}_{1}$ of initial and range space $\tilde{T}$ can be written as

$$
\tilde{T}=\left(\begin{array}{cc}
\stackrel{\circ}{T}+D_{*} \Gamma_{*}^{\prime} G^{\prime} \Gamma^{\prime}-D_{*} P_{*} S \Gamma^{0} & D_{*} \Gamma_{*}^{0} D_{S^{\bullet}} \\
D_{S} \Gamma^{0} & S^{*}
\end{array}\right)
$$

and we get for the corresponding generalized resolvent

$$
\begin{align*}
R_{z} & =\left(z \stackrel{\circ}{T}-I+z D_{*} \Gamma_{*}^{\prime} G^{\prime} \Gamma^{\prime}-z D_{*} P_{*} S \Gamma^{0}-z^{2} D_{*} \Gamma_{*}^{0} D_{S^{*}}\left(z S^{*}-I\right)^{-1} D_{S} \Gamma^{0}\right)^{-1}=  \tag{9}\\
& =\left(z T+I+z D_{*}\left(\Gamma_{*}^{\prime} G^{\prime} \Gamma^{\prime}-P_{*} S \Gamma^{0}-z \Gamma_{*}^{0} D_{S^{*}}\left(z S^{*}-I\right)^{-1} D_{S^{*}} \Gamma^{0}\right)^{-1}=\right. \\
& =\left(z \stackrel{\circ}{T}-I+z D_{*}\left(\Gamma_{*}^{\prime} G^{\prime} \Gamma^{\prime}+\Gamma_{*}^{0} G^{0}(z) \Gamma^{0}\right)\right)^{-1}=\left(z T^{\circ}-I+z D_{*} G(z) \Gamma\right)^{-1}= \\
& =\stackrel{\circ}{R}_{z}\left(I+z D_{*} G(z) \Gamma \stackrel{\circ}{R}_{z}^{\circ}\right)^{-1}=\stackrel{\circ}{R}_{z}-z \stackrel{\circ}{R}_{z} D_{*} G(z)(I-\Gamma X(z) G(z))^{-1} \Gamma \stackrel{\circ}{R}_{z} .
\end{align*}
$$

The last equality follows easily if one observes the relation (4) and

$$
\Gamma X(x) G(z)=-z \Gamma D \AA_{2} D_{*} G(z)
$$

As the formula (2) can be written as

$$
R_{z}=\left(z \stackrel{\circ}{T}-I+z D_{*} G(z) \Gamma\right)^{-1}
$$

(see (9)), the correspondence between the generalized resolvents $R_{z}$ of $T$ and the functions $G \in \mathscr{K}$ is bijective.
d) It remains to prove the last statement of the theorem. If $G_{0} \in \mathscr{K}_{0}$ is given we consider the operator $\tilde{T}$ :

$$
\tilde{T x}:= \begin{cases}T x & x \in \mathfrak{D}(T)  \tag{10}\\ D_{*} G_{0} x & x \in \mathfrak{D}(T)^{\perp}\end{cases}
$$

Then $\tilde{T}$ is an extension of $T$ and, moreover, we have

$$
\tilde{T} \tilde{T}^{*}=\stackrel{\circ}{T} \Gamma \stackrel{\circ}{T}^{*}+D_{*} G_{0} G_{0}^{*} D \leqq \stackrel{\circ}{T} \stackrel{\circ}{T}^{*}+D_{*}^{2}=I
$$

hence $\tilde{T}$ is a c.e. of $T$. With the notation of part a) of the proof we find

$$
F=D_{*} G_{0}, \quad F_{1}=G_{0}^{*} \quad \text { and } \quad G=G_{0} .
$$

That is, the generalized resolvent of $T$, generated by $\tilde{T}$ from (10), is given by (2) with $G=G_{0}$. The theorem is proved.

Remark 1. In the case of an isometric operator $T$, the unitary extension $\tilde{T}$, generating a given generalized resolvent of $T$, is uniquely determined (up to isomorphisms) if some minimality condition is imposed on $\tilde{T}$. This is not true in the situation considered here. E.g., if $G \in \mathscr{K}_{0}$ and $G$ is not a unitary constant, in the proof of the Theorem (parts c ) and d)) two different extensions of $T$, which generate the same generalized resolvent, have been given.

Remark 2. With the notation in the proof of the theorem, the operator

$$
T^{\prime}:=\left.\left(\stackrel{\circ}{T}+D_{*} G^{\prime} \Gamma^{\prime}\right)\right|_{\mathfrak{D}(r) \oplus \mathbb{D}}
$$

is a contraction in $\mathfrak{G}$ which extends $T$. Evidently, the operator $\tilde{T}$ in (8) is a c.e. of $T^{\prime}$. Thus the generalized resolvent $R_{z}$ of $T$ in (9) is also a generalized resolvent of $T^{\prime}$. That is, there exists a function $H \in \mathscr{K}\left(\mathfrak{D}^{0}, \mathscr{D}_{1, *}\right)$, such that we have

$$
R_{z}=\stackrel{\circ}{R}_{1, z}-z \dot{R}_{1, z} D_{1, *} H(z)\left(I-X_{1}(z) H(z)\right)^{-1} \Gamma^{0} R_{1, z}^{\circ}
$$

$\left(\stackrel{\circ}{R}_{1, z}:=\left(z \stackrel{\circ}{T}^{\prime}-I\right)^{-1}, D_{1, *}:=\left(I-\stackrel{\circ}{T}^{\prime}\left(\stackrel{\circ}{T}^{\prime}\right)^{*}\right)^{1 / 2}, \mathscr{D}_{1, *}:=\overline{\mathscr{R}\left(D_{1, *}\right)}\right.$ and $X_{1}$ is the corresponding characteristic function). It is not hard to see that the functions $G^{0}$ and $H$ are connected by the relation

$$
D_{1, *} H(z)=D_{*} G^{0}(z) \quad(|z|<1)
$$

We mention that the construction of the operator $\tilde{T}$ in part c ) of the proof can also be used if $G$ decomposes as

$$
G(z)=G_{1} \oplus G_{2}(z) \quad(|z|<1)
$$

where $G_{1} \in \mathscr{K}_{0}\left(\mathcal{D}_{1}, \mathscr{D}_{*, 1}\right), G_{2} \in \mathscr{K}\left(\mathfrak{D}_{2}, \mathscr{D}_{*, 2}\right)\left(\mathcal{D}(T)^{\perp}=\mathcal{D}_{1} \oplus \mathcal{D}_{2}, \mathscr{D}=\mathscr{D}_{*, 1} \oplus \mathscr{D}_{*, 2}\right)$ and $G_{2}$ is purely contractive. Then the above remark holds also true for the operator

$$
T_{1}:=\left.\left(\stackrel{\circ}{T}+D_{*} G_{1} \Gamma_{1}\right)\right|_{\mathfrak{D}(T) \oplus \mathcal{D}_{1}}
$$

( $\Gamma_{1}$ orthogonal projector onto $\mathfrak{D}_{1}$ ) instead of $T^{\prime}$.
Remark 3. If $\tilde{T}$ is a noncanonical c.e. of $T$ in some Hilbert space $\tilde{\mathfrak{H}} \supset \mathfrak{H}$, and if

$$
\tilde{T}=\left(\begin{array}{ll}
\hat{T} & C \\
B & A
\end{array}\right)
$$

with respect to the decomposition $\tilde{\mathfrak{F}}=\mathfrak{G} \oplus \mathscr{Q}$, then the operator function $T_{z}$ in (6) can be written as

$$
T_{z}=\hat{T}+z C(I-z A)^{-1} B
$$

Hence $T_{1 / z}$ is the transfer function of the node $(A, B, C, \hat{T}, \mathfrak{L}, \mathfrak{G})$ in the sense of [7].

An analogue of the theorem above can be formulated for a dissipative operator. In this form it has applications to the spectral theory of canonical differential operators, which will be considered elsewhere.

Added in proof. An extension of the Theorem to dual pairs of contractions will appear in: Proceedings of the $6^{\text {th }}$ Conference on Operator Theory in Timisoara and Herculane, 1981, Birkhäuser (Basel-Boston-Stuttgart, 1982).
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# A note on hereditary radicals 

EDMUND R. PUCZYłOWSKI

All rings in this paper are associative. Fundamental definitions and properties of radicals may be found in [4]. It is known ([3]) that to any radical $S$ there exist a unique maximal hereditary radical $h_{S}$ and a unique maximal left hereditary radical $l h_{S}$ contained in $S$. Of course $h_{S} \subseteq \bar{S}=\{A \mid$ any ideal of $A$ is in $S\}$ and $l h_{S} \subseteq \tilde{S}=\{A \mid$ any left ideal of $A$ is in $S\}$. It is easy to see that $\bar{S}$ and $\tilde{S}$ are radicals and $S$ is hereditary (left hereditary) if and only if $S=\bar{S}(S=\tilde{S})$. The radicals $\bar{S}$ and $\tilde{S}$ were introduced in [2] to investigate hereditariness of strong and similar radicals. Obviously $h_{S} \subseteq \bar{S} \subseteq \bar{S}$ and $l h_{S} \subseteq \tilde{\tilde{S}} \subseteq \tilde{S}$. In the note we prove that $h_{S}=\bar{S}$ and $l h_{S}=\tilde{\tilde{S}}$, and that there exists a radical $S$ such that $h_{s} \neq \bar{S}$ and $l h_{S} \neq \tilde{S}$.

To denote that $I$ is an ideal (left ideal) of a ring $A$ we will write $I \triangleleft A(I<A)$.
Lemma 1. If $A$ is an $S$-radical ring and for some integer $n, A^{n+2}=0$ then $A^{n+1} \in S$.

Proof. It is easy to see that for any $a \in A^{n}$ the mapping $f_{a}: A \rightarrow A^{n+1}$ defined by $f_{a}(x)=a x$ is a ring homomorphism. But $f_{a}(A)=a A \triangleleft A^{n+1}$. Thus $a A \in S$ and $A^{n+1}=\sum_{a \in A^{n}} a A \in S$.

Proposition 1. If $S$ is a radical such that any zero-S-ring is in $\bar{S}$ then $\bar{S}=h_{S}$.
Proof. Let $J \triangleleft I \triangleleft A$. If $J^{*}$ is the ideal of $A$ generated by $J$ and $A \in \bar{S}$ then $J^{*}$ and $\left(J^{*}\right)^{3}$ are in $S$. Thus by Lemma $1\left(J^{*}\right)^{2} \in S$. Now the assumption implies $J+\left(J^{*}\right)^{2} \in S$. Since, by Andrunakievich lemma, $\left(J^{*}\right)^{3} \subseteq J$, similarly, we obtain that $J \cap\left(J^{*}\right)^{2} \in S$. This and the fact that $\left(J+\left(J^{*}\right)^{2}\right) /\left(J^{*}\right)^{2} \approx J /\left(\left(J^{*}\right)^{2} \cap J\right)$ implies $J \in S$. Thus if $A \in \bar{S}$ then $A \in \bar{S}$, so $\bar{S}=\bar{S}=h_{S}$.

Of course for any radical $S$ the radical $\bar{S}$ satisfies the assumption of Proposition 1, so we have

[^13]Corollary 1. For any radical $S, h_{S}=\bar{S}$.
Remark. It is easy to check ([1]) that for any radical $S, h_{S}=a S=\{A \mid$ every accessible subring of $A$ is in $S\}$. Thus, by Corollary 1 , $a S=\bar{S}$ for any radical $S$.

Now we prove
Proposition 2. For any radical $S, l h_{S}=\tilde{\tilde{S}}$.
Proof. If $K<L<A$ then $L K<A$ and $L K \triangleleft K$. Thus if $A \in \tilde{\tilde{S}}$ then $I=L K \in \tilde{S}$. Now if $R<K$ then $R+I<L$ and, since $A \in \tilde{\tilde{S}}, R+I \in S$. Also $R \cap I \in S$ as $R \cap I<I$ and $I \in \tilde{S}$. These and the fact that $(R+I) / I \approx R /(R \cap I)$ imply $R \in S$. Hence if $A \in \tilde{\tilde{S}}$ then $L \in \tilde{\tilde{S}}$, so the radical $\tilde{\tilde{S}}$ is left hereditary. This and the fact that $l h_{s} \subseteq \tilde{\tilde{S}}$ ends the proof.

Example. Let $Q$ be the field of rational numbers, $Z$ the ring of integers and $R$ the ring of all $2 \times 2$-matrices of the form $\binom{a, b}{0,0}$ where $a, b \in Q$. Then $I=\left\{\left.\binom{0, b}{0} \right\rvert\,, b \in Q\right\}$ is an ideal of $R$ and $J=\left\{\left.\binom{0, z}{0,0} \right\rvert\, z \in Z\right\}$ an ideal of $I$. Let $S$ be the lower radical determined by $\{R, I\}$. Since $R$ and $I$ are divisible rings, all $S$-rings are divisible. Thus $J \notin S$ and $R \notin \bar{S}$. Since $R \in \tilde{S}^{\prime}$ and $\tilde{S} \subseteq \bar{S}$ therefore $\tilde{S} \neq \tilde{\tilde{S}}$ and $\bar{S} \neq \bar{S}$.

The above example shows that generally $l h_{s} \neq \tilde{S}$. In the following proposition we will describe some radicals for which $l h_{S}=\tilde{S}$.

Proposition 3. For a radical $S$ we have $l h_{S}=\tilde{S}$, provided a) $S$ contains all zero-rings, or b) $L<A$ and $A \in S$ imply $L=A L$.

Proof. Let $A \in \tilde{S}$ and $K<L<A$. Since $L K<A$, we have $L K \in S$. But $L K \triangleleft K$ and $(K / L K)^{2}=0$, so if $S$ satisfies a) then $K \in S$. If $S$ satisfies b) then $K=L K \in S$ as $K<L$ and $L \in S$. Thus in both cases $K \in S$. In consequence $L \in \tilde{S}$ and $\tilde{S}$ is left hereditary. Hence $l h_{S}=\tilde{S}$.

Now we will show that there exist non-hereditary radicals satisfying condition b) of the proposition above. Let us define for any class $M$ of rings the class $M_{1}=$ $\{A \in M \mid$ if $L<A$ then $A L=L\}$. We have

Proposition 4. If a class $S$ is radical then so is $S_{1}$.
Proof. Certainly the class $S_{1}$ is homomorphically closed and any ring which is the sum of a chain of $S_{1}$-ideals is in $S_{1}$. So it suffices to prove that if $1 \triangleleft A$ and $I, A / I$ are in $S_{1}$ then $A$ is in $S_{1}$. Let $L<A$. Then $I(L \cap I)=L \cap I$. Also $(A / I)((L+I) / I)=(L+I) / I$, so $A L+I=L+I$. Thus if $l \in L$ then $l=m+i$ for some
$m \in A L, i \in I$. But since $A L \subseteq L, \quad i \in L \cap I$. Thus the equality $I(L \cap I)=L \cap I$ implies $i \in A L$ and $l \in A L$. Hence $L=A L$ and the result follows.

Corollary 2. Let $S$ be the lower radical determined by a class $M$. If $M=M_{1}$ then $S=S_{1}$.

Proof. Since $M \subseteq S$ therefore $M=M_{1} \subseteq S_{1}$. Now by Proposition 4, $S_{1}$ is a radical class containing $M$, so $S \subseteq S_{1}$.

Let $M=\{R\}$, where $R$ is the ring of the Example. Then $M=M_{1}$ and by Corollary 2 the lower radical $S$ determined by $M$ satisfies condition b) of Proposition 3. It is easy to see that any non-zero $S$-ring contains a non-zero idempotent element. Thus $S$ is not hereditary as $R$ contains a non-zero nilpotent ideal.
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## Approximate decompositions of certain contractions

PEI YUAN WU

In this paper we obtain an approximate decomposition for contractions the outer factors of whose characteristic functions admit scalar multiples. We show that such a contraction is quasi-similar to the direct sum of its $C_{.1}$ and $C_{.0}$ parts. This class of operators includes, among other things, weak contractions and $C_{1}$. contractions with at least one defect index finite. In particular, our result generalizes the $C_{0}-C_{11}$ decomposition for weak contractions. Applying this to $C_{1}$. contractions, we obtain that any $C_{1}$. contraction with at least one defect index finite is completely injection-similar to an isometry. As consequences, we are able to characterize, among $C_{1}$. contractions, those which are cyclic, have commutative commutants or satisfy the double commutant property.

In Section 1 below we first fix the notation and review some basic facts needed in the subsequent discussions. Then in Section 2 we prove the approximate decomposition and some of its consequences. In Section 3 we restrict ourselves to $C_{1}$. contractions.

1. Preliminaries. In this paper all the operators are acting on complex, separable Hilbert spaces. We will use extensively the contraction theory of Sz.-NAGY and Foraş. The main reference is their book [8].

Let $T$ be a contraction on the Hilbert space $H$. Denote by $\mathfrak{D}_{T}=\overline{\operatorname{ran}\left(I-T^{*} T\right)^{1 / 2}}$ and $\mathfrak{D}_{T^{*}}=\overline{\operatorname{ran}\left(I-T T^{*}\right)^{1 / 2}}$ the defect spaces and $d_{T}=\operatorname{rank}\left(I-T^{*} T\right)^{1 / 2}$ and $d_{T^{*}}=$ $=$ rank $\left(I-T T^{*}\right)^{1 / 2}$ the defect indices of $T . T$ is completely non-unitary (c.n.u.) if there exists no non-trivial reducing subspace on which $T$ is unitary. $T$ is of class $C_{1}$. (resp. C..$_{1}$ ) if $T^{n} x \rightarrow 0$ (resp. $T^{* n} x \rightarrow 0$ ) for any $x \neq 0 ; T$ is of class $C_{0}$. (resp. $C_{.0}$ ) if $T^{n} x \rightarrow 0\left(\right.$ resp. $T^{* n} x \rightarrow 0$ ) for any $x . C_{\alpha \beta}=C_{\alpha} . \cap C_{. \beta}$ for $\alpha, \beta=0,1$. Let $T=$ $=\left[\begin{array}{cc}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ be the canonical triangulation of type $\left[\begin{array}{ll}C_{\cdot 1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$ on $H=H_{1} \oplus H_{2}$. If $T$ is c.n.u., then this triangulation corresponds to the canonical factorization $\Theta_{T}=$

[^14]$=\Theta_{2} \Theta_{1}$ of the characteristic function $\left\{\mathcal{D}_{T}, \mathfrak{D}_{T^{*}}, \Theta_{T}(\lambda)\right\}$ of $T$, where $\left\{\mathfrak{D}_{T}, \mathscr{y}\right.$, $\left.\Theta_{1}(\lambda)\right\}$ and $\left\{\mathfrak{F}, \mathcal{D}_{T *}, \Theta_{2}(\lambda)\right\}$ are the outer and inner factors of $\Theta_{T}$, respectively. Moreover, the characteristic functions of $T_{1}$ and $T_{2}$ are the purely contractive parts of $\Theta_{1}$ and $\Theta_{2}$, respectively. For c.n.u. $T$, we will consider its functional model, that is, consider $T$ being defined on the space $H=\left[H^{2}\left(\mathcal{D}_{T^{*}}\right) \oplus \overline{\Delta_{T} L^{2}\left(\mathcal{D}_{T}\right)}\right] \ominus\left\{\Theta_{T} w \oplus \Delta_{T} w\right.$ : $\left.w \in H^{2}\left(\mathcal{D}_{\mathrm{T}}\right)\right\}$ by $T(f \oplus g)=P\left(e^{i t} f \oplus e^{i t} g\right)$, where $\Delta_{T}=\left(I-\Theta_{T}^{*} \Theta_{T}\right)^{1 / 2}$ and $P$ denotes the (orthogonal) projection onto $H$. Then $H_{1}$ and $H_{2}$ can be represented as
$$
H_{1}=\left\{\Theta_{2} u \oplus v: u \in H^{2}(\mathfrak{F}), v \in \overline{\Delta_{T} L^{2}\left(\mathcal{D}_{T}\right)}\right\} \ominus\left\{\Theta_{T} w \oplus \Delta_{T} w: w \in H^{2}\left(\mathcal{D}_{T}\right)\right\}
$$
and
$$
H_{2}=\left[H^{2}\left(\mathfrak{D}_{T^{*}}\right) \ominus \Theta_{2} H^{2}(\mathfrak{F})\right] \oplus\{0\} .
$$

A contractive analytic function $\left\{\mathcal{D}, \mathfrak{D}_{*}, \Theta(\lambda)\right\}$ is said to admit the scalar multiple $\delta(\lambda)$ if $\delta(\lambda) \not \equiv 0$ is a scalar-valued analytic function and there exists a contractive analytic function $\left\{\mathcal{D}_{*}, \mathcal{D}, \Omega(\lambda)\right\}$ such that $\Omega(\lambda) \Theta(\lambda)=\delta(\lambda) I_{\mathfrak{D}}$ and $\Theta(\lambda) \Omega(\lambda)=$ $=\delta(\lambda) I_{D_{*}}$ for all $\lambda$ in $D=\{\lambda:|\lambda|<1\}$.

For an arbitrary operator $T$ on $H$, let $\{T\}^{\prime},\{T\}^{\prime \prime}$ and Alg $T$ denote its commutant, double commutant and the weakly closed algebra generated by $T$ and $I$. Let Lat $T$, Lat " $T$ and Hyperlat $T$ denote the lattices of invariant subspaces, bi-invariant subspaces and hyperinvariant subspaces of $T$, respectively. Let $\mu_{T}$ denote the multiplicity of $T$, that is, the least cardinal number of a subset $K$ of $H$ for which $H=$ $=\bigvee_{n \leqq 0} T^{n} K . T$ is cyclic if $\mu_{T}=1$. For operators $T_{1}$ and $T_{2}$ on $H_{1}$ and $H_{2}$, respectively, $T_{1} \stackrel{\mathrm{i}}{\prec} T_{2}$ (resp. $T_{1} \prec T_{2}$ ) denotes that there exists an injection $X: H_{1} \rightarrow H_{2}$ (resp. an injection $X: H_{1} \rightarrow H_{2}$ with dense range, called quasi-affinity) such that $T_{2} X=X T_{1}$. $T_{1} \prec T_{2}$ denotes that there exists a family $\left\{X_{\alpha}\right\}$ of injections $X_{\alpha}: H_{1} \rightarrow H_{2}$ such that $H_{2}=V_{\alpha} X_{\alpha} H_{1}$ and $T_{2} X_{\alpha}=X_{\alpha} T_{1}$ for each $\alpha . T_{1}$ and $T_{i}$ are quasi-similar $\left(T_{1} \sim T_{i}\right)$ if $T_{1} \prec T_{2}$ and $T_{2} \prec T_{1}$; they are injection-similar $\left(T_{1} \sim T_{2}\right)$ if $T_{1} \prec T_{2}$ and $T_{2} \prec T_{1}$; they are completely injection-similar $\left(T_{1} \stackrel{\mathrm{ci}}{\sim} T_{2}\right)$ if $T_{1} \stackrel{\text { ci }}{\prec} T_{2}$ and $T_{2} \stackrel{\text { ci }}{\prec} T_{1}$. Note that $T_{1} \prec T_{2}$ implies that $\mu_{T_{1}} \geqq \mu_{T_{2}}$.
2. Approximate decomposition. We start with the following major result.

Theorem 2.1. Let $T$ be a contraction on $H$ and let $T=\left[\begin{array}{ll}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ on $H=H_{1} \oplus H_{2}$ be the canonical triangulation of type $\left[\begin{array}{ll}C_{.1} & * \\ 0 & C_{.0}\end{array}\right]$. If the characteristic function of $T_{1}$ admits a scalar multiple, then $T \sim T_{1} \oplus T_{2}$. Moreover, if $T$ is c.n.u., then there exist quasi-affinities $Y: H \rightarrow H_{1} \oplus H_{2}$ and $Z: H_{1} \oplus H_{2} \rightarrow H$ which intertwine $T$ and $T_{1} \oplus T_{2}$ and such that $Y Z=\delta\left(T_{1} \oplus T_{2}\right)$ and $Z Y=\delta(T)$ for some outer function $\delta$.

Proof. Let $T=U \oplus T^{\prime}$ be decomposed as the direct sum of a unitary operator $U$ and a c.n.u. contraction $T^{\prime}$. Let $T^{\prime}=\left[\begin{array}{ll}T_{1}^{\prime} & * \\ 0 & T_{2}^{\prime}\end{array}\right]$ be of type $\left[\begin{array}{ll}C_{.1} & * \\ 0 & C_{.0}\end{array}\right]$. Then

$$
T=\left[\begin{array}{ccc}
U & 0 & 0 \\
0 & T_{1}^{\prime} & * \\
0 & 0 & T_{2}^{\prime}
\end{array}\right]
$$

where $\left[\begin{array}{ll}U & 0 \\ 0 & T_{1}^{\prime}\end{array}\right]$ is of class $C_{.1}$ and $T_{2}^{\prime}$ is of class $C_{.0}$. Hence by the uniqueness of the canonical triangulation, we have $T_{1}=U \oplus T_{1}^{\prime}$ and $T_{2}=T_{2}^{\prime}$ (cf. [8], p. 73). Note that the characteristic functions of $T_{1}$ and $T_{1}^{\prime}$ coincide. Therefore the characteristic function of $T_{1}^{\prime}$ also admits a scalar multiple. If we can show that $T^{\prime} \sim T_{1}^{\prime} \oplus T_{2}^{\prime}$, then $T=$ $=U \oplus T^{\prime} \sim U \oplus T_{1}^{\prime} \oplus T_{2}^{\prime}=T_{1} \oplus T_{2}$. Hence without loss of generality, we may assume that $T$ is c.n.u. As remarked before, we can consider the functional model of $T$. Let $\delta$ be an outer scalar multiple of $\Theta_{1}$ (cf. [8], p. 217) and let $\left\{\mathscr{F}, \mathfrak{D}_{T}, \Omega(\lambda)\right\}$ be a contractive analytic function such that $\Omega \Theta_{1}=\delta I_{\mathcal{D}_{r}}$ and $\Theta_{1} \Omega=\delta I_{\mathfrak{F}}$. Define the operator $S$ : $H_{2} \rightarrow H_{1} \quad$ by $\quad S(u \oplus 0)=P\left(0 \oplus\left(-\Delta_{T} \Omega \Theta_{2}^{*} u\right)\right)$ for $u \oplus 0 \in H_{2}$. Note that $0 \oplus\left(-\Delta_{T} \Omega \Theta_{2}^{*} u\right)$ is orthogonal to $H_{2}$ and therefore $P\left(0 \oplus\left(-\Delta_{T} \Omega \Theta_{2}^{*} u\right)\right)$ is indeed in $H_{1}$.

We first check that $T_{1} S-S T_{2}=\delta\left(T_{1}\right) X$. Note that for $u \oplus 0 \in H_{2}$, we have

$$
\begin{gathered}
T_{2}(u \oplus 0)=\left(e^{i t} u \oplus 0\right)-\left(\Theta_{T} w \oplus \Delta_{T} w\right)-\left(\Theta_{2} u^{\prime} \oplus v^{\prime}\right)= \\
=\left(e^{i t} u-\Theta_{T} w-\Theta_{2} u^{\prime}\right) \oplus\left(-\Delta_{T} w-v^{\prime}\right)=\left(e^{i t} u-\Theta_{T} w-\Theta_{2} u^{\prime}\right) \oplus 0
\end{gathered}
$$

for some $w \in H^{2}\left(\mathfrak{D}_{T}\right)$ and $\Theta_{2} u^{\prime} \oplus v^{\prime} \in H_{1}$, where the last equality follows from the fact that $T_{2}(u \oplus 0) \in H_{2}$. Moreover, $X(u \oplus 0)=\Theta_{2} u^{\prime} \oplus v^{\prime}$. Hence

$$
\begin{aligned}
& \quad\left(T_{1} S-S T_{2}\right)(u \oplus 0)= \\
& =T_{1} P\left(0 \oplus\left(-\Delta_{T} \Omega \Theta_{2}^{*} u\right)\right)-S\left(\left(e^{i t} u-\Theta_{T} w-\Theta_{2} u^{\prime}\right) \oplus 0\right)= \\
& =P\left(0 \oplus\left(-e^{i t} \Delta_{T} \Omega \Theta_{2}^{*} u\right)\right)-P\left(0 \oplus\left(-\Delta_{T} \Omega \Theta_{2}^{*}\left(e^{i t} u-\Theta_{T} w-\Theta_{2} u^{\prime}\right)\right)\right)= \\
& =P\left(0 \oplus\left(-\Delta_{T} \Omega \Theta_{2}^{*} \Theta_{T} w-\Delta_{T} \Omega \Theta_{2}^{*} \Theta_{2} u^{\prime}\right)\right)=P\left(0 \oplus\left(-\Delta_{T} \delta w-\Delta_{T} \Omega u^{\prime}\right)\right)
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\delta\left(T_{1}\right) X(u \oplus 0) & =\delta\left(T_{1}\right)\left(\Theta_{2} u^{\prime} \oplus v^{\prime}\right)=P\left(\delta \Theta_{2} u^{\prime} \oplus \delta v^{\prime}\right)=P\left(\Theta_{T} \Omega u^{\prime} \oplus \delta v^{\prime}\right)= \\
& =P\left(0 \oplus\left(\delta v^{\prime}-\Delta_{T} \Omega u^{\prime}\right)\right)
\end{aligned}
$$

Since $-\Delta_{T} w-v^{\prime}=0$, we obtain that $T_{1} S-S T_{2}=\delta\left(T_{1}\right) X$ as asserted.
Let $\quad Y=\left[\begin{array}{lr}\delta\left(T_{1}\right) & S \\ 0 & I\end{array}\right]: H \rightarrow H_{1} \oplus H_{2} \quad$ and $\quad Z=\left[\begin{array}{l}I \\ I \\ 0\end{array} \delta-S\left(T_{2}\right)\right]: H_{1} \oplus H_{2} \rightarrow H$, where $V$ is the operator which appears in the triangulation of $\delta(T)$ with respect to $H_{1} \oplus H_{2}$ :
$\delta(T)=\left[\begin{array}{ll}\delta\left(T_{1}\right) V \\ 0 & \delta\left(T_{2}\right)\end{array}\right]$. We complete the proof in several steps. In each step the first statement is proved.
(i) $Y T=\left(T_{1} \oplus T_{2}\right) Y$.

$$
\begin{aligned}
\boldsymbol{Y T} & =\left[\begin{array}{cc}
\delta\left(T_{1}\right) & S \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
T_{1} & X \\
0 & T_{2}
\end{array}\right]=\left[\begin{array}{cc}
\delta\left(T_{1}\right) T_{1} & \delta\left(T_{3}\right) X+S T_{2} \\
0 & T_{2}
\end{array}\right]= \\
& =\left[\begin{array}{cc}
T_{1} \delta\left(T_{1}\right) & T_{1} S \\
0 & T_{2}
\end{array}\right]=\left[\begin{array}{cc}
T_{1} & 0 \\
0 & T_{2}
\end{array}\right]\left[\begin{array}{ll}
\delta\left(T_{1}\right) & S \\
0 & I
\end{array}\right]=\left(T_{1} \oplus T_{2}\right) Y .
\end{aligned}
$$

(ii) $Z\left(T_{1} \oplus T_{2}\right)=T Z$. Since

$$
\begin{aligned}
\delta(T) T & =\left[\begin{array}{cc}
\delta\left(T_{1}\right) & V \\
0 & \delta\left(T_{2}\right)
\end{array}\right]\left[\begin{array}{cc}
T_{1} & X \\
0 & T_{2}
\end{array}\right]=\left[\begin{array}{cc}
\delta\left(T_{1}\right) T_{1} & \delta\left(T_{1}\right) X+V T_{2} \\
0 & \delta\left(T_{2}\right) T_{2}
\end{array}\right]= \\
& =T \delta(T)=\left[\begin{array}{cc}
T_{1} & X \\
0 & T_{2}
\end{array}\right]\left[\begin{array}{cc}
\delta\left(T_{1}\right) & V \\
0 & \delta\left(T_{2}\right)
\end{array}\right]=\left[\begin{array}{cc}
T_{1} \delta\left(T_{1}\right) & T_{1} V+X \delta\left(T_{2}\right) \\
0 & T_{2} \delta\left(T_{2}\right)
\end{array}\right]
\end{aligned}
$$

we have $\delta\left(T_{1}\right) X+V T_{2}=T_{1} V+X \delta\left(T_{2}\right)$. From $T_{1} S-S T_{2}=\delta\left(T_{1}\right) X$ we obtain that $T_{1} S-S T_{2}+V T_{2}=T_{1} V+X \delta\left(T_{2}\right)$. A simple computation using this relation shows that $Z\left(T_{1} \oplus T_{2}\right)=T Z$.
(iii) $Z Y=\delta(T)$.

$$
Z Y=\left[\begin{array}{ll}
I & V-S \\
0 & \delta\left(T_{2}\right)
\end{array}\right]\left[\begin{array}{cc}
\delta\left(T_{1}\right) & S \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
\delta\left(T_{1}\right) & S+V-S \\
0 & \delta\left(T_{2}\right)
\end{array}\right]=\delta(T)
$$

(iv) $Y Z=\delta\left(T_{1} \oplus T_{2}\right)$. Since

$$
Y Z=\left[\begin{array}{cc}
\delta\left(T_{1}\right) & S \\
0 & I
\end{array}\right]\left[\begin{array}{ll}
I & V-S \\
0 & \delta\left(T_{2}\right)
\end{array}\right]=\left[\begin{array}{cc}
\delta\left(T_{1}\right) & \delta\left(T_{1}\right)(V-S)+S \delta\left(T_{2}\right) \\
0 & \delta\left(T_{2}\right)
\end{array}\right]
$$

to complete the proof, it suffices to show that $\delta\left(T_{1}\right)(V-S)+S \delta\left(T_{2}\right)=0$. Note that $Y T=\left(T_{1} \oplus T_{2}\right) Y$ implies that $Y \delta(T)=\delta\left(T_{1} \oplus T_{2}\right) Y$. But

$$
Y \delta(T)=\left[\begin{array}{cc}
\delta\left(T_{1}\right) & S \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
\delta\left(T_{1}\right) & V \\
0 & \delta\left(T_{2}\right)
\end{array}\right]=\left[\begin{array}{cc}
\delta\left(T_{1}\right)^{2} & \delta\left(T_{1}\right) V+S \delta\left(T_{2}\right) \\
0 & \delta\left(T_{2}\right)
\end{array}\right]
$$

and

$$
\delta\left(T_{1} \oplus T_{2}\right) Y=\left[\begin{array}{cc}
\delta\left(T_{1}\right) & 0 \\
0 & \delta\left(T_{2}\right)
\end{array}\right]\left[\begin{array}{cc}
\delta\left(T_{1}\right) & S \\
0 & I
\end{array}\right]=\left[\begin{array}{cc}
\delta\left(T_{1}\right)^{2} & \delta\left(T_{1}\right) S \\
0 & \delta\left(T_{2}\right)
\end{array}\right] .
$$

We conclude that $\delta\left(T_{1}\right) V+S \delta\left(T_{2}\right)=\delta\left(T_{1}\right) S$ as asserted.
(v) $Y$ and $Z$ are quasi-affinities. Since $\delta$ is outer, $\delta\left(T_{1}\right)$ and $\delta\left(T_{2}\right)$ are quasi-affinities (cf. [8], p. 118). It can be easily checked that $Y$ and $Z$ are also quasi-affinities.

It is interesting to contrast the preceding result with [14], Theorem 1, where the problem when $T$ is similar to $T_{1} \oplus T_{2}$ was considered. Here we make a weaker
assumption to obtain a (necessarily) weaker conclusion. Indeed, the intertwining operators $Y$ and $Z$ constructed here are closely related to the invertible intertwining operator appearing in the proof of [14], Theorem 1.

Corollary 2.2. Let $T=\left[\begin{array}{cc}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ be as in Theorem 2.1. Assume that $T$ is c.n.u. Then Lat $T \cong \operatorname{Lat}\left(T_{1} \oplus T_{2}\right), \quad \operatorname{Lat}^{\prime \prime} T \cong \operatorname{Lat}^{\prime \prime}\left(T_{1} \oplus T_{2}\right)$ and Hyperlat $T \cong \mathrm{Hy}-$ perlat ( $T_{1} \oplus T_{2}$ ).

Proof. Let $Y$ and $Z$ be the operators constructed in the proof of Theorem 2.1. For $K \in \operatorname{Lat} T$ and $L \in \operatorname{Lat}\left(T_{1} \oplus T_{2}\right)$, consider the mappings $K \rightarrow \overline{Y K}$ and $L \rightarrow \overline{Z L}$. It is easily checked that they are inverses to each other and preserve the lattice operations. Hence Lat $T \cong$ Lat $\left(T_{1} \oplus T_{2}\right)$. To complete the proof, it suffices to show that (i) $K \in \operatorname{Lat}^{\prime \prime} T$ implies that $\overline{Y K} \in \mathrm{Lat}^{\prime \prime}\left(T_{1} \oplus T_{2}\right)$ and (ii) $K \in$ Hyperlat $T$ implies that $\overline{Y K} \in$ Hyperlat $\left(T_{1} \oplus T_{2}\right)$. Then by a symmetric argument we also obtain that $L \in$ $\in$ Lat" $^{\prime \prime}\left(T_{1} \oplus T_{2}\right)$ and $L \in$ Hyperlat $\left(T_{1} \oplus T_{2}\right)$ imply that $\overline{Z L} \in \operatorname{Lat}^{\prime \prime} T$ and $\overline{Z L} \epsilon$ $\in$ Hyperlat $T$, respectively.

To prove (i), let $S \in\left\{T_{1} \oplus T_{2}\right\}^{\prime \prime}$. We first check that $Z S Y \in\{T\}^{\prime \prime}$. Indeed, $Y V Z \in$ $\in\left\{T_{1} \oplus T_{2}\right\}^{\prime}$ for any $V \in\{T\}^{\prime}$. Hence $Z S Y V Z=Z Y V Z S=\delta(T) V Z S=V \delta(T) Z S=$ $=V Z \delta\left(T_{1} \oplus T_{2}\right) S=V Z S \delta\left(T_{1} \oplus T_{2}\right)=V Z S Y Z$. It follows that $Z S Y V=V Z S Y$, and therefore $Z S Y \in\{T\}^{\prime \prime}$ as asserted. Since $K \in \operatorname{Lat}^{\prime \prime} T$, we have $\overline{Z S Y K} \subseteq K$. Hence $\overline{Y Z S Y K} \subseteq \overline{Y K}$. But $\overline{Y Z S Y K}=\overline{\delta\left(T_{1} \oplus T_{2}\right) S Y K}=\overline{S Y \delta(T) K}=\overline{S Y K}$. We conclude that $\overline{S Y K} \subseteq \overline{Y K}$ which shows that $\overline{Y K} \in \operatorname{Lat}^{\prime \prime}\left(T_{1} \oplus T_{2}\right)$. An analogous but easier argument than above shows that (ii) is also true. This completes the proof.

Corollary 2.3. Let $T=\left[\begin{array}{cc}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ be as in Theorem 2.1. Then there exist biinvariant subspaces $K_{1}$ and $K_{2}$ of $T$ such that $K_{1} \vee K_{2}=H, K_{1} \cap K_{2}=\{0\}, T \mid K_{1}$ is of class $C_{11}$ and $T \mid K_{2}$ is of class $C_{.0}$. Moreover, $K_{1}$ and $K_{2}$ can be chosen such that $K_{1}=H_{1}$ and $T \mid K_{2} \sim T_{2}$.

Proof. As in the proof of Theorem 2.1, we may assume that $T$ is c.n.u. Let $Y$ and $Z$ be the operators constructed there, and let $K_{1}=\overline{Z\left(H_{1} \oplus 0\right)}$ and $K_{2}=\overline{Z\left(0 \oplus H_{2}\right)}$. Then $K_{1}, K_{2} \in \mathrm{Lat}{ }^{\prime \prime} T, K_{1} \vee K_{2}=H$ and $K_{1} \cap K_{2}=\{0\}$ by Corollary 2.2. From the definition of $Z$, it is easily seen that $K_{1}=H_{1}$. On the other hand, since $Z \mid 0 \oplus H_{2}$ : $0 \oplus H_{2} \rightarrow K_{2}$ and $Y \mid K_{2}: K_{2} \rightarrow 0 \oplus H_{2}$ are quasi-affinities which intertwine $0 \oplus T_{2}$ and $T \mid K_{2}$, we have $T \mid K_{2} \sim T_{2}$. Moreover, it is easy to check that in this case $T \mid K_{2}$ must also be of class $C_{.0}$, completing the proof.

We remark that if $T=\left[\begin{array}{cc}T_{1}^{\prime} & X^{\prime} \\ 0 & T_{2}^{\prime}\end{array}\right]$ is the type $\left[\begin{array}{ll}C_{0} & * \\ 0 & C_{1}\end{array}\right]$ canonical triangulation of the contraction $T$ and if the characteristic function of $T_{2}^{\prime}$ admits a scalar multiple, then, by considering $T^{*}$, we obtain results analogous to Theorem 2.1 and Corol-
laries 2.2. and 2.3. Also note that weak contractions and $C_{1}$. contractions with $d_{T}<\infty$ (cf. Lemma 3.2. below) are among the operators satisfying the assumption of Theorem 2.1. When applied to weak contractions, Theorem 2.1 yields the following result which has been obtained before in [15].

Corollary 2.4. Let $T$ be a c.n.u. weak contraction and let $T_{1}$ and $T_{1}^{\prime}$ be its $C_{11}$ and $C_{0}$ parts. Then $T_{1} \sim T \oplus T_{1}^{\prime}$.

Proof. Let $T=\left[\begin{array}{cc}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ and $T=\left[\begin{array}{cc}T_{1}^{\prime} & X \\ 0 & T_{2}^{\prime}\end{array}\right]$ be the triangulations of types $\left[\begin{array}{ll}C_{\cdot 1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$ and $\left[\begin{array}{ll}C_{0} & * \\ 0 & C_{1} .\end{array}\right]$, respectively. Since the characteristic functions of $T_{1}$ and $T_{2}^{\prime}$ admit scalar multiples (cf. [8], p. 325 and p. 217), by Theorem 2.1 and the remark above we have $T_{1} \oplus T_{2} \sim T \sim T_{1}^{\prime} \oplus T_{2}^{\prime}$. Note that $T_{1}$ and $T_{2}^{\prime}$ are of class $C_{11}$ and $T_{2}$ and $T_{1}^{\prime}$ are of class $C_{0}$, it is routine to check that $T_{1} \sim T_{2}^{\prime}$ and $T_{2} \sim T_{1}^{\prime}$ (cf. proof of [15], Theorem 1). Hence $T \sim T_{1} \oplus T_{1}^{\prime}$ as asserted.

Note that Corollary 2.2. generalizes the corresponding results for $\mathrm{Lat}^{\prime \prime} T$ and Hyperlat $T$ when $T$ is a c.n.u. weak contraction with finite defect indices (cf. [18], Corollary 4.2. and [17], Theorem 3). Indeed, in this case $\mathrm{Lat}^{\prime \prime} T \cong \mathrm{Lat}^{\prime \prime}\left(T_{1} \oplus T_{2}\right)=$ $\mathrm{Lat}^{\prime \prime} T_{1} \oplus \mathrm{Lat}^{\prime \prime} T_{2} \cong \mathrm{Lat}^{\prime \prime} T_{1} \oplus \mathrm{Lat}^{\prime \prime} T_{1}^{\prime}=\mathrm{Lat}^{\prime \prime}\left(T_{1} \oplus T_{1}^{\prime}\right)$ and similarly for Hyperlat $T$, where $T_{1}^{\prime}$ denotes the $C_{0}$ part of $T$.

As for Corollary 2.3, it generalizes the $C_{0}-C_{11}$ decomposition for c.n.u. weak contractions (cf. [8], pp. 331-332). To verify this, we have to show that, in the context of Corollary 2.3, if $T$ is a c.n.u. weak contraction, then $T \mid K_{2}$ is the $C_{0}$ part of $T$. Since $T \mid K_{2} \sim T_{2}$ is of class $C_{0}$, we have $K_{2} \subseteq H_{1}^{\prime} \equiv\left\{x \in H: T^{n} x \rightarrow 0\right.$ as $\left.n \rightarrow \infty\right\}$. On the other hand, since $T_{2} \sim T \mid H_{1}^{\prime} \equiv T_{1}^{\prime}$ (cf. proof of Corollary 2.4), we have $T \mid K_{2} \sim$ $\sim T_{1}^{\prime}$. Note that $\sigma\left(T_{1}^{\prime}\right) \cong \sigma(T)$ (cf. [8], p. 332). Hence $T_{1}^{\prime}$ is a weak $C_{0}$ contraction. Let $W: H_{1}^{\prime} \rightarrow K_{2}$ be a quasi-affinity intertwining $T_{1}^{\prime}$ and $T \mid K_{2}$ and let $V: K_{2} \rightarrow H_{1}^{\prime}$ be the restriction of the identity operator. Then $V W$ is an injection in $\left\{T_{1}^{\prime}\right\}^{\prime}$. We infer from [1], Corollary 2.8 that $V W$ is a quasi-affinity. It follows that $K_{2}=H_{1}^{\prime}$ whence $T \mid K_{2}$ is the $C_{0}$ part of $T$.
3. $C_{1}$. contractions. In this section we restrict ourselves to $C_{1}$. contractions with at least one defect index finite. We will show that they are completely injection-similar to isometries and characterize various algebras of operators associated with them. We start with the following lemma.

Lemma 3.1. Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}=d_{T^{*}}<\infty$. Then $T$ is of class $C_{11}$.

Proof. Since $T$ is of class $C_{1}$, its characteristic function $\left\{\mathfrak{D}_{T}, \mathcal{D}_{T^{*}}, \Theta_{T}(\lambda)\right\}$ is a *-outer function. Hence $\Theta_{T}(\lambda)^{*}: \mathfrak{D}_{T^{*}} \rightarrow \mathfrak{D}_{T}$ has dense range for all $\lambda$ in $D$ (cf.
[8], p. 191). We conclude from the assumption $d_{T}=d_{T^{*}}<\infty$ that $\operatorname{det} \Theta_{T} \neq 0$. By [8], Theorem VII. 6. 3 we infer that $T$ is of class $C_{11}$.

Lemma 3.2. Let $T$ be a $C_{1}$. contraction with $d_{T}<\infty$ and let $T=\left[\begin{array}{cc}T_{1} & * \\ 0 & T_{2}\end{array}\right]$ be of type $\left[\begin{array}{ll}C_{\cdot 1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$. Then $T_{1}$ and $T_{2}$ are of classes $C_{11}$ and $C_{10}$, respectively.

Proof. Obviously, $T_{1}$ is of class $C_{11}$. As in the proof of Theorem 2.1, we may assume that $T$ is c.n.u. Let $T_{2}=\left[\begin{array}{ll}T_{3} & * \\ 0 & T_{4}\end{array}\right]$ be the triangulation of type $\left[\begin{array}{ll}C_{0} & * \\ 0 & C_{1}\end{array}\right]$. Note that $T_{3}$ is of class $C_{00}$. Indeed, since $T_{2}$ is of class $C_{.0}$, we have $T_{2}^{* n}=$ $=\left[\begin{array}{ll}T_{3}^{* n} & 0 \\ * & T_{4}^{* n}\end{array}\right] \rightarrow 0$ strongly. It follows that $T_{3}^{* n} \rightarrow 0$ strongly. Hence $T_{3}$ is of class $C_{.0}$ and thus of class $C_{00}$. We have

$$
T=\left[\begin{array}{ccc}
T_{1} & * & * \\
0 & T_{3} & * \\
0 & 0 & T_{4}
\end{array}\right] .
$$

Let $\quad T^{\prime}=\left[\begin{array}{ll}T_{1} & * \\ 0 & T_{3}\end{array}\right]$ with the corresponding regular factorization $\Theta_{T}=\Theta_{3} \Theta_{1}$, where $\left\{\mathfrak{D}_{T^{\prime}}, \mathfrak{D}_{T^{* *}}, \Theta_{T^{\prime}}(\lambda)\right\}$ is factored as the product of $\left\{\mathfrak{D}_{T^{\prime}}, \mathfrak{F}, \Theta_{1}(\lambda)\right\}$ and $\{\mathfrak{F}$, $\left.\mathcal{D}_{T^{*} *}, \Theta_{3}(\lambda)\right\}$. Since $T_{1}$ and $T_{3}$ are of classes $C_{11}$ and $C_{00}$, the purely contractive parts of $\Theta_{1}$ and $\Theta_{3}$ are outer and inner from both sides, respectively (cf. [8], p. 257). We deduce that $\operatorname{dim} \mathfrak{D}_{T^{\prime}}=\operatorname{dim} \mathfrak{F}$ and $\operatorname{dim} \mathfrak{F}=\operatorname{dim} \mathfrak{D}_{T^{*} *}$ (cf. [8], p. 192). It follows that $\operatorname{dim} \mathfrak{D}_{T^{\prime}}=\operatorname{dim} \mathfrak{D}_{T^{\prime} *}$, that is, $d_{T^{\prime}}=d_{T^{\prime *}}$. Note that $T^{\prime}$ is of class $C_{1}$. and $d_{T^{\prime}} \leqq d_{T}<\infty$. Hence by Lemma 3.1, $T^{\prime}$ is of class $C_{11}$. This implies that $T_{3}$ is of class $C_{.1}$, contradicting the fact that $T_{3}$ is of class $C_{00}$. We conclude that $T_{2}$ itself must be of class $C_{1}$. and therefore of class $C_{10}$.

If $T$ is a $C_{1}$. contraction with $d_{T}<\infty$, then as shown above $T_{1}$ is of class $C_{11}$ and has finite defect indices. Hence its characteristic function admits a scalar multiple (cf. [8], p. 318) and therefore Theorem 2.1 is applicable. In particular, we have the following corollary.

Corollary 3.3. Let $T$ and $S$ be $C_{1}$. contractions with finite defect indices and let $T=\left[\begin{array}{ll}T_{1} & * \\ 0 & T_{2}\end{array}\right]$ and $S=\left[\begin{array}{ll}S_{1} & * \\ 0 & S_{2}\end{array}\right]$ be the triangulations of type $\left[\begin{array}{ll}C_{\cdot 1} & * \\ 0 & C_{\cdot}\end{array}\right]$. Then $T \sim S$ if and only if $T_{1} \sim S_{1}$ and $T_{2} \sim S_{2}$.

Proof. The conclusion follows easily from the preceding remark and [22], Theorem 6.

Lemma 3.4. Let $\quad T=U_{1} \oplus \ldots \oplus U_{p} \oplus S_{q} \quad$ on $\quad$ ' $H=L^{2}\left(E_{1}\right) \oplus \ldots \oplus L^{2}\left(E_{p}\right) \oplus H_{q}^{2}$, where $0 \leqq p, q \leqq \infty, E_{j}^{\prime} s$ are Borel subsets of the unit circle satisfying $E_{1} \supseteqq E_{2} \supseteqq \ldots \supseteqq$ $\supseteqq E_{p} \neq \varnothing, U_{j}$ denotes the operator of multiplication by $e^{i t}$ on $L^{2}\left(E_{j}\right), j=1, \ldots, p$, and $S_{q}$ denotes the unilateral shift on $H_{q}^{2}$. Then $\mu_{T}=p+q$.

Proof. Let $U=U_{1} \oplus \ldots \oplus U_{p}$. It is well known that $\mu_{U}=p$ and $\mu_{S_{q}}=q$. Hence $\mu_{T} \leqq \mu_{U}+\mu_{S_{q}}=p+q$. On the other hand, for almost all $e^{i t}$ in $E_{p}$, consider $H_{t}=\left\{h\left(e^{i t}\right): h \in H\right\}$. Obviously, $H_{t}=\mathbf{C}^{p+q}$. We assume that $N \equiv \mu_{T}<\infty$ for otherwise the assertion is trivial. Let $K=\left\{h_{1}, \ldots, h_{N}\right\}$ be a set of vectors in $H$ such that $H=\bigvee_{k=0}^{\infty} T^{k} K$. Then $H=\left\{p_{1}(T) h_{1}+\ldots+p_{N}(T) h_{N}: p_{1}, \ldots, p_{N} \text { polynomials }\right\}^{-}$. We deduce that $H_{t}=\left\{p_{1}\left(e^{i t}\right) h_{1}\left(e^{i t}\right)+\ldots+p_{N}\left(e^{i t}\right) h_{N}\left(e^{i t}\right): p_{1}, \ldots, p_{N} \text { polynomials }\right\}^{-}$for almost all $e^{i t}$ in $E_{p}$, that is, $H_{t}$ is spanned by the set of $N$ vectors $\left\{h_{1}\left(e^{i t}\right), \ldots, h_{N}\left(e^{i t}\right)\right\}$. Hence we must have $p+q \leqq N$, and thus $\mu_{T}=N=p+q$.

Now we are ready to show the complete injection-similarity of $C_{1}$. contractions with isometries. The next theorem not only generalizes [20], Theorem 2.1 but the proof is much simpler.

Theorem 3.5. Let $T$ be a $C_{1}$. contraction with $d_{T}<\infty$. Then $T$ is completely injection-similar to an isometry. If $T$ is c.n.u., then $U \oplus S_{m-ı} \stackrel{\text { ci }}{\prec}\left\langle\prec U \oplus S_{m-n}\right.$, where $m=d_{T^{*}}, n=d_{T}, U$ denotes the operator of multiplication by $e^{i t}$ on $\overline{\Delta_{T} L_{n}^{2}}$ and $S_{m-n}$ denotes the unilateral shift on $H_{m-n}^{2}$. In particular, $p+m-n \leqq \mu_{T} \leqq p+2(m-n)$, where $p=\mu_{U}$.

Proof. We may assume that $T$ is c.n.u.. Let $T=\left[\begin{array}{cc}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ be the triangulation of type $\left[\begin{array}{ll}C \cdot 1 & * \\ 0 & C_{\cdot 0}\end{array}\right]$ with the corresponding factorization $\Theta_{T}=\Theta_{\mathbf{2}} \Theta_{\mathbf{1}}$. By the remark before Corollary 3.3 , we have $T \sim T_{1} \oplus T_{2}$. Note that $T_{1}$, being of class $C_{11}$, is quasi-similar to $U$ on $\overline{\Delta_{1} L_{n}^{2}}=\overline{\Delta_{T} L_{n}^{2}}$, where $\Delta_{1}=\left(I-\Theta_{1}^{*} \Theta_{1}\right)^{1 / 2}$ (cf. [8], pp. 71—72). On the other hand, since the characteristic function of $T_{2}$ is the purely contractive part of $\Theta_{2}$, we infer that $d_{T_{2}}=n-r$ and $d_{T_{2}^{*}}=m-r$ for some $r$ with $0 \leqq r \leqq n$. Hence for the $C_{10}$ contraction $T_{2}$ we have $S_{m-n}<T_{2}<S_{m-n}$ (cf. [7], Theorem 3). We conclude that $U \oplus S_{m-n} \stackrel{\text { ci }}{\prec} T \prec U \oplus S_{m-n}$. Finally we verify the assertion concerning $\mu_{T}$. Note that $T \prec U \oplus S_{m-n}$ implies that $\mu_{T} \geqq \mu_{U_{\oplus} S_{m-n}}=p+m-n$ by Lemma 3.4. On the other hand, we have $\mu_{T}=\mu_{T_{1} \oplus T_{2}} \leqq \mu_{T_{1}}+\mu_{T_{2}} \leqq p+2(m-n)$ (cf. [10], Theorem 2). This completes the proof.

Unfortunately, we are yet unable to show the uniqueness of the isometry completely injection-similar to $T$ although its unitary part is indeed unique. This follows from the following lemma.

Lemma 3.6. For $j=1,2$, let $V_{j}=U_{j} \oplus S_{j}$ be an isometry, where $U_{j}$ is a unitary operator and $S_{j}$ is a unilateral shift. If $V_{1} \stackrel{i}{\sim} V_{2}$, then $U_{1} \cong U_{2}$.

Proof. Assume that $V_{j}=U_{j} \oplus S_{j}$ is acting on $H_{j}=K_{j} \oplus L_{j}, j=1$, 2. Let $X$ : $H_{1} \rightarrow H_{2}$ and $Y: H_{2} \rightarrow H_{1}$ be the injections which intertwine $V_{1}$ and $V_{2}$. We claim that $X K_{1} \subseteq K_{2}$. Indeed, for any $x$ in $K_{1}$ and $n \geqq 0, x=U_{1}^{n} y_{n}$ for some $y_{n} \in K_{1}$. Hence $X x=X U_{1}^{n} y_{n}=X V_{1}^{n} y_{n}=\ddot{V} V_{2}^{n} X y_{n} \subseteq V_{2}^{n} H_{2}$ for any $n \geqq 0$. It follows that $X x \in \bigcap_{n=0}^{\infty} V_{2}^{n} H_{2}=$ $=K_{2}$, as asserted. Similarly, we have $Y K_{2} \subseteq K_{1}$. Thus $U_{1} \sim U_{2}$. We conclude that $U_{1}$ and $U_{2}$ are unitarily equivalent to direct summands of each other (cf. [3], Lemma 4.1). By the third test problem in [5], this implies that $U_{1} \cong U_{2}$.

We conjecture that if $V_{1} \sim V_{2}$ and $\mu_{U_{1}}<\infty$ then $V_{1} \cong V_{2}$.
The next two theorems characterize those $\overrightarrow{C_{1}}$. contractions which are cyclic or have commutative commutants. Analogous results have been obtained before for $C_{.0}$ contractions (cf. [23], Theorems 1.3 and 1.5).

Theorem 3.7. Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}<\infty$. Then the following statements are equivalent:
(1) $T$ is cyclic;
(2) $T$ is of class $C_{11}$ and $T \sim M_{E}$ or $T$ is of class $C_{10}$ and $T \sim S$, where $M_{E}$ denotes the operator of multiplication by $e^{i t}$ on $L^{2}(E), E$ being $a$ Borel subset of the unit circle, and $S$ denotes the simple unilateral shift.

The proof is the same as the one for [20], Theorem 3.2.
Corollary 3.8, Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}<\infty$. If $T$ is cyclic, so is $T^{*}$ but not conversely.

Proof. If $T$ is cyclic, then $T \sim M_{E}$ or $T \sim S$. Hence $T^{*} \sim M_{E}^{*}$ or $T^{*} \sim S^{*}$. In either case, $T^{*}$ is cyclic. The converse example is given by $T=S \oplus S$ (cf. [4], Problem 126).

Theorem 3.9. Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}<\infty$. Then the following statements are equivalent:
(1) $\{T\}^{\prime}=\{T\}^{\prime \prime}$;
(2) $T$ is of class $C_{11}$ and $T \sim M_{E}$ or $T$ is of class $C_{10}$ and $d_{T *}-d_{T}=1$.

Proof. (2) $\Rightarrow(1)$. If $T$ is of class $C_{11}$ and $T \sim M_{E}$, then obviously $T$ is cyclic. Hence (1) follows from [9], Theorem 1. On the other hand, if $T$ is of class $C_{10}$ and $d_{T *}-d_{T}=1$, then (1) follows from [23], Theorem 1.5.
(1) $\Rightarrow(2)$. Let $T=\left[\begin{array}{ll}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ on $H=H_{1} \oplus H_{2}$ be the triangulation of type
$\left[\begin{array}{ll}C_{\cdot} & * \\ 0 & C_{\cdot 0}\end{array}\right]$. As proved in Theorem 3.5, $T_{1} \sim U$, the operator of multiplication by $e^{i t}$ on $\overline{\Delta_{T} L_{n}^{2}}$, and $T_{2}<S_{m-n}$, where $m=d_{T^{*}}$ and $n=d_{T}$. We consider the following two cases:
(i) If $m=n$, then $T=T_{1}$ is of class $C_{11}$ by Lemma 3.1. Note that there are quasi-affinities $Y: H \rightarrow \overline{\Delta_{T} L_{n}^{2}}$ and $Z: \overline{\Delta_{T} L_{n}^{2}} \rightarrow H$ which intertwine $T$ and $U$ and such that $Y Z=\delta(U)$ and $Z Y=\delta(T)$ for some outer function $\delta$ (cf. [21], Lemma 2.1). It is easily verified that $\{T\}^{\prime}=\{T\}^{\prime \prime}$ implies that $\{U\}^{\prime}=\{U\}^{\prime \prime}$. Therefore $U$ is cyclic (cf. [6], §3) and so $T \sim M_{E}$ for some Borel subset $E$.
(ii) If $m \neq n$, then there exist finitely many operators $Z_{i}: H_{m-n}^{2} \rightarrow \overline{\Delta_{T} L_{n}^{2}}$ which intertwine $S_{m-n}$ and $U$ and such that $\bigvee_{i} \operatorname{ran} Z_{i}=\overline{\Delta_{T} L_{n}^{2}}$ (cf. [2], pp. 299-300). Hence there exist $Y_{i}: H_{2} \rightarrow H_{1}$ which intertwine $T_{2}$ and $T_{1}$ and such that $\bigvee_{i}$ ran $Y_{i}=H_{1}$. On the other hand, using Theorem 2.1 and the assumption $\{T\}^{\prime}=\{T\}^{\prime \prime}$ we infer that $\left\{T_{1} \oplus T_{2}\right\}^{\prime}=\left\{T_{1} \oplus T_{2}\right\}^{\prime \prime}$. Thus any operator $Y: H_{2} \rightarrow H_{1}$ which intertwines $T_{2}$ and $T_{1}$ must be 0 . We conclude from above that $H_{1}=\{0\}$, that is, $T$ is of class $C_{10}$. Moreover, $\{T\}^{\prime}=\{T\}^{\prime \prime}$ implies that $m-n=1$ (cf. [23], Theorem 1.5).

Corollary 3.10. Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}<\infty$. If $T$ is cyclic, then $\{T\}^{\prime}=\{T\}^{\prime \prime}$ but not conversely.

Proof. The converse example is given in [10], pp. 321-322.
We remark that Corollaries 3.8 and 3.10 have been obtained before by Sz.-NAGY and Foiass [9], Theorem 1 and [6].

In the final part of this paper, we determine when a $C_{1}$. contraction satisfies the double commutant property. Since a c.n.u. $C_{1}$. contraction $T$ with $d_{T}<\infty$ is completely injection-similar to an isometry with an absolutely continuous unitary part, to motivate we first consider for such isometries. The next lemma partially generalizes [12], Theorem 3.3.

Lemma 3.11. Let $V=U \oplus S$ be an isometry on $H=H_{1} \oplus H_{2}$, where $U$ is a unitary operator and $S$ is a unilateral shift. Assume that $U$ is absolutely continuous. Then the following statements are equivalent:
(1) $S \neq 0$;
(2) $V$ is not unitary;
(3) $\{V\}^{\prime \prime}=\left\{\varphi(V): \varphi \in H^{\infty}\right\}$.

Proof. (1) $\Leftrightarrow$ (2). Trivial.
(1) $\Rightarrow$ (3). Let $T \in\{V\}^{\prime \prime}$. Then $T=T_{1} \oplus T_{2}$ where $T_{1} \in\{U\}^{\prime \prime}$ and $T_{2} \in\{S\}^{\prime \prime}$. Since $S \neq 0$, there exists $\varphi \in H^{\infty}$ such that $T_{2}=\varphi(S)$. As before, there are (possibly infinitely many) operators $Z_{i}: H_{2} \rightarrow H_{1}$ which intertwine $S$ and $U$ and such that
$\bigvee \operatorname{ran} Z_{i}=H_{1}$ (cf. [2], pp. 299-300). Hence $\varphi(U) Z_{i}=Z_{i} \varphi(S)=Z_{i} T_{2}$ for all $i$. $\stackrel{i}{\text { On }}$ the other hand, since $Y_{i} \equiv\left[\begin{array}{ll}0 & Z_{i} \\ 0 & 0\end{array}\right] \in\{V\}^{\prime}$, we have $T Y_{i}=Y_{i} T$. A simple computation shows that $T_{1} Z_{i}=Z_{i} T_{2}$. Thus $T_{1} Z_{i}=\varphi(U) Z_{i}$ for all $i$. We conclude that $T_{1}=\varphi(U)$ and hence $T=\varphi(V)$.
$(3) \Rightarrow(1)$. If $S=0$, then $V=U$ is a unitary operator. Hence $\{V\}^{\prime \prime}=\{\psi(V)$ : $\left.\psi \in L^{\infty}\right\}$, which is certainly not equal to $\left\{\varphi(V): \varphi \in H^{\infty}\right\}$.

Next we show that $C_{1}$. contractions share similar properties. We need the following lemma.

Lemma 3.12. Let $T$ be a contraction on $H$ and let $T=\left[\begin{array}{ll}T_{1} & X \\ 0 & T_{2}\end{array}\right]$ on $H=H_{1} \oplus H_{2}$ be the triangulation of type $\left[\begin{array}{ll}C_{\cdot 1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$. Then $H_{1}$ is hyperinvariant for $T$.

Proof. Note that $H_{2}=\left\{x \in H: T^{* n} x \rightarrow 0\right\}$ (cf. [8], p. 73). For $S \in\{T\}^{\prime}$, we have $T^{* n} S^{*} x=S^{*} T^{* n} x \rightarrow 0$ as $n \rightarrow \infty$ for any $x \in H_{2}$. This shows that $S^{*} H_{2} \subseteq H_{2}$. It follows that $S H_{1} \subseteq H_{1}$, whence $H_{1}$ is hyperinvariant for $T$.

Theorem 3.13. Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}<\infty$. Let $m=d_{T^{*}}$ and $n=d_{T}$. Then the following statements are equivalent:
(1) $m \neq n$;
(2) $T$ is not of class $C_{11}$;
(3) $\{T\}^{\prime \prime}=\left\{\varphi(T): \varphi \in H^{\infty}\right\}$.

Proof. (1) $\Leftrightarrow$ (2). This follows from Lemma 3.1 and the fact that $C_{11}$ contractions have equal defect indices.
$(1) \Rightarrow(3)$. As in the proof of Theorem 3.9, if $m \neq n$ then there exist finitely many operators $Y_{i}: H_{2} \rightarrow H_{1}$ which intertwine $T_{2}$ and $T_{1}$ and such that $V \operatorname{ran} Y_{i}=H_{1}$. Let $W \in\{T\}^{\prime \prime}$. By Lemma 3.12, $W=\left[\begin{array}{ll}W_{1} & * \\ 0 & W_{2}\end{array}\right]$ on $H=H_{1} \oplus H_{2}$. Obviously, $W_{2} \in\left\{T_{2}\right\}^{\prime}$. We check that actually $W_{2} \in\left\{T_{2}\right\}^{\prime \prime}$. Let $R \in\left\{T_{2}\right\}^{\prime}$, and let $Y$ and $Z$ be the operators constructed in the proof of Theorem 2.1. It is easily seen that $Z(I \oplus R) Y \in$ $\in\{T\}^{\prime}$. Hence $Z(I \oplus R) Y W=W Z(I \oplus R) Y$. A simple computation shows that $\delta\left(T_{2}\right) R W_{2}=W_{2} \delta\left(T_{2}\right) R=\delta\left(T_{2}\right) W_{2} R$. Since $\delta\left(T_{2}\right)$ is an injection, we have $R W_{2}=$ $=W_{2} R$ whence $W_{2} \in\left\{T_{2}\right\}^{\prime \prime}$ as asserted. Thus there exists $\varphi \in H^{\infty}$ such that $W_{2}=$ $=\varphi\left(T_{2}\right)$ (cf. [13], Theorem 1). We have $\varphi\left(T_{1}\right) Y_{i}=Y_{i} \varphi\left(T_{2}\right)=Y_{i} W_{2}$ for all $i$. On the other hand, since $X_{i} \equiv\left[\begin{array}{ll}0 & Y_{i} \\ 0 & 0\end{array}\right] \in\{T\}^{\prime}$, we have $W X_{i}=X_{i} W$. It follows that $W_{1} Y_{i}=$ $=Y_{i} W_{2}$ whence $W_{1} Y_{i}=\varphi\left(T_{1}\right) Y_{i}$ for all $i$. We conclude that $W_{1}=\varphi\left(T_{1}\right)$. Thus $W$ is triangulated as $\left[\begin{array}{ll}\varphi\left(T_{1}\right) & * \\ 0 & \varphi\left(T_{2}\right)\end{array}\right]$. But we also have $\varphi(T)=\left[\begin{array}{ll}\varphi\left(T_{1}\right) & * \\ 0 & \varphi\left(T_{2}\right)\end{array}\right]$. Hence
$W-\varphi(T)=\left[\begin{array}{ll}0 & Q \\ 0 & 0\end{array}\right] \in\{T\}^{\prime \prime}$, say. To complete the proof, it suffices to show that $Q=0$. To this end, let $S: H_{2} \rightarrow H_{1}$ be the operator defined in the proof of Theorem 2.1 and let $A=\left[\begin{array}{ll}\delta\left(T_{1}\right) & S \\ 0 & 0\end{array}\right]$. It is clear that $A \in\{T\}^{\prime}$. Hence $A(W-\varphi(T))=(W-\varphi(T)) A$.
A simple computation shows that $\delta\left(T_{1}\right) Q=0$. Since $\delta\left(T_{1}\right)$ is an injection, we conclude that $Q=0$, completing the proof.
$(3) \Rightarrow(2)$. If $T$ is of class $C_{11}$, then $\{T\}^{\prime \prime}$ has been given in [19], Lemma 2. We will show that it is not the same as $\left\{\varphi(T): \varphi \in H^{\infty}\right\}$. Note that $T$ is quasi-similar to the operator $U=U_{1} \oplus \ldots \oplus U_{p}$ on $K=L^{2}\left(E_{1}\right) \oplus \ldots \oplus L^{2}\left(E_{p}\right)$, where $0 \leqq p \leqq n, E_{j}=$ $=\left\{e^{i t}:\right.$ rank $\left.\Delta_{T}\left(e^{i t}\right) \supseteqq j\right\}$ are Borel subsets of the unit circle satisfying $E_{1} \supseteqq E_{2} \supseteqq \ldots \supseteqq$ $\supseteq E_{p} \neq \emptyset$ and $U_{j}$ denotes the operator of multiplication by $e^{i t}$ on $L^{2}\left(E_{j}\right), j=1,2, \ldots$ $\ldots, p$ (cf. [16], Theorem 2). Let $\delta=\operatorname{det} \Theta_{T}$ and $\Omega$ be the algebraic adjoint of $\Theta_{T}$. Since $\delta \not \equiv 0$, there exists some $\varepsilon>0$ such that $F=\left\{e^{i t} \in E_{1}:\left|\delta\left(e^{i t}\right)\right| \geqq \varepsilon\right\}$ has positive Lebesgue measure. Let $G \subseteq F$ be such that $G$ and $F \backslash G$ both have positive Lebesgue measure. Let

$$
V=P\left[\begin{array}{cc}
0 & 0 \\
-\chi_{G} \frac{1}{\delta} \Delta_{T} \Omega & \chi_{G}
\end{array}\right]
$$

It is easily checked that $V \in\{T\}^{\prime \prime}$ (cf. [19], Lemma 2). If $V=\varphi(T)$ for some $\varphi \in H^{\infty}$, then $\chi_{G}=\varphi$ on $\overline{\Delta_{T} L_{n}^{2}}$. In particular, $\chi_{G}=\varphi$ a.e. on $E_{1}$. This is certainly impossible. We conclude that $\{T\}^{\prime \prime} \neq\left\{\varphi(T): \varphi \in H^{\infty}\right\}$.

Corollary 3.14. Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}<d_{T *} \leqq \infty$. If $T$ is cyclic, then $\{T\}^{\prime}=\left\{\varphi(T): \varphi \in H^{\infty}\right\}$.

Proof. This follows from Corollary 3.10 and Theorem 3.13.
The preceding corollary has been obtained before in [11], Lemma 1.
Corollary 3.15. Let $T$ be a c.n.u. $C_{1}$. contraction with $d_{T}<\infty$. Then the following statements are equivalent:
(1) $\{T\}^{\prime \prime}=\operatorname{Alg} T$;
(2) either $d_{T} \neq d_{T^{*}}$ or $d_{T}=d_{T^{*}}$ and $\Theta_{T}\left(e^{i t}\right)$ is isometric for $e^{i t}$ in a set of positive Lebesgue measure.

Proof. The assertion follows from Theorem 3.13 and [18], Theorem 3.8.
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# When is a contraction quasi-similar to an isometry? 

PEI YUAN WU

In this paper we answer the question in the title for contractions with finite defect indices. More precisely, we show that if $T$ is a contraction with finite defect indices then $T$ is quasi-similar to an isometry if and only if $T$ is of class $C_{1}$. and there exists a bounded analytic function $\Omega$ such that $\Omega \Theta_{T}=\delta I$ for some outer function $\delta$, where $\Theta_{T}$ denotes the characteristic function of $T$. This condition is analogous to the one for a contraction similar to an isometry (cf. [3], Theorem 2.4.). We will also derive some related results.

In the following all the operators are acting on complex, separable Hilbert spaces. The main reference is the book of Sz.-NAGY and Foiaş [2]. Recall that for operators $T_{1}$ and $T_{2}$ on $H_{1}$ and $H_{2}$, respectively, $T_{1} \prec T_{2}$ denotes that $T_{1}$ is a quasiaffine transform of $T_{2}$, that is, there exists a one-to-one operator $X: H_{1} \rightarrow H_{2}$ with dense range (called quasi-affinity) such that $T_{2} X=X T_{1} . T_{1}$ and $T_{2}$ are quasi-similar ( $T_{1} \sim T_{2}$ ) if $T_{1} \prec T_{2}$ and $T_{2} \prec T_{1}$.

For a contraction $T$, let $d_{T}=\operatorname{rank}\left(I-T^{*} T\right)^{1 / 2}$ and $d_{T^{*}}=\operatorname{rank}\left(I-T T^{*}\right)^{1 / 2}$ denote its defect indices and let $\Theta_{T}$ denote its characteristic function. For any $n \geqq 1$, let $S_{n}$ denote the unilateral shift on $H_{n}^{2}$. The next lemma characterizes those contractions which are quasi-similar to a unilateral shift.

Lemma 1. Let $T$ be a contraction with finite defect indices. Then the following statements are equivalent:
(1) $T$ is quasi-similar to a unilateral shift;
(2) $T$ is of class $C_{10}$ and there exists a bounded analytic function $\Omega$ such that $\Omega \Theta_{T}=\delta I$ for some outer function $\delta$.

Proof. Let $n=d_{T}$ and $m=d_{T^{*}}$.
(1) $\Rightarrow$ (2). That $T$ is of class $C_{10}$ follows from [8], Lemma 1. Consider the functional model of $T$, that is, consider $T$ being acting on $\mathfrak{H} \equiv H_{m}^{2} \ominus \Theta_{T} H_{n}^{2}$ by $T f=P\left(e^{i t} f\right)$

[^15]for $f \in \mathfrak{S}$, where $P$ denotes the (orthogonal) projection onto $\mathfrak{G}$. Note that $T$ must be quasi-similar to $S_{m-n}$. Indeed, this follows from the uniqueness of the Jordan model of $T$ (cf. [4], Theorem 4). Let $Y: H_{m-n}^{2} \rightarrow \mathfrak{G}$ be the quasi-affinity intertwining $S_{m-n}$ and $T$. Then $Y$ is given by $Y g=P(\Phi g)$ for $g \in H_{m-n}^{2}$, where $\Phi$ is an $m \times(m-n)$ matrix valued bounded analytic function. Note that $\overline{\operatorname{ran} Y}=\mathfrak{F}$ if and only if $\Phi H_{m-n}^{2}+\Theta_{T} H_{n}^{2}$ is dense in $H_{m}^{2}$. Let $\Psi$ denote the $m \times n$ matrix valued function [ $\left.\Phi, \Theta_{T}\right]$. Since $\Phi H_{m-n}^{2}+\Theta_{T} H_{n}^{2}=\Psi H_{m}^{2}$, we conclude from above that $\Psi$ is an outer function. Let $\Psi^{A}$ denote the algebraic adjoint of the matrix of $\Psi$. Say, $\psi^{A}=\left[\begin{array}{c}\Omega^{\prime} \\ \Omega\end{array}\right]$, where $\Omega^{\prime}$ is $(m-n) \times m$ matrix valued and $\Omega$ is $n \times m$ matrix valued. Since $\Psi^{A} \Psi=\delta I$, where $\delta=\operatorname{det} \Psi$ is an outer function, we infer that $\Omega \Theta_{T}=\delta I$ as asserted.
(2) $\Rightarrow(1)$. Consider the functional model of $T$ and consider $\Omega$ as a multiplication operator from $H_{m}^{2}$ to $H_{n}^{2}$. Let $\Omega=\operatorname{ker} \Omega$. Define $X: \mathfrak{G} \rightarrow \Omega$ by $X f=\delta f-\Theta_{T} \Omega f$ for $f \in \mathfrak{G}$ and $Y: \Omega \rightarrow \mathfrak{F}$ by $Y g=P g$ for $g \in \Omega$. Note that $\Omega X f=\Omega \delta f-\Omega \Theta_{T} \Omega f=$ $=\Omega \delta f-\delta \Omega f=0$ for any $f \in \mathfrak{S}$. Hence $X$ indeed maps $\mathfrak{S}$ to $\Omega$. Let $S=S_{m} \mid \mathcal{R}$. It is easily verified that $X$ and $Y$ intertwine $T$ and $S$. Moreover, we have $X Y g=X P g=$ $=X\left(g-\Theta_{T} w\right)=\delta\left(g-\Theta_{T} w\right)-\Theta_{T} \Omega\left(g-\Theta_{T} w\right)=\delta g-\Theta_{T} \Omega g=\delta g=\delta(S) g \quad$ for any $g \in \mathcal{R}$, where $w \in H_{n}^{2}$, and $Y X f=Y\left(\delta f-\Theta_{T} \Omega f\right)=P(\delta f)-0=\delta(T) f$ for any $f \in \mathfrak{G}$. Since $\delta(S)$ and $\delta(T)$ are quasi-affinities, so are $X$ and $Y$. This shows that $T$ is quasisimilar to $S$, a unilateral shift, completing the proof.

We remark that the proof of $(2) \Rightarrow(1)$ in the preceding lemma holds even without the finiteness assumption on the defect indices of $T$. Also note that Lemma 1 partially generalizes [4], Proposition 2 (for the case $d_{T}=1$ and $d_{T^{*}}=2$ ) and [6], Theorem 3.1 (for the case $d_{T^{*}}-d_{T}=1$ ). Next we consider contractions quasi-similar to isometries. We need the following lemma.

Lemma 2. Let $T$ be a contraction with finite defect indices. Then the following statements are equivalent:
(1) $T$ is quasi-similar to an isometry;
(2) the completely non-unitary (c.n.u.) part of $T$ is quasi-similar to an isometry.

Proof. We have only to show (1) $\Rightarrow$ (2). Assume that $T$ is quasi-similar to the isometry $V$. By [8], Lemma 1, $T$ is of class $C_{1}$. Let $V=U \oplus S$, where $U$ is unitary and $S$ is a unilateral shift, and let $T=T_{1} \oplus T_{2}$, where $T_{1}$ is unitary and $T_{2}$ is c.n.u. Let $T_{2}=\left[\begin{array}{cc}T_{3} & * \\ 0 & T_{4}\end{array}\right]$ be the triangulation of type $\left[\begin{array}{cc}C_{\cdot 1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$. Then $T_{3}$ is of class $C_{11}$ and has finite defect indices. By [9], Theorem 2.1, $T_{2} \sim T_{3} \oplus T_{4}$. Hence $U \oplus S \sim T_{1} \oplus T_{2}$ $\sim T_{1} \oplus T_{3} \oplus T_{4}$. Note that $U$ and $T_{1} \oplus T_{3}$ are of class $C_{11}, S$ and $T_{4}$ are of class $C_{10}$ (cf. [9], Lemma 3.2) and the defect indices of $T_{4}$ are finite. It follows from the proof of [8], Theorem 6 that $T_{1} \oplus T_{3} \sim U$ and $T_{4}<S$. Hence $S$ must be the Jordan model of $T_{4}$ (cf. [8], Lemma 3), that is, $S=S_{m-n}$, where $m=d_{T_{4}^{*}}$ and $n=d_{T_{4}}$. Thus $S$ has
finite defect indices and we infer from [8], Theorem 6 again that $T_{4} \sim S$. On the other hand, the $C_{11}$ contraction $T_{3}$ is quasi-similar to a unitary operator (cf. [2], p. 72). We conclude from above that $T_{2}$ is quasi-similar to an isometry, completing the proof.

Theorem 3. Let $T$ be a contraction with finite defect indices and let $T=\left[\begin{array}{cc}T_{1} & * \\ 0 & T_{2}\end{array}\right]$ be the triangulation of type $\left[\begin{array}{cc}C . ._{1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$. Then the following statements are equivalent:
(1) $T$ is quasi-similar to an isometry;
(2) $T_{1}$ is quasi-similar to a unitary operator and $T_{2}$ is quasi-similar to a unilateral shift;
(3) $T$ is of class $C_{1}$. and there exists a bounded analytic function $\Omega$ such that $\Omega \Theta_{T}=\delta I$ for some outer function $\delta$.

Proof. By Lemma 2, it suffices to consider c.n.u. $T$.
$(1) \Rightarrow(2)$ is proved in Lemma 2.
(2) $\Rightarrow$ (3). By [8], Lemma 1, both $T_{1}$ and $T_{2}$ are of class $C_{1}$. A simple calculation shows that $T$ must also be of class $C_{1}$. Let $\Theta_{T}=\Theta_{2} \Theta_{1}$ be the canonical factorization corresponding to the triangulation $T=\left[\begin{array}{cc}T_{1} & * \\ 0 & T_{2}\end{array}\right]$. Then the characteristic functions of $T_{1}$ and $T_{2}$ are the purely contractive parts of $\Theta_{1}$ and $\Theta_{2}$, respectively. Lemma 1 implies that there exists a bounded analytic function $\Omega_{2}$ such that $\Omega_{2} \Theta_{2}=\delta_{2} I$ for some outer function $\delta_{2}$. On the other hand, $T_{1}$ is of class $C_{11}$ implies that $\Theta_{1}$ is outer (from both sides). Let $\Omega_{1}$ be the algebraic adjoint of the matirx of $\Theta_{1}$ and let $\Omega=$ $\Omega_{1} \Omega_{2}$ and $\delta=\delta_{2} \operatorname{det} \Theta_{1}$. Then $\Omega \Theta_{T}=\Omega_{1} \Omega_{2} \Theta_{2} \Theta_{1}=\Omega_{1} \delta_{2} \Theta_{1}=\delta I$, where $\delta$ is outer.
$(3) \Rightarrow(1)$. As above, let $\Theta_{T}=\Theta_{2} \Theta_{1}$ be the factorization corresponding, to $T=\left[\begin{array}{cc}T_{1} & * \\ 0 & T_{2}\end{array}\right]$. From $\Omega \Theta_{T}=\delta I$ we have $\Theta_{1} \Omega \Theta_{T} \Omega_{1}=\Theta_{1} \delta \Omega_{1}=\delta\left(\operatorname{det} \Theta_{1}\right) I$, where $\Omega_{1}$ is the algebraic adjoint of $\Theta_{1}$. It follows that $\left(\Theta_{1} \Omega\right) \Theta_{2}=\delta I$. Since $T_{2}$ is of class $C_{10}$ (cf. [9], Lemma 3.2), we infer from Lemma 1 that $T_{2}$ is quasi-similar to a unilateral shift. On the other hand, $T_{1}$ is quasi-similar to a unitary operator and $T \sim T_{1} \oplus T_{2}$ (cf. [9], Theorem 2.1). We conclude that $T$ is quasi-similar to an isometry as asserted.

Note that the isometry quasi-similar to $T$ is unique up to unitary equivalence (cf. [1], Theorem 3.1). It also follows from the preceding proof that if $T$ is c.n.u., then the isometry quasi-similar to $T$ has an absolutely continuous unitary part. We may contrast Theorem 3 with the corresponding results for contractions similar to isometries: a contraction $T$ is similar to an isometry if and only if there is a bounded analytic function $\Omega$ such that $\Omega \Theta_{T}=I$ (cf. [3], Theorem 2.4); a c.n.u. $T$ is similar to an isometry if and only if $T_{1}$ is similar to a unitary operator and $T_{2}$ is similar to a unilateral shift (cf. [5], Theorem 2).

Corollary 4. Let $T$ be a c.n.u. contraction with finite dofect indices and let $\mathfrak{S}_{1}$ be an invariant subspace for $T$.
(1) If $T$ is quasi-similar to an isometry, so is $T \mid \mathfrak{S}_{1}$.
(2) If $T$ is quasi-similar to a unilateral shift, so is $T \mid \mathfrak{G}_{1}$.

Proof. (1) By [8], Lemma $1, T$ is of class $C_{1}$. . Hence $T \mid \mathfrak{H}_{1}$ is also of class $C_{1}$.. Let $\Theta_{T}=\Theta_{2} \Theta_{1}$ be the corresponding regular factorization and let $\Omega$ be such that $\Omega \Theta_{T}=\delta I$ for some outer $\delta$. Then $\left(\Omega \Theta_{2}\right) \Theta_{1}=\delta I$ and by Theorem 3 we conclude that $T \mid \mathfrak{H}_{1}$ is quasi-similar to an isometry.
(2) By [8], Lemma $1, T$ is of class $C_{10}$. It is easy to check that $T \mid \mathfrak{H}_{1}$ is also of class $C_{10}$. Similar arguments as above finish the proof.

Corollary 5. Let $T$ be a c.n.u. contraction on $\mathfrak{5}$ with finite defect indices. If $T$ is quasi-similar to an isometry $V$ on $\mathfrak{\Omega}$, then there exist quasi-affinities $X: \mathfrak{S} \rightarrow \mathfrak{\Omega}$ and $Y: \Omega \rightarrow \mathfrak{G}$ which intertwine $T$ and $V$ and such that $X Y=\delta(V)$ and $Y X=\delta(T)$ for some outer function $\delta$.

Proof. Let $T=\left[\begin{array}{cc}T_{1} & * \\ 0 & T_{2}\end{array}\right]$ be the triangulation of type $\left[\begin{array}{cc}C_{\cdot 1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$. As before, since $T_{1}$ is of class $C_{11}$ with finite defect indices, we have $T \sim T_{1} \oplus T_{2}$. Let $V=U \oplus S$ be the isometry quasi-similar to $T$, where $U$ is unitary and $S$ is a unilateral shift. As shown in the proof of Lemma 2, $T_{1} \sim U$ nad $T_{2} \sim S$. Note that all these three quasi-similarities can be implemented by quasi-affinities satisfying the corresponding properties in the conclusion of our assertion (cf. [9], Theorem 2.1, [7], Lemma 2.1 and proof of Lemma 1). Hence the same holds for the quasi-similarity of $T$ and $V$.

For an operator $T$, let Lat $T$, Lat" $T$ and Hyperlat $T$ denote, respectively, the lattices of invariant subspaces, bi-invariant subspaces and hyperinvariant subspaces of $T$. The next lemma will be needed in the proof of Theorem 7. It can be proved in the same fashion as [7], Lemma 2.3.

Lemma 6. Let $V$ be an isometry with an absolutely continuous unitary part and let $\mathfrak{N} \in$ Lat $V$. If $\delta$ is an outer function, then $\delta(V \mid \mathfrak{N})$ is a quasi-affinity on $\mathfrak{N}$.

Theorem 7. Let $T$ be a c.n.u. contraction with finite dofect indices. If $T$ is quasisimilar to an isometry $V$, then Lat $T \cong$ Lat $V, \operatorname{Lat}^{\prime \prime} T \cong \operatorname{Lat}^{\prime \prime} V$ and Hyperlat $T \cong$ Hyperlat $V$.

Proof. Note that $T$ is of class $C_{1}$. by [8], Lemma 1 . We may assume that $T$ is not of class $C_{11}$, for otherwise the conclusion has already been proved in [7], Theorem 2.2.

Let $X$ and $Y$ be the quasi-affinities as in Corollary 5. For $\mathfrak{M} \in$ Lat $T$ and $\mathfrak{N} \in$ $\in$ Lat $V$, consider the mappings $\mathfrak{N} \rightarrow \overline{X \mathfrak{M}}$ and $\mathfrak{N} \rightarrow \overline{Y \mathfrak{P}}$. Using Lemma 6, we can easily verify that they implement the lattice isomorphisms between Lat $T$ and Lat $V$.

From [9], Theorem 3.13 and Lemma 3.11, we infer that Lat $T \cong$ Lat" $^{\prime \prime} T$ and Lat $V \cong$ $\cong L a t " V$. Hence to complete the proof, it suffices to show that (i) $\mathfrak{M} \in$ Hyperlat $T$ implies $\overline{X \mathfrak{M}} \in$ Hyperlat $V$ and (ii) $\mathfrak{N} \in$ Hyperlat $V$ implies $\overline{Y \mathfrak{M}} \in$ Hyperlat $T$. We only verify (i) and leave the verification of (ii) to the readers. Let $\mathfrak{M} \in$ Hyperlat $T$ and $W \in\{V\}^{\prime}$. Then $Y W X \in\{T\}^{\prime}$ and hence $\overline{Y W X \mathfrak{M}} \subseteq \mathfrak{M}$. Applying $X$ on both sides, we obtain $\overline{\delta(V) W X \mathfrak{M}}=\overline{X Y W X \mathfrak{M}} \subseteq \overline{X \mathfrak{M}}$. Since $\delta(V) \overline{W X \mathfrak{M}}$ is a quasi-affinity on $\overline{W X \mathfrak{M}}$ (by Lemma 6), we conclude that $\overline{W X \mathfrak{M}} \subseteq \overline{X \mathfrak{M}}$. This shows that $\overline{X \mathfrak{M}} \in$ Hyperlat $V$, completing the proof.

Corollary 8. Let $T$ be a c.n.u. contraction with finite dofect indices. If $T$ is quasi-similar to a unilateral shift, then Lat $T=$ Lat" $T=\left\{\operatorname{ran} W: W \in\{T\}^{\prime}\right\}$, where $\{T\}^{\prime}$ denotes the commutant of $T$.

Proof. This follows easily from Theorem 7 and the fact that a unilateral shift $S$ satisfies Lat $S=\operatorname{Lat}^{\prime \prime} S=\left\{\operatorname{ranZ}: Z \in\{S\}^{\prime}\right\}$.

## References

[1] T. B. Hoover, Quasi-similarity of operators, Illinois J. Math., 16 (1972), 678-686.
[2] B. Sz.-Nagy and C. Foias, Harmonic analysis of operators on Hilbert space, North Holland Akadémiai Kiadó (Amsterdam—Budapest, 1970).
[3] B. Sz.-Nagy and C. Foiaş, On the structure of intertwining operators, Acta Sci. Math., 35 (1973), 225-254.
[4] B. Sz.-Nagy and C. Foiaş, Jordan model for contractions of class C. ${ }^{0}$, Acta Sci. Math., 36 (1974), 305-322.
[5] P. B. Wu, On nonorthogonal decompositions of certain contractions, Acta Sci. Math., 37 (1975), 301-306.
[6] P. Y. Wu. On contractions of class $C_{1}$., Acta Sci. Math., 42 (1980), 205-210.
[7] P. Y. Wu. On a conjecture of Sz.-Nagy and Foiaş, Acta Sci. Math., 42 (1980), 331-338.
[8] P. Y. Wu. On the quasi-similarity of hyponormal contractions, Illinois J. Math., 25 (1981), 498-503.
[9] P. Y. Wu. Approximate decompositions of certain contractions, Acta Sci. Math., 44 (1982), 137-149.

## Injection-similar isometries

L. KÉRCHY

1. To construct canonical models for contractions of classes $C_{11}$ and $C_{0}$ on complex separable Hilbert spaces B. Sz.-NAGY and C. FoIAs generalized the notion of similarity (cf. [3, ch. II, sec. 3] and [4]). They called an operator $T_{1} \in \mathscr{L}\left(\mathfrak{F}_{1}\right)$ a quasi-affine transform of the operator $T_{2} \in \mathscr{L}\left(\mathfrak{H}_{2}\right), T_{1} \prec T_{2}$, if there exists a quasiaffinity (an injection with dense range) $X \in \mathscr{L}\left(\mathfrak{G}_{1}, \mathfrak{S}_{2}\right)$ which intertwines these operators, that is, $X T_{1}=T_{2} X . T_{1}$ and $T_{2}$ are said to be quasi-similar, $T_{1} \sim T_{2}$, if they are quasi-affine transforms of each other, $T_{1} \prec T_{2}$ and $T_{2} \prec T_{1}$. Finding Jordan-models for contractions of class $C_{._{0}}$ even quasi-similarity proved to be insufficient. Therefore Sz .-NAGY and FoIAŞ [5] introduced the notion of injection-similarity. Operators $T_{1} \in \mathscr{L}\left(\mathfrak{H}_{1}\right)$ and $T_{2} \in \mathscr{L}\left(\mathfrak{H}_{2}\right)$ are injection-similar, $T_{1}{ }^{\mathbf{i}} T_{2}$, if they can be injected into each other, $T_{1} \stackrel{\text { i }}{<} T_{2}$ and $T_{2} \stackrel{\text { i }}{<} T_{1}$, that is, there are injections $X \in \mathscr{L}\left(\mathfrak{H}_{1}, \mathfrak{H}_{2}\right)$ and $Y \in \mathscr{L}\left(\mathfrak{H}_{2}, \mathfrak{H}_{1}\right)$ such that $X T_{1}=T_{2} X$ and $Y T_{2}=T_{1} Y . \quad T_{1}$ and $T_{2}$ are completely injection-similar, $T_{1} \stackrel{\text { c.i }}{\sim} T_{2}$, if they can be completely injected into each other, $T_{1}{ }^{\text {c.i }}<T_{2}$ and $T_{2}{ }_{2}^{\text {c.i }} T_{1}$, that is, there exist families of intertwining injections $\left\{X_{\alpha}\right\}_{\alpha} \subseteq$ $\subseteq \mathscr{L}\left(\mathfrak{H}_{1}, \mathfrak{H}_{2}\right)$ and $\left\{Y_{\beta}\right\}_{\beta} \subseteq \mathscr{L}\left(\mathfrak{H}_{2}, \mathfrak{H}_{1}\right)$ such that $\bigvee_{\alpha} \operatorname{ran} X_{\alpha}=\mathfrak{S}_{2}$ and $\bigvee_{\beta} \operatorname{ran} Y_{\beta}=\mathfrak{Y}_{1}$.

Recently P. Y. Wu [1] has shown that every contraction $T$ of class $C_{1}$., with at least one defect index finite, $d_{T}<\infty$, is completely injection-similar to an isometry. More precisely he proved that

$$
U \oplus S^{(\alpha)} \stackrel{\text { c.i }}{\prec} T \prec U \oplus S^{(\alpha)} .
$$

Here $U$ is a unitary operator of the form $U=U_{1} \oplus U_{2}$, where $U_{1}$ is the unitary part of the contraction $T$ (cf. [3, Th. I.3.2]), and $U_{2}$ denotes the operator of multiplication by $e^{i t}$ on the space $\left(\Delta_{T} L^{2}\left(\mathfrak{D}_{T}\right)\right)^{-}\left(\Lambda_{T}\left(e^{i t}\right)=\left(I-\Theta_{T}\left(e^{i t}\right)^{*} \Theta_{T}\left(e^{i t}\right)\right)^{1 / 2}\right.$, where $\Theta_{T}$ is the characteristic function of $T$ ). On the other hand $S^{(\alpha)}$ is the unilateral shift of multiplicity $\alpha=d_{r^{*}}-d_{T}$.

As for uniqueness of this isometry, Wu has shown that the unitary parts of injection-similar isometries are unitarily equivalent. Moreover he made the conjecture that injection-similar isometries are really unitarily equivalent, at least in the case, when their unitary parts have finite multiplicities. (Hoover [7] proved that quasisimilarity even implies unitary equivalence between isometries.)

In the present paper we give a negative answer to this conjecture and describe the isometries being completely injection-similar to the contraction $T$ above. We follow the notation and terminology of [3]. For arbitrary operators $T_{1} \in \mathscr{L}\left(\mathfrak{S}_{1}\right)$ and $T_{2} \in \mathscr{L}\left(\mathfrak{S}_{2}\right), \mathscr{F}\left(T_{1}, T_{2}\right)$ will denote the set of intertwining operators, that is, $\mathscr{I}\left(T_{1}, T_{2}\right)=\left\{X \in \mathscr{L}\left(\mathfrak{H}_{1}, \mathfrak{S}_{2}\right) \mid T_{2} X=X T_{1}\right\}$.
2. We recall that every isometry $V$ has a unique decomposition $V=U \oplus S^{(\alpha)}$ such that $U$ is a unitary operator and $S^{(\alpha)}$ denotes the direct sum of $\alpha$ copies of the simple unilateral shift $S .\left(S^{(\alpha)}\right.$ is a completely non-unitary (c. n. u.) isometry with multiplicity $\alpha$.) (Cf. [3, Th. I.1.1.]) The following proposition shows that Wu's conjecture has an affirmative answer, if $V$ is a c. n. u. isometry or $U$ is a singular unitary (s. u.) operator (the spectral measure of $U$ is singular with respect to Lebesgue measure).

Proposition 1. Let $V_{1}$ and $V_{2}$ be injection-similar isometries, $V_{1} \stackrel{i}{\sim} V_{2}$. Let us assume that $V_{1}$ is c.n.u. or its unitary part is a s.u. operator. Then these operators are unitarily equivalent, $V_{1} \cong V_{2}$.

Proof. Let $V_{1}$ and $V_{2}$ act on the Hilbert spaces $\mathfrak{S}_{1}$ and $\mathfrak{S}_{2}$, respectively. Let us consider the canonical decompositions of these operators: $V_{1}=U_{1} \oplus S^{(\alpha)}, V_{2}=$ $=U_{2} \oplus S^{(\beta)}$ on the spaces $\mathfrak{S}_{1}=\boldsymbol{\Omega}_{1} \oplus \mathfrak{L}_{1}$ and $\mathfrak{S}_{2}=\boldsymbol{\Omega}_{2} \oplus \mathfrak{L}_{2}$. We know by [1, Lemma 3.6] that $U_{1} \cong U_{2}$. If $V_{1}$ is c. n. u., then $\Re_{1}=\{0\}$, and so we obtain that $S^{(\alpha)}=$ $=V_{1} \stackrel{i}{\sim} V_{2}=S^{(\beta)}$. Now [5, Th. 5/6] results that $S^{(\alpha)} \cong S^{(\beta)}$. Consequently in this case we have that $V_{1} \cong V_{2}$.

Let us assume now that $\Omega_{1} \neq\{0\}$ and $U_{1}$ is a s. u. operator. Let us suppose further that for instance $\mathscr{S}_{1} \neq\{0\}$. (The case $\mathscr{L}_{1}=\mathscr{I}_{2}=\{0\}$ is trivial.) Let $X \in$ $\in \mathscr{I}\left(V_{1}, V_{2}\right)$ be an injection, and consider the matrix $\left[\begin{array}{ll}X_{11} & X_{12} \\ X_{21} & X_{22}\end{array}\right]$ of $X$ with respect to the decompositions above. It follows easily that $X_{12} \in \mathscr{I}\left(S^{(\alpha)}, U_{2}\right)$. Having denoted by $S_{b}^{(\alpha)}$ the minimal unitary dilation of $S^{(\alpha)}$, we define an operator $Y \in \mathscr{I}\left(S_{b}^{(\alpha)}, U_{2}\right)$ by the equation $Y\left(S_{b}^{(\alpha)}\right)^{-n} f:=U_{2}^{-n} X_{12} f\left(f \in \mathscr{I}_{1}, n \geqq 0\right)$ and by taking bounded closure. Since, being a bilateral shift, $S_{b}^{(\alpha)}$ is an absolutely continuous unitary (a.c. u.) operator, we infer by [8, Theorem 3] that $Y=0$. Taking into account that $X_{12}=Y \mid \mathcal{Q}_{1}$, it follows that $X_{12}=0$. We conclude that $X_{22} \in \mathscr{I}\left(S^{(\alpha)}, S^{(\beta)}\right)$ is an injection. In particular we infer that $\mathscr{L}_{2} \neq\{0\}$, and so a similar argument shows that we have $S^{(\beta)} \stackrel{i}{<} S^{(\alpha)}$
also. Therefore $S^{(\alpha)} \stackrel{i}{\sim} S^{(\beta)}$, and [5, Th. 5/6] implies again $S^{(\alpha)} \cong S^{(\beta)}$. The proof is completed.
3. In this section we shall see that the setting is contrary to the one in section 2 , if the isometry $V$ is not c.n.u. and its unitary part is not a s. u. operator. The following lemma plays an essential role in the sequel.

Lemma 2. Let $E$ be a measurable set on the unit circle $C=\{z \in \mathbf{C}| | z \mid=1\}$, and let $M_{E}$ denote the operator of multiplication by $e^{i t}$ on the space $L^{2}(E)$. (We consider the normalized Lebesgue measure $m$ on $C$.) If $m(E)>0$, then we have

$$
M_{E} \oplus S \prec M_{E}
$$

Proof. Let $\varphi_{1} \in L^{\infty}(E)$ be a function such that $\varphi_{1}\left(e^{i t}\right) \neq 0 \quad$ a. e. and $\int_{E} \log \left|\varphi_{1}\left(e^{i t}\right)\right| d m=-\infty$. On the other hand let $\varphi_{2} \in L^{\infty}(E)$ be a function such that $\left|\varphi_{2}\left(e^{i t}\right)\right|=1$ a.e. . We consider $S$ as the operator of multiplication by $e^{i t}$ on the Hardy space $H^{2}$. Now let us define the operator $X$ as follows: $X: L^{2}(E) \oplus H^{2} \rightarrow L^{2}(E)$, $X: f \oplus g \mapsto \varphi_{1} f+\varphi_{2}(g \mid E)$. It is obvious that $X \in \mathscr{I}\left(M_{E} \oplus S, M_{E}\right)$ is a quasi-surjection.

Let us assume now that $X(f \oplus g)=0$. Let us suppose further that $g \neq 0$. Then we have $g\left(e^{i t}\right) \neq 0$ a. e., and so $f\left(e^{i t}\right) \neq 0$ a. e. on $E$. From the assumption it immediately follows that $\left|\varphi_{1}\left(e^{i t}\right)\right| \cdot\left|f\left(e^{i t}\right)\right|=\left|g\left(e^{i t}\right)\right|$ a. e. on $E$. But this implies

$$
\log \left|\varphi_{1}\left(e^{i t}\right)\right|=\log \left|g\left(e^{i t}\right)\right|-\log \left|f\left(e^{i t}\right)\right| \geqq \log \left|g\left(e^{i t}\right)\right|+1-\left|f\left(e^{i t}\right)\right|
$$

and so we infer that

$$
-\infty=\int_{\boldsymbol{E}} \log \left|\varphi_{1}\left(e^{i t}\right)\right| d m \geqq \int_{\boldsymbol{E}} \log \left|g\left(e^{i t}\right)\right| d m+m(E)-\int_{\boldsymbol{E}}\left|f\left(e^{i t}\right)\right| d m>-\infty
$$

(cf. [3, ch. III]). This being a contradiction we conclude that $g=0$ and this results $f=0$. Therefore $X$ is a quasi-affinity, and so $M_{E} \oplus S<M_{E}$.

Corollary 3. Let $M_{E}$ be as before. Then for any $\alpha=1,2, \ldots ; \infty$ we have

$$
M_{E} \oplus S^{(\alpha)} \prec M_{E}
$$

Proof. By induction we immediately infer that the statement holds for every natural number. Let us now assume that $\alpha=\infty$. Let $\left\{E_{n}\right\}_{n=1}^{\infty}$ be a sequence of pairwise disjoint measurable subsets of $E$ such that $\bigcup_{n=1}^{\infty} E_{n}=E$ and $m\left(E_{n}\right)>0$ for every $n$. Then we have $M_{E} \oplus S^{(\infty)} \cong \underset{n=1}{\infty}\left(M_{E_{n}} \oplus S\right)<\underset{n=1}{\oplus} M_{E_{n}} \cong M_{E}$ by Lemma 2, and the proof is finished.

Corollary 4. Let $V \in \mathscr{L}(\mathfrak{H})$ be a non-c. n. u. isometry, and let us assume that its unitary part $U \in \mathscr{L}(\Omega)(\Omega \neq\{0\})$ is not a s. u. operator. Then we have:
(i) $V \stackrel{i}{\sim} U$, more precisely $U \stackrel{i}{<} V \prec U$;
(ii) if even $\mathfrak{G} \ominus\{\neq\{0\}$ holds, then $V \sim U \oplus S$, more precisely $U \oplus S<V \prec$ $<U \oplus S$.

Proof. After decomposing $U$ into the direct sum of its singular and its absolutely continuous parts, $U=U_{s} \oplus U_{a}$, and considering the functional model of $U_{a}$ (cf. [9]), we conclude these statements by Corollary 3.

On account of Corollary 4 we can state:
Proposition 5. Let $V_{1}$ and $V_{2}$ be isometries, and let $U_{1}, U_{2}$ denote their unitary parts, respectively. Let us assume that $V_{1}$ is not c.n.u., and $U_{1}$ is not a s. u. operator. Then we have:
(i) $V_{1} \stackrel{\text { i }}{\sim} V_{2}$ if and only if $U_{1} \cong U_{2}$;
(ii) $V_{1} \sim V_{2}$ if and only if $U_{1} \cong U_{2}$ and $V_{1}, V_{2}$ are unitaries in the same time.

Proof. These statements follow immediately by [1, Lemma 3.6] and the preceding corollary. We have only to note that for any operator $X \in \mathscr{I}\left(V_{1}, V_{2}\right)$ we have $\left(X \Omega_{1}\right) \subseteq \Omega_{2}$, where $\Omega_{i} \in \operatorname{Lat} V_{i}$ is the subspace corresponding to $U_{i}(i=1,2)$. (Cf. the proof of [1, Lemma 3.6].)
4. Now let $T$ be a contraction of class $C_{1}$, with at least one finite defect index, $d_{T}<\infty$. Consider the triangulation $\left[\begin{array}{cc}T_{1} & * \\ 0 & T_{2}\end{array}\right]$ of the type $\left[\begin{array}{cc}C_{\cdot 1} & * \\ 0 & C_{\cdot 0}\end{array}\right]$ of $T$. We know from [1] that $T_{1} \in C_{11}, T_{2} \in C_{10}$ and $T \sim T_{1} \oplus T_{2}$ (cf. [1, Th. 2.1 and Lemma 3.2]). Now it follows easily by [3, Prop. II.3.5] and [6, Th. 3] that

$$
U \oplus S^{(\alpha)} \stackrel{\text { c.i }}{\prec} T \prec U \oplus S^{(\alpha)},
$$

where $U$ is a unitary operator and $S^{(\alpha)}$ is the unilateral shift of multiplicity $\alpha=$ $=d_{T^{*}}-d_{T}$. (Cf. [1, Th. 3.5].) Moreover we know by [1, Lemma 3.6] that the unitary part of every isometry, being injection-similar to $T$, is unitarily equivalent to $U$.

We shall say that $T$ is mixed with absolutely continuous part (m. w. a. c. p.), if $T \notin C_{11} \cup C_{10}$ and $T_{1}$ is not a s. u. operator in the previous triangulation. Now we obtain immediately by Proposition 1:

Theorem 6. If $T \in C_{1}, d_{T}<\infty$ and $T$ is not m. w. a. c. p., then $V=U \oplus S^{(\alpha)}$, $\alpha=d_{\mathrm{T}^{*}}-d_{T}$, is the unique isometry which is completely injection-similar to $T$.

On the other hand, in the contrary case we can state:

Theorem 7. If $T \in C_{1 .}, d_{T}<\infty$ and $T$ is m. w. a. c. p., then

$$
U \oplus S^{(\alpha)} \stackrel{\text { c.i. }}{\prec} T \prec U \oplus S^{(\alpha)}
$$

holds, if and only if $1 \leqq \alpha \leqq d_{T^{*}}-d_{T}$.
To prove this theorem we need:
Lemma 8. If $T$ is a contraction of class $C_{10}$ and $d_{T}<\infty$, then $\operatorname{dim} \operatorname{ker} T^{*}=$ $=d_{T^{*}}-d_{T}$.

Proof. We can assume that $T$ is given by its functional model. That is, $T$ is the compression of the unilateral shift $U_{+}$on the vector-valued Hardy space $H^{2}\left(\mathfrak{C}_{*}\right)$ to the subspace $\mathfrak{G}=H^{2}\left(\mathfrak{E}_{*}\right) \ominus \Theta_{T} H^{2}(\mathfrak{E})\left(\in \operatorname{Lat} U_{+}^{*}\right)$, where $\operatorname{dim} \mathfrak{E}_{*}=d_{T^{*}}$, $\operatorname{dim} \mathfrak{E}=d_{T}$ and $\Theta_{T}$ denotes the characteristic function of $T . T$ being of class $C_{10}$, its characteristic function $\Theta_{T}$ is inner and $*$-outer (cf. [3, Prop. VI. 3.5]).

Since $T^{*}=U_{+}^{*} \mid \mathfrak{G}$, we infer that ker $T^{*}=\mathfrak{H} \cap \operatorname{ker} U_{+}^{*}=\mathfrak{G} \cap \mathfrak{E}_{*}$. Let $v \in \mathfrak{E}_{*}$ be an arbitrary vector. We have that $v \in \mathfrak{H}$, if and only if $v$ is orthogonal to $\Theta_{T} H^{2}(\mathfrak{C})$. But this is the case, if and only if $v$ is orthogonal to $\Theta_{T} H^{2}(\mathbb{E}) \ominus \lambda \Theta_{T} H^{2}(\mathbb{E})=$ $=\Theta_{T}\left(H^{2}(\mathfrak{E}) \ominus \lambda H^{2}(\mathfrak{E})\right)=\Theta_{T} \mathfrak{E}$. (We have used that $\Theta_{T}$ is an isometry.) Now, for any vector $w \in \mathbb{E}$, we have $\left\langle v, \Theta_{T} w\right\rangle=\int_{\boldsymbol{C}}\left\langle v, \Theta_{T}\left(e^{i t}\right) w\right\rangle d m=\int_{\boldsymbol{C}}\left\langle\Theta_{T}\left(e^{-i t}\right)^{*} v, w\right\rangle d m=$ $=\left\langle\Theta_{T}^{\sim} v, w\right\rangle=\left\langle P_{\mathfrak{E}} \Theta_{T}^{\sim} v, w\right\rangle$, where $P_{\mathbb{E}}$ denotes the orthogonal projection of $H^{2}(\mathbb{E})$ to the subspace $\mathfrak{E}$. Therefore, we conclude that $\operatorname{ker} T^{*}=\operatorname{ker}\left(P_{\mathfrak{E}} \Theta_{T}^{\sim} \mid \mathfrak{C}_{*}\right)$.

On the other hand, since $\Theta_{T}^{\sim}$ is an outer function, it follows that $H^{2}(\mathfrak{E})=$ $=\left(\Theta_{T}^{\sim} H^{2}\left(\mathfrak{E}_{*}\right)\right)^{-}=\left(\Theta_{T}^{\sim} \tilde{\mathfrak{E}}_{*}\right) \vee \lambda \Theta_{T}^{\sim} H^{2}\left(\mathfrak{E}_{*}\right) \subseteq\left(\Theta_{T}^{\sim} \tilde{\mathfrak{E}}_{*}\right) \vee\left(\lambda H^{2}(\mathfrak{E})\right)=\left(P_{\mathfrak{E}} \Theta_{T}^{\sim} \mathfrak{E}_{*}\right)^{-} \oplus \lambda H^{2}(\mathfrak{C})$. Therefore the operator $P_{⿷ 匚 \mathbb{E}} \Theta_{T}^{\sim} \mid \mathfrak{E}_{*} \in \mathscr{L}\left(\mathfrak{F}^{*}, \mathfrak{E}\right)$ is quasi-surjective, and so, taking into account that $\operatorname{dim} \mathfrak{E}<\infty$, we infer that $\operatorname{dim} \operatorname{ker}\left(P_{\mathfrak{E}} \Theta_{T}^{\sim} \mid \mathfrak{E}_{*}\right)=\operatorname{dim} \mathfrak{E}_{*}-\operatorname{dim} \mathfrak{E}=$ $=d_{T^{*}}-d_{T}$. The proof is completed.

Now we can prove Theorem 7.
Proof of Theorem 7. Let $T_{1}, T_{2}$ and $U$ be the operators as at the begining of this section. Since $T$ is m.w.a.c.p., it follows that the space of $U$ is not trivial (is not $\{0\}$ ), and that $U$ is not a s. u. operator. Applying Corollary 3 we can easily infer that $U \oplus S^{(\alpha)} \stackrel{\text { c.i }}{\prec} U \oplus S^{\left(d_{T^{*}-}-d_{T}\right)}<U \oplus S^{(\alpha)}$, for every $1 \leqq \alpha \leqq d_{T^{*}}-d_{T}$. Therefore, it is enough to prove that $T<U \oplus S^{(\alpha)}$ implies $\alpha \leqq d_{T^{*}}-d_{T}$.

So, let us assume that $T \prec U \oplus S^{(\alpha)}$. Then we have $U \oplus T_{2} \prec T_{1} \oplus T_{2} \prec T \prec$ $<U \oplus S^{(\alpha)}$. Let $X \in \mathscr{I}\left(U \oplus T_{2}, U \oplus S^{(\alpha)}\right)$ be a quasi-affinity. Since then $X^{*} \in \mathscr{I}\left(U^{*} \oplus\right.$ $\oplus S^{*(\alpha)}, U^{*} \oplus T_{2}^{*}$ ) is also a quasi-affinity it follows that $X^{*} \mid \operatorname{ker} S^{*(\alpha)}$ : $\operatorname{ker} S^{*(\alpha)} \rightarrow$ $\rightarrow \operatorname{ker} T_{2}^{*}$ is an injection. Therefore we get that $\alpha=\operatorname{dim} \operatorname{ker} S^{*(\alpha)} \leqq \operatorname{dim} \operatorname{ker} T_{2}^{*}$. Taking into account that $d_{T^{*}}-d_{T}=d_{T_{2}^{*}}-d_{T_{2}}$, we conclude by Lemma 8 that $\alpha \leqq$ $\leqq d_{T *}-d_{T}$. The proof is finished.

Corollary 9. If $T$ is a contraction as in Theorem 7, then for the multiplicity of $T^{*}$ we have: $\mu_{T^{*}}=\mu_{U}$.

Proof. We infer by Theorem 7 and Lemma 2 that $T<U \oplus S<U$. It follows that $U^{*} \prec T^{*}$, and so $\mu_{T^{*}} \leqq \mu_{U^{*}}=\mu_{U}$. On the other hand $T^{*} \sim T_{1}^{*} \oplus T_{2}^{*} \sim U^{*} \oplus T_{2}^{*}$ implies $\mu_{T^{*}} \geqq \mu_{U^{*}}=\mu_{U}$.
5. Finally we show that if $T \in C_{1} ., d_{T}<\infty$ and $T$ is $\mathrm{m} . \mathrm{w}$. a. c. p., then there always exists an isometry $V$ such that $V \prec T$. It can be easily seen that this is not the case, if $T$ is not m. w. a. c. p. (cf. [5, Th. 5 and Prop. 2]).

Theorem 10. If $T \in C_{1 .}, d_{T}<\infty$, is a contraction m. w. a. c. p., then $U \oplus S^{(\alpha)} \prec$ $<T$, where $\alpha=d_{T^{*}}$.

Proof. Let $T_{1}, T_{2}$ and $U$ be the operators as in the begining of section 4. Since $T$ is m. w. a. c. p., it follows that these operators act on non-zero spaces, and that $U$ is not a s. u. operator. Therefore there exists a reducing subspace $\mathscr{L}$ of $U$ such that $U \mid \mathcal{E} \cong M_{E}$ for some measurable set $E(m(E)>0)$. Taking into account that $T \sim T_{1} \oplus T_{2} \sim U \oplus T_{2}$, it is enough to prove that $M_{E} \oplus S^{(\alpha)}<M_{E} \oplus T_{2}$, where $\alpha=d_{T^{*}}$.

Let us consider the minimal isometric dilation $W \in \mathscr{L}\left(\Omega_{+}\right)$of the contraction $T_{2} \in \mathscr{L}(\mathfrak{H})$. Since $T_{2} \in C_{\cdot 0}$, it follows that $W$ is a unilateral shift of multiplicity $\alpha=d_{T^{*}}$ (cf. [3, Th. II.1.2 and II.2.1]). Therefore we infer by the proof of Corollary 3 that there exists an injection $Y \in \mathscr{F}\left(M_{E} \oplus W, M_{E} \oplus T_{2}\right)$ such that $\left(Y\left(L^{2}(E) \oplus\{0\}\right)\right)^{-}=$ $=(\operatorname{ran} Y)^{-}=L^{2}(E) \oplus\{0\}$. Let $P$ denote the orthogonal projection of the space $L^{2}(E) \oplus \boldsymbol{\Omega}_{+} \quad$ onto its subspace $\{0\} \oplus \mathfrak{5}$. Then the operator $\quad X=\dot{Y}+P \in$ $\in \mathscr{L}\left(L^{2}(E) \oplus \mathfrak{R}_{+}, L^{2}(E) \oplus \mathfrak{S}\right)$ is obviously a quasi-affinity.

On the other hand, for any vector $f \oplus g \in L^{2}(E) \oplus \mathfrak{\Omega}_{+}$we have

$$
\begin{gathered}
\left(M_{E} \oplus T_{2}\right) X(f \oplus g)=\left(M_{E} \oplus T_{2}\right) Y(f \oplus g)+\left(M_{E} \oplus T_{2}\right) P(f \oplus g)= \\
=Y\left(M_{E} \oplus W\right)(f \oplus g)+\left(0 \oplus T_{2} P g\right)=Y\left(M_{E} \oplus W\right)(f \oplus g)+(0 \oplus P W g)= \\
=X\left(M_{E} \oplus W\right)(f \oplus g)
\end{gathered}
$$

Consequently we obtained that $M_{E} \oplus W<M_{E} \oplus T_{2}$, and so the proof is completed.
By Theorems 7 and 10 it follows immediately:
Corollary 11. If $T \in C_{1 .}, d_{T}<\infty$, is a contraction m. w. a. c. p. and $d_{T^{*}}=\infty$, then we have

$$
T \sim U \oplus S^{(\infty)}
$$

If both defect indices of $T$ are finite, then it is in general not true that $T \sim$ $\sim U \oplus S^{(\alpha)}$, where $\alpha=d_{T^{*}}-d_{T}$. Indeed, contractions $T$ with finite defect indices and
quasi-similar to an isometry $V$, were characterized by P . Y. Wu [2]. We note that if $T \in C_{1}, d_{T}<\infty$ and $T$ is quasi-similar to an isometry $V$, then $V$ is necessarily unitarily equivalent to the operator $U \oplus S^{(\alpha)}$, where $\alpha=d_{T^{*}}-d_{T}$. This follows easily by Theorems 6 and 7.
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# Moment theorems for operators on Hilbert space 

ZOLTÃN SEBESTYÉN

## Introduction

The present note raises and solves moment like problems on the existence of a contraction, a subnormal operator and of a continuous semigroup of contractions, respectively, on a (complex) Hilbert space:
(A) Given a sequence $\left\{h_{n}\right\}_{n \geqq 0}$ of elements of the Hilbert space $H$, under what condition does there exist a contraction or a subnormal operator $T$ on $H$ such that

$$
\begin{equation*}
h_{n}=T^{n} h_{0} \text { holds for } n=1,2, \ldots \tag{1}
\end{equation*}
$$

(B) Given a continuous family $\left\{h_{t}\right\}_{t \geqq 0}$ of elements of the Hilbert space $H$, under what condition does there exist a continuous semigroup $\left\{T_{t}\right\}_{t \geq 0}$ of contractions on $H$ such that

$$
\begin{equation*}
h_{t}=T_{t} h_{0} \text { holds for } t \geqq 0 . \tag{2}
\end{equation*}
$$

The key to the solution (and of the source of these questions) is the theory of unitary and normal dilations.

The author is indepted to Professor B. Sz.-Nagy for his valuable advices, for his personal stimulation.

For normal extension of subnormal operators we refer to Bram [1], Halmos [2] and Sz.-Nagy [3].

## Results

Theorem A. Let $\left\{h_{n}\right\}_{n} \cong_{0}$ be a sequence of elements of the Hilbert space $H$. There exists a contraction $T$ on $H$ satisfying (1) if and only if
(i) $\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} h_{n+n^{\prime}}\right\|^{2} \leqq \sum_{\substack{m \geq n \\ m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{n-n+m^{\prime}}, h_{n^{\prime}}\right)+\sum_{\substack{m<n \\ m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m m^{\prime}}, h_{n-m+n^{\prime}}\right)$
holds for any finite double sequence $\left\{c_{n, n^{\prime}}\right\}_{n \geqq 0, n^{\prime} \supseteq 0}$ of complex numbers.

[^16]Theorem B. Let $\left\{h_{t}\right\}_{t \geq 0}$ be a continuous family of elements of a Hilbert space $H$. There exists a continuous semigroup $\left\{T_{t}\right\}_{t} \geqq_{0}$ of contractions in $H$ satisfying (2) if and only if

$$
\begin{equation*}
\left\|\sum_{t, r^{\prime}} c_{t, t^{\prime}} h_{t+t^{\prime}}\right\|^{2} \leqq \sum_{\substack{s \leq 1 \\ s^{\prime}, t^{\prime}}} c_{s, s^{\prime}} \bar{c}_{t, t^{\prime}}\left(h_{s-t+s^{\prime}}, h_{t^{\prime}}\right)+\sum_{\substack{s \leq 1 \\ s^{\prime}, t^{\prime}}} c_{s, s^{\prime}} \bar{c}_{t, t^{\prime}}\left(h_{s^{\prime}}, h_{t-s+t^{\prime}}\right) \tag{ii}
\end{equation*}
$$

holds for any finite double sequence $\left\{c_{t, t^{\prime}}\right\}_{t \geq 0, t^{\prime} \geq 0}$ of complex numbers.
Theorem C. Let $\left\{h_{n}\right\}_{n} \geqq_{0}$ be a sequence of elements of the Hilbert space $H$ such that
(iii) $\left\{h_{n}\right\}$ spans the space $H$,
(iv) $\left\|h_{n}\right\| \leqq \mathscr{K}^{n}(n=0,1,2, \ldots)$ for some constant $\mathscr{K}$.

There exists a subnormal operator $T$ on $H$ satisfying (1) if and only if there exists a double sequence $\left\{h_{n}^{h^{\prime}}\right\}_{n, n^{\prime} \geq 0}$ of elements of $H$ such that
(v) $h_{n}^{0}=h_{n}$ for $n=0,1,2, \ldots$,
(vi) $\left(h_{n}^{n^{\prime}}, h_{m}\right)=\left(h_{n}, h_{m+n^{\prime}}\right)$ for $m, n, n^{\prime} \geqq 0$, and that

$$
\begin{equation*}
\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} h_{n}^{n^{\prime}}\right\|^{2} \leqq \sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m+n^{\prime}}, h_{m^{\prime}+n}\right) \tag{vii}
\end{equation*}
$$

holds for all finite double sequence $\left\{c_{n, n^{\prime}}\right\}_{n, n^{\prime}-0}$ of complex numbers.

## Necessity

(A) Let $U$ be a unitary dilation of the contraction $T$ on the Hilbert space $K$ containing $H$ such that

$$
\begin{equation*}
P U^{n} h=T^{n} h \quad(h \in H ; n=1,2, \ldots) \tag{3}
\end{equation*}
$$

holds with the orthogonal projection $P$ of $K$ onto $H$. Let further $\left\{c_{n, n^{\prime}}\right\}_{n \geqq 0, n^{\prime} \geqq 0}$ be a finite double sequence of complex numbers. We have then by (1) and (3)

$$
\begin{aligned}
& \left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} h_{n+n^{\prime}}\right\|^{2}=\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} T^{n} h_{n^{\prime}}\right\|^{2}=\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} P U^{n} h_{n^{\prime}}\right\|^{2} \leqq \\
& \leqq\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} U^{n} h_{n^{\prime}}\right\|^{2}=\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(U^{m} h_{m^{\prime}}, U^{n} h_{n^{\prime}}\right)= \\
& =\sum_{\substack{m \geq n \\
m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(U^{m-n} h_{m^{\prime}}, h_{n^{\prime}}\right)+\sum_{\substack{m<n \\
m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m^{\prime}}, U^{n-m} h_{n^{\prime}}\right)= \\
& =\sum_{\substack{m \geq n \\
m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(T^{m-n} h_{m^{\prime}}, h_{n^{\prime}}\right)+\sum_{\substack{m<n \\
m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \overline{\bar{c}}_{n, n^{\prime}}\left(h_{m^{\prime}}, T^{n-i n} h_{n^{\prime}}\right)= \\
& =\sum_{\substack{m \geq n \\
m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m-n+m^{\prime}}, h_{n^{\prime}}\right)+\sum_{\substack{m<n \\
m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m^{\prime}}, h_{n-m+n^{\prime}}\right) .
\end{aligned}
$$

(B) The unitary dilation of a continuous semigroup $\left\{T_{t}\right\}_{t ¥_{0}}$ of contractions is a continuous semigroup $\left\{U_{t}\right\}_{t} \geq_{0}$ of unitaries on the dilations space $K$, such that

$$
\begin{equation*}
P U_{t} h=T_{t} h \quad(h \in H, t \geqq 0) \tag{4}
\end{equation*}
$$

holds, where $P$ is the orthogonal projection of $K$ onto $H$. Assume further $\left\{c_{t, t^{\prime}}\right\}_{t \geq 0, t^{\prime} \geq_{0}}$ is a finite double sequence of complex numbers indexed by nonnegative real numbers. (2) and (4) imply (ii) exactly in the same manner as before.
(C) Suppose $N$ is a normal extension of $T$ acting on a Hilbert space $K$ containing $H$, and such that

$$
\begin{equation*}
P N^{* n^{\prime}} N^{n} h=T^{n^{\prime}} T^{n} h \quad\left(h \in H ; n, n^{\prime} \geqq 0\right) \tag{5}
\end{equation*}
$$

holds with the orthogonal projection $P$ of $K$ onto $H$. Let further

$$
\begin{equation*}
h_{n}^{n^{\prime}}=T^{* n^{\prime}} T^{n} h_{0} \quad\left(n, n^{\prime}=0,1,2, \ldots\right) \tag{6}
\end{equation*}
$$

Assuming (1) we have then $h_{n}^{0}=T^{n} h_{0}=h_{n}$ for $n=0,1,2, \ldots$; and we have by (6) also that

$$
\begin{aligned}
\left(h_{n}^{n^{\prime}}, h_{m}\right) & =\left(T^{* n^{\prime}} T^{n} h_{0}, T^{m} h_{0}\right)=\left(T^{n} h_{0}, T^{m+n^{\prime}} h_{0}\right)= \\
& =\left(h_{n}, h_{m+n^{\prime}}\right) \quad\left(m, n, n^{\prime}=0,1,2, \ldots\right)
\end{aligned}
$$

and, finally, that

$$
\begin{gathered}
\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} h_{n}^{n^{\prime}}\right\|^{2}=\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} T^{* n^{\prime}} T^{n} h_{0}\right\|^{2}=\left\|P \sum_{n, n^{\prime}} c_{n, n^{\prime}} N^{* n^{\prime}} N^{n} h_{0}\right\|^{2} \leqq \\
\leqq\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} N^{* n^{\prime}} N^{n} h_{0}\right\|^{2}=\sum_{m, m^{\prime} n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(N^{m+n^{\prime}} h_{0}, N^{m^{\prime}+n} h_{0}\right)= \\
=\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(T^{m+n^{\prime}} h_{0}, T^{m^{\prime}+n} h_{0}\right)=\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m+n^{\prime}}, h_{m^{\prime}+n}\right)
\end{gathered}
$$

holds for any finite double sequence $\left\{c_{n, n^{\prime}}\right\}_{n, n^{\prime} \Xi_{0}}$ of complex numbers.

## Sufficiency

(A) Let $F_{0}$ be the (complex) linear space of all finite double sequences $\left\{c_{n, n^{\prime}}\right\}_{n \supseteq 0, n^{\prime} \geqq_{0}}$ of complex numbers with the shift operation

$$
U_{0}\left\{c_{n, n^{\prime}}\right\}=\left\{c_{n, n^{\prime}}^{\prime}\right\}, \quad \text { where } \quad c_{n, n^{\prime}}^{\prime}=c_{n-1, n^{\prime}}(n \geqq 1) \quad \text { and } \quad c_{0, n^{\prime}}^{\prime}=0
$$

Let us introduce a semi-inner product in $F_{0}$ (in view of (i)) by

$$
\begin{equation*}
\left\langle\left\{c_{m, m^{\prime}}\right\},\left\{d_{n, n^{\prime}}\right\}\right\rangle=\sum_{\substack{m \geq n \\ m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \partial_{n, n^{\prime}}\left(h_{m-n+m^{\prime}}, h_{n^{\prime}}\right)+\sum_{\substack{m \leq n \\ m^{\prime}, n^{\prime}}} c_{m, m^{\prime}} \bar{d}_{n, n^{\prime}}\left(h_{m^{\prime}}, h_{n-m+n^{\prime}}\right) \tag{7}
\end{equation*}
$$

$U_{0}$ is an isometry with respect to this semi-inner product. Defining

$$
V_{0}\left\{c_{n, n^{\prime}}\right\}=\sum_{n, n^{\prime}} c_{n, n^{\prime}} h_{n+n^{\prime}} \quad \text { for } \quad\left\{c_{n, n^{\prime}}\right\} \in F_{0}
$$

we obtain a contraction $V_{0}$ from $F_{0}$ into $H$.
Let $F$ be the Hilbert space resulting from $F_{0}$ by factoring with respect to the null space of $\langle\cdot, \cdot\rangle$ and by completing. At the same time $U_{0}$ induces an isometry $U$ on $F$ and $V_{0}$ induces a contraction $V$ from $F$ into $H$. In what follows the equivalence class represented by $\left\{c_{n, n^{\prime}}\right\}$ is also denoted shortly by $\left\{c_{n, n^{n}}\right\}$. We show that
(8) $\quad V^{*} h_{k}=\left\{d_{n, n^{\prime}}\right\}$, where $d_{n, n^{\prime}}=\left\{\begin{array}{ll}1 & \text { if } n=0, \\ 0 & \text { otherwise } .\end{array}\right.$ and $n^{\prime}=k \quad(k=0,1, \ldots)$,

To show this let $k \geqq 0,\left\{c_{m, m^{\prime}}\right\} \in F$ so that (7) gives

$$
\left\langle\left\{c_{m, m^{\prime}}\right\}, V^{*} h_{k}\right\rangle=\left\langle V\left\{c_{m, m^{\prime}}\right\}, h_{k}\right\rangle=\sum_{m, m^{\prime}} c_{m, m^{\prime}}\left(h_{m+m^{\prime}}, h_{k}\right)=\left\langle\left\{c_{m, m^{\prime}}\right\},\left\{d_{n, n^{\prime}}\right\}\right\rangle
$$

as desired. Because of (8) we get
$U V^{*} h_{k}=\left\{d_{n, n^{\prime}}\right\}$, where $\quad d_{n, n^{\prime}}= \begin{cases}1 & \text { if } n=1 \quad \text { and } \quad n^{\prime}=k \quad(k=0,1, \ldots), \\ 0 & \text { otherwise. }\end{cases}$
Defining

$$
T=V U V^{*}
$$

we have $T h_{k}=V U V^{*} h_{k}=h_{k+1}$ for all $k=0,1^{*}, \ldots$, but this is actually identical with (1).
(B) Let $F_{0}$ be, similarly as before, the linear space of all double sequences $\left\{c_{s, s}\right\}_{s \geqq 0, s \geqq 0}$ of complex numbers indexed by nonnegative real numbers. Define, for all $t \geqq 0$, by

$$
U_{t}\left\{c_{s, s^{\prime}}\right\}=\left\{c_{s-t, s^{\prime}}\right\} \quad \text { for } \quad\left\{c_{s, s^{\prime}}\right\} \in F_{0}
$$

a shift operation and a semi-inner product (in view of (i)) by

$$
\left\langle\left\{c_{r, r^{\prime}}\right\},\left\{d_{s, s^{\prime}}\right\}\right\rangle=\sum_{\substack{r \geq s \\ r, s}} c_{r, r^{\prime}} J_{s, s^{\prime}}\left(h_{r-s+r^{\prime}}, h_{s^{\prime}}\right)+\sum_{\substack{r \leq s \\ r, s^{\prime}}} c_{r, r^{\prime}} d_{s, s^{\prime}}\left(h_{r^{\prime}}, h_{s-r+s^{\prime}}\right) ;
$$

$\left\{U_{t}\right\}_{t \geq 0}$ is then a continuous semigroup of isometries of the Hilbert space $F$ derived from $F_{0}$ as before. By defining

$$
V\left\{c_{s, s^{\prime}}\right\}=\sum_{s, s^{\prime}} c_{s, s^{\prime}} h_{s+s^{\cdot}} \text { for }\left\{c_{s, s^{\prime}}\right\} \in F_{0}
$$

we get a contraction operator from $F$ into $H$. The proof that $T_{t}=V U_{\mathrm{t}} V^{*}(t \geqq 0)$ is a continuous semigroup of contractions satisfying (2) only needs a slight modification of the argument used above, so we omit it.
(C) Let $\left\{h_{n}^{r^{\prime}}\right\}_{n, n^{\prime} \geq 0}$ be in $H$ such that conditions (iii-iv) are satisfied. Take the (complex) linear space $F_{0}$ of all finite double sequences $\left\{c_{n, r^{n}}\right\}_{n, n^{\prime} \geqq 0}$ of complex numbers with a shift operation

$$
N_{0}\left\{c_{n, n^{\prime}}\right\}=\left\{c_{n, n^{\prime}}^{\prime}\right\} \text {, where } \quad c_{n, n^{\prime}}^{\prime}=c_{n-1, n^{\prime}}(n \geqq 1) \text {, and } \quad c_{0, n^{\prime}}^{\prime}=0 \text {; }
$$ and (in view of (vii)) with a semi-inner product in $F_{0}$ defined by

$$
\begin{equation*}
\left\langle\left\{c_{m, m^{\prime}}\right\},\left\{d_{n, n^{\prime}}\right\}\right\rangle=\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \cdot d_{n, n^{\prime}}\left(h_{m+n^{\prime}}, h_{m^{\prime}+n}\right) . \tag{9}
\end{equation*}
$$

We are going to prove that

$$
\begin{equation*}
\left\|N_{0}\right\| \leqq \mathscr{K} \tag{*}
\end{equation*}
$$

with the same $\mathscr{K}$ as that in (iv). First of all, for any $\left\{c_{n, n}\right\} \in F_{0}$ and $i, j=0,1,2, \ldots$ we define

$$
c_{n, n^{\prime}}^{(i, j)}=\left\{\begin{array}{l}
c_{n-i, n^{\prime}-j}, \quad \text { if } n \geqq i, n^{\prime} \geqq j, \\
0 \quad \text { otherwise. }
\end{array}\right.
$$

Now, by (9) we have

$$
\begin{aligned}
& \left\|\left\{c_{n, n^{\prime}}^{(i, j)}\right\}\right\|^{2}=\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m+n^{\prime}+i+j}, h_{m^{\prime}+n+i+j}\right)= \\
& =\left\langle\left\{c_{\left.n, m^{\prime}, i+j\right)}^{(i+j)}\right\},\left\{c_{n, n^{\prime}}\right\}\right\rangle \leqq\left\|\left\{c_{n, n^{\prime}, j, i+j}^{(i+j)}\right\} \cdot\right\|\left\{c_{n, n^{\prime}}\right\} \| .
\end{aligned}
$$

So by induction we can derive

$$
\left\|\left\{c_{n, n^{\prime}}^{(1,0)}\right\}\right\|^{2^{k+1}} \leqq\left\|\left\{c_{n, n^{2}}^{\left(2^{k}\right)}\right\}\right\| \cdot\left\|\left\{c_{n, n^{\prime}}\right\}\right\|^{1+2+\ldots+2^{k}} \text { for } k=0, \ldots
$$

The definition of $N_{0}$ shows that $N_{0}\left\{c_{n, n^{\prime}}\right\}=\left\{c_{n, n^{\prime}}^{(1,0)}\right\}$ and so the above inequality, (9) and (iv) imply that

$$
\begin{aligned}
& \left\|N_{0}\left\{c_{n, n^{\prime}}\right\}\right\|^{2^{k+1}} \leqq\left\|\left\{c_{n, n^{2}}^{\left(c^{k}, 2^{k}\right)}\right\}\right\| \cdot\left\|\left\{c_{n, n^{\prime}}\right\}\right\|^{1+2+\ldots+2^{k}}= \\
& =\left\{\left.\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m+n^{\prime}+2^{k+1}}, h_{\left.m^{\prime}+n+2^{k+1}\right)}\right\}^{1 / 2}\left\|\left\{c_{n, n^{\prime}}\right\}\right\|\right|^{k+1}-\mathbf{1} \leqq\right. \\
& \leqq\left\{\sum_{m, m^{\prime}, n, n^{\prime}}\left|c_{m, m^{\prime}}\right|\left|\bar{c}_{n, n^{\prime}}\right|\left\|h_{m+n^{\prime}+2^{k+1}}\right\| \cdot\left\|h_{m^{\prime}+n+2^{k+1} \|}\right\|\right\}^{1 / 2} \|\left\{c_{n, n^{\prime}}\right\}| |^{2 k+1 . \ldots 1^{\prime}} \leqq \\
& \leqq\left\|\left\{c_{n, n^{\prime}}\right\}\right\|^{\|^{k+1}-1} \sum_{n, n^{\prime}}\left|c_{n, n^{\prime}}\right| \mathscr{K}^{n+n^{\prime}+2^{k+1}} .
\end{aligned}
$$

This gives

$$
\left\|N_{0}\left\{c_{n, n^{\prime}}\right\}\right\| \leqq\left\|\left\{c_{n, n^{\prime}}\right\}\right\|^{1-2^{-k-1}} \cdot \mathscr{K}\left\{\sum_{n, n^{\prime}}\left|c_{n, n^{\prime}}\right| \mathscr{K}^{n+n^{\prime}}\right\}^{2-k-1} .
$$

Let $k \rightarrow \infty$, so we obtain (*).
Defining

$$
V_{0}\left\{c_{n, n^{\prime}}\right\}=\sum_{n, n^{\prime}} c_{n, n^{\prime}} h_{n}^{n^{\prime}} \quad \text { for } \quad\left\{c_{n, n^{\prime}}\right\} \in F_{0},
$$

(vii) shows that $V_{0}$ is a contraction from $F_{0}$ into $H$. We obtain a Hilbert space $F$ from $F_{0}$ by factoring with respect to the null space of $\langle\cdot, \cdot\rangle$ and then by completing.

At the same time, $V_{0}$ induces a contraction $V$ from $F$ into $H$ and $N_{0}$ induces a bounded linear operator $N$ on $F$.

Finally define the operator

$$
\begin{equation*}
T=V N V^{*} \tag{10}
\end{equation*}
$$

on $H$. We are going to show that this operator is the desired one. First of all, for any $k \geqq 0$

$$
V^{*} h_{k}=\left\{d_{n, n^{\prime}}\right\}, \text { where } d_{n, n^{\prime}}=\left\{\begin{array}{lc}
1, & \text { if } n=k \\
0 & \text { otherwise }
\end{array} \text { and } n^{\prime}=0,\right.
$$

Indeed,

$$
\begin{gathered}
\left\langle\left\{c_{m, m^{\prime}}\right\}, V^{*} h_{k}\right\rangle=\left\langle V\left\{c_{m, m^{\prime}}\right\}, h_{k}\right\rangle=\sum_{m, m^{\prime}} c_{m, m^{\prime}}\left(h_{m}^{m^{\prime}}, h_{k}\right)= \\
=\sum_{m, m^{\prime}} c_{m, m^{\prime}}\left(h_{m}, h_{m^{\prime}+k}\right)=\left\langle\left\{c_{m, m^{\prime}}\right\},\left\{d_{n, n^{\prime}}\right\}\right\rangle
\end{gathered}
$$

Thus

$$
T h_{k}=V N V^{*} h_{k}=V\left\{d_{n-1, n^{\prime}}\right\}=\sum_{n, n^{\prime}} d_{n, n^{\prime}} h_{n+1}^{n^{\prime}}=h_{k+1}^{0}=h_{k+1}
$$

holds for all $k=0,1,2, \ldots$. We have (1) also as was desired. We have only to show that $T$ in (10) is subnormal, that is,

$$
\begin{equation*}
\sum_{m, n}\left(T^{m} g_{n}, T^{n} g_{m}\right) \geqq 0 \tag{11}
\end{equation*}
$$

holds for all finite sequence $\left\{g_{n}\right\}_{n} \cong_{0}$ in $H$. We have (11) for elements of the form $g_{n}=\sum_{n^{\prime}} \bar{c}_{n, n^{\prime}} h_{n^{\prime}}$ (where $\left\{c_{n, n^{\prime}}\right\} \in F$ ) as a consequence of (vii). Indeed,

$$
\begin{gathered}
\sum_{m, n}\left(T^{m} g_{n}, T^{n} g_{m}\right)=\sum_{m, n}\left(\sum_{n^{\prime}} \bar{c}_{n, n^{\prime}} T^{m} h_{n^{\prime}}, \sum_{m^{\prime}} \bar{c}_{m, m^{\prime}} T^{n} h_{m^{\prime}}\right)= \\
=\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(T^{m} h_{n^{\prime}}, T^{n} h_{m^{\prime}}\right)=\sum_{m, m^{\prime}, n, n^{\prime}} c_{m, m^{\prime}} \bar{c}_{n, n^{\prime}}\left(h_{m+n^{\prime}}, h_{m^{\prime}+n}\right) \geqq \\
\geqq\left\|\sum_{n, n^{\prime}} c_{n, n^{\prime}} h_{n}^{n^{\prime}}\right\|^{2} \geqq 0,
\end{gathered}
$$

which implies (11) in general by (iii). The theorem is proved.
Note that the proof of the theorem yields the following
Proposition. Let $\left\{h_{n}^{n^{\prime}}\right\}_{n, n^{\prime} \geqq_{0}}$ be a double sequence in $H$ which spans $H$. There exists a normal operator $T$ on $H$ such that

$$
\begin{equation*}
T^{* n^{\prime}} T^{n} h_{0}^{0}=h_{n}^{n^{\prime}} \quad\left(n, n^{\prime}=0,1,2, \ldots\right) \tag{12}
\end{equation*}
$$

holds if and only if

$$
\begin{equation*}
\left\|h_{n}^{n^{\prime}}\right\| \leqq \mathscr{K}^{n+n^{\prime}} \quad \text { for some constant } \quad \mathscr{K}>0 \quad\left(n, n^{\prime} \geqq 0\right) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(h_{m}^{m^{\prime}}, h_{n}^{n^{\prime}}\right)=\left(h_{m+n^{\prime}}^{0}, h_{m^{\prime}+n}^{0}\right) \quad\left(m, m^{\prime}, n, n^{\prime} \geqq 0\right) \tag{14}
\end{equation*}
$$

Proof. Assume (12), then (13) is trivial and (14) is elementary
$\left(h_{m}^{m^{\prime}}, h_{n}^{n^{\prime}}\right)=\left(T^{* m^{\prime}} T^{m} h_{0}^{0}, T^{* n^{\prime}} T^{n} h_{0}\right)=\left(T^{m+n^{\prime}} h_{0}^{0}, T^{m^{\prime}+n} h_{0}\right)=\left(h_{m+n^{\prime}}^{0}, h_{m^{\prime}+n}^{0}\right)$.
Assume now (13) and (14) and denote $h_{n}^{0}$ by $h_{n}(n=0,1,2, \ldots$ ). We have then ( $v$-vii) with equality in (vii), consequently the operator $V$, appearing in the proof of Theorem C , is a unitary operator from $F$ onto $H$. Simple calculation shows that

$$
\begin{equation*}
N^{*}\left\{c_{n, n^{\prime}}\right\}=\left\{c_{n, n^{\prime}-1}\right\} \quad \text { for } \quad\left\{c_{n, n^{\prime}}\right\} \in F \tag{15}
\end{equation*}
$$

holds which yields $N N^{*}=N^{*} N$, that is, $N$ is a normal operator. Since $V$ is unitary, $T=V N V^{*}$ is normal, too. We have finally to show (12). $T$ satisfies (1), and, by similar argument as in the proof of Theorem C, (15) implies that

$$
V N^{* n^{\prime}} V^{*} h_{n}=h_{n}^{n^{\prime}} .
$$

So we have

$$
T^{* n^{\prime}} T^{n} h_{0}^{0}=\left(V N^{*} V^{*}\right)^{n^{\prime}} h_{n}=V N^{* n^{\prime}} V^{*} h_{n}=h_{n}^{n^{\prime}} \quad \text { for } \quad n, n^{\prime}=0,1, \ldots
$$

The proof is complete.
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#### Abstract

R. E. Edwards, Fourier Series. A Modern Introduction, Vol. 1 (Graduate Texts in Mathematics, 64), xii +224 pages, Springer-Verlag, New York-Heidelberg-Berlin, 1979.

This is the second edition of a book appeared first in 1967. There are numerous minor corrections. In addition, the author made a few substantial changes and supplements to the exposition.

The main aim of this book is to provide an introduction to some aspects of Fourier series and related topics, in which a liberal use is made of modern techniques. It may serve as a useful preparation for Rudin's "Harmonic Analysis on Groups" and for the second volume of Hewitt and Ross' "Abstract Harmonic Analysis".

The emphasis on modern techniques effects not only the type of arguments, but also to a considerable extent the choice of material. Above all, it leads to a minimal treatment of pointwise convergence and summability. The famous treatises by Zygmund and Bary on trigonometric series cover these aspects in great detail. On the other hand, a considerable attention is paid to matters that have not yet received a detailed treatment in a book form. Among such material, there appear comments on capacity, spectral synthesis sets, Helson sets and so forth, as well as remarks on extensions of results to more general groups. Katznelson's book "Introduction to Harmonic Analysis" can be read as a companion text.


The table of contents is the following: 1. Trigonometric series and Fourier series, 2. Group structure and Fourier series, 3. Convolutions of functions, 4. Homomorphisms of convolution algebras, 5. The Dirichlet and Fejér kernels, Cesàro summability, 6. Cesàro summability of Fourier series and its consequences, 7 . Some special series and their applications, 8. Fourier series in $L^{2}, 9$. Positive definite series and Bochner's theorem, 10. Pointwise convergence of Fourier series.

The reader is supposed only to be familiar with Lebesgue integration. What is needed from functional analysis (Baire's category theorem, uniform boundedness principles, the closed graph, open mapping and Hahn-Banach theorems) is dealt with in Appendices A and B. The basic terminology of linear algebra is used, but no result of any depth is assumed.

Each chapter ends with exercises, the more difficult ones being provided with hints to their solutions. The bibliography contains many suggestions for further reading. The treatment is supplemented by a list of Symbols and an Index.

The present volume is an excellent introduction. It is addressed to undergraduate students and warmly recommended to everyone who wants to make a quick acquaintance with Fourier Analysis.

Euclidean Harmonic Analysis, Proceedings of Seminars Held at the University of Maryland, 1979, edited by J. J. Benedetto (Lecture Notes in Mathematics, 779), iv+177 pages, Springer-Verlag, Ber-lin-Heidelberg-New York, 1980.

During the spring semester of 1979 a program in Euclidean harmonic analysis was presented at the University of Maryland. This volume comprises six lecture series of them. The table of contents reads as follows.

1. L. Carleson, SJne analytic problems related to statistical mechanics.

This is addressed to two main problems of classical statistical mechanics: (i) the verification of expected equilibrium thermodynamic properties, and (ii) the validity of the Gibbs theory for dynamical systems.
2. Y. Donar, On spectral synthesis in $\mathbf{R}^{n}, n \geqq 2$.
3. L. Hedberg, $S$ pectral synthesis and stability in $S$ bbolev spaces.

The following problem is discussed in these two lecture series: Let $X$ be a class of distributions with support contained in a fixed subset of $E$ of $\mathbf{R}^{n}$; determine whether or not a given element $\mu \in X$ is the limit in some designated topology of bounded measures contained in $X$. In Domar's case, the Fourier transform of $X$ is a subset of $L^{\infty}\left(\mathbf{R}^{n}\right)$ with the weak* topology. In Hedberg's case, $X$ is a Sobolev space with the norm topology.
4. R. Coifman and Y. Meyer, Fourier analysis of multilinear convolutions, Calderón's theorem, and analysis on Lipschitz curves.
5. R. Coifman, M. Cwikel, R. Rochberg, Y. Sagher and G. Weiss, The complex method for interpolation of operators acting on families of Banach spaces.
6. A. Córdoba, (i) Maximal functions: A problem of A. Zygmund, and (ii) Multipliers of $\mathscr{F}$ ( $L^{P}$ ).

These three lecture series deal with the harmonic analysis of operators of $L^{p}$ spaces. The problems studied have energed mainly from the research of Zygmund, Calderón and Stein. In order to verify various $L^{p}$ estimates for the Hilbert transform and related operators, R. Coifman and Y. Meyer present a range of real and complex methods. Next, G. Weiss, in a joint work with several others, set forth a theory of interpolation, which includes the Riesz-Thorin theorem and Stein's theorem for analytic families of operators. Finally, A. Córdoba solved several specific problems involving a thorough mix of many of the real methods.

The present book gives excellent accounts on the fast-growing development of Euclidean harmonic analysis, which has maintained a vital relationship with several other areas of mathematics for over 150 years. It will certainly sti nulate so ne of the readers to attack the rather difficult problems of this important and fascinating field. We warmly recommend the book to everybody who wants to keep pace with up-to-date developments in Harmonic Analysis.
F. Móricz (Szeged)
T. W. Gamelin, Uniform Algebras and Jensen Measures (London Mathematical Society Lecture Note Series, 32), VIII + 162 pages, Cambridge University Press, Cambridge-London-New YorkMelbourne, 1978.

These notes are based on various courses given by the author. The unifying theme is the notion of subharmonicity with respect to a uniform algebra. Dual to the generalized subharmonic functions are the Jensen measures.

The book consists of nine chapters. Chapter 1 provides an abstract treatment of $R$-measures, including the basic ideas of the Choquet theory. Chapters 2 and 3 show three natural choices for $R$ measures: the representing measures, Arens-Singer measures and Jensen measures.

Chapter 4 is based on some unpublished work of B. Cole, in which an open Riemann surface is constructed for which the corona problem has a negative answer. Chapter 5 introduces and treats various classes of quasi-subharmonic functions, algebras generated by Hartogs series, and the abstract Dirichlet problem for function algebras. The abstract development is applied in Chapter 6 to algebras of analytic functions of several complex variables. The key to applications is a theorem of $\mathbf{H}$. Bremermann asserting that the abstract subharmonic functions essentially coincide with the plurisubharmonic functions.

Chapters 7 and 8 are devoted to the theory of the conjugation operation in the setting of uniform algebras. The M. Riesz and Zygmund inequalities turn out to be valid for Jensen measures, and the constants are the same as those that arise in the case of the disc algebra. On the other hand, they fail to extend to arbitrary representing measures. In Chapter 9 the problem of characterizing the moduli of the functions in $H^{2}(\sigma)$ is considered. The discussion is based on Cole's proof of a theorem of Helson.

Each chapter ends with references. The book is supplemented by a List of notation and an (author and subject) Index.

The presentation is self-contained and unified. Some of the results are published here for the first time. The book may serve as a starting point for research in an area of current interest. It is highly recommended for every graduate student who wishes to continue studies in Abstract Harmonic Analysis or Functional Analysis.
F. Móricz (Szeged)

Herman H. Goldstine, A History of the Calculus of Variations from the 17th through the 19th Century (Studies in the History of Mathematics and Physical Sciences, 5), XVIII +410 pages, SpringerVerlag, New York-Heidelberg-Berlin, 1980.

The beginning of the calculus of variations can perhaps be dated from Fermat's elegant principle of least time, formulated in 1662 to show how a light ray was refracted at the interface between two optical media of different densities. He used the methods of the calculus to minimize the time of passage of a light ray through the two media. (By the way, Greek mathematicians were already aware of isoperimetric problems and their results were preserved for us by Pappus (c. 300 A. D.), but their methods were, of course, geometrical and not analytical).

The author attempts to trace the development of the calculus of variations during the period, in which the foundations of the modern theory were being laid. He chooses the most famous mathematicians of the period in question and concentrates on their major works.

The book is divided into seven chapters, and ends with a rich Bibliography containing about 200 items and a detailed Index.

Chapter 1 is entitled "Fermat, Newton, Leibniz, and the Bernoullis". During the 17th century mathematical notation began to improve quite markedly and the reasonable symbolisms contributed greatly to the development of mathematics. Fermat's work mentioned above seems to be clearly the first real contribution to the field. His method was adapted by John Bernoulli in 1696/97 to solve the brachystochrone problem (from brachystos, shortest, and chronos, time). The first genuine problem of the calculus of variations was formulated and solved by Newton in 1685 . He investigated the motions of bodies moving through a fluid and led up to the general problem of motion in a resisting medium.

Chapters 2 and 3 ("Euler" and "Lagrange and Legendre") present the main achievements in the calculus of variations during the 18 th century. In his book Euler treated 100 special problems and not only solved them but also set up the beginnings of a real general theory. His systematic investigations also served to influence the young Lagrange to seek and find a very elegant apparatus for solving problems. Lagrange explicitly formulated the famous multiplier rule, the so-called Euler-Lagrange
rule, which became a sovereign tool in his hands for discussing analytical mechanics. This new tool caused Euler to name the subject appropriately the calculus of variations. In 1786 Legendre broke new ground by extending the calculus of variations from a study of the first variation to a study of the second variation as well.

Chapter 4 ("Jacobi and His Szhool") is devoted to the works made in the first half of the 19th century. Legendre's analysis was not error-free, but Jacobi in 1836 wrote a remarkable paper on the second variation, in which the root of the matter was recognized. Among other things, he showed that the partial derivatives with respect to each parameter of a family of extremals satisfy the so-called Jacobi differential equation. However, none of Jacobi's results was proved in his paper. As a result a large number of commentaries were published, mainly to establish an elegant result of his on exact differentials. The celebrated Ha nilton-Jacobi equation underlies some of the most profound and elegant results not only of the calculus of variations but also of mechanics, both classical and modern.

In the second half of 19th century two quite different directions were taken. On the one hand, Weierstrass went back to the first principles and not only placed the subject on a rigorous basis using the techniques of complex-variable theory, but discovered the so-called Weierstrass condition, fields of extremals, sufficient conditions for weak and strong minima, etc. On the other hand, Clebsch tentatively and A. Mayer decisively moved on quite another route. They succeeded in establishing the usual conditions for ever more general classes of problems. E.g., Mayer gave an elegant treatment of isoperimetric problems, in which he formulated his well-known reciprocity theorem. Details of their researches are presented in Chapter 5 ("Weierstrass") and Chapter 6 ("Clebsch, Mayer, and Others").

At the international mathematical congress of 1900 Hilbert gave a beautiful discussion of the calculus of variations. His greatest contributions were perhaps the discovery of his invariant integral together with the results that stem from it, the perception of the second variation as a quadratic functional with a complete set of eigenvalues and eigenfunctions, and his examination of existence theorems. Osgood, Bolza, Kneser, Carathéodory, etc., were also outstanding mathematicians at the turn of the century, whose major results are contained in Chapter 7 entitled "Hilbert, Kneser, and Others". Upon this point the present volume ends.

The above listing of the contents could hardly give a right impression of the richness of the book. It is written with a brilliant style and the text is illuminated by 66 illustrations. The book will certainly be a very instructive and profitable reading for everyone interested in the Calculus of Variations.

> F. Móricz (Szeged)
G. Iooss and D. D. Joseph, Elementary stability and bifurcation theory (Undergraduate Texts in Mathematics), XV + 286 pages, Springer-Verlag, New York-Heidelberg-Berlin, 1980.

The nonlinear differential equations governing evolution problems generally contain some parameters. Therefore, the equilibrium solutions of such an equation depend on these parameters. Bifurcating sulutions are equilibrium solutions which form intersecting branches in a suitable space of functions. One of the central problems in bifurcation theory is: how do stability properties of equilibrium solutions change at bifurcation points?

The book is a very good text for teaching the principles of bifurcation. It gives a general theory abstracted from the detailed theory required for particular applications, and providing the reader with a "skeleton on which detailed structures of the applications must rest."

The following types of equilibrium are treated: steady solutions of autonomous problems, periodic solutions of nonautonomous problems, periodic solutions of steady problems, subharmonic solutions of periodic problems, subharmonic bifurcating solutions of periodic solutions of autonomous problems. Bifurcation of periodic solutions of autonomous and nonautonomous problems into "asymptotically quasi-periodic" solution is considered as well.

The book follows the simplest way of teaching the subject, starting with the analysis of one and two-dimensional problems and later demonstrating how the lower-dimensional problems relate to high-dimensional problems. Instead of the Center Manifold Theorem, the Implicit Function Theorem and the Fredholm Alternative are used for the computation of power series solutions and for the determination of qualitative properties of the bifurcating solutions.

Owing to its simplicity and generality, the book should be very useful to persons working in fields as diverse as biology, chemistry, engeneering, mathematics, and physics.
L. Hatvani (Szeged)
J. E. Marsden and M. McCracken, The Hopf bifurcation and its applications (Applied Mathematical Sciences, 19), XIII+408 pages, Springer-Verlag, New York-Heidelberg-Berlin, 1976.

The Hopf bifurcation occurs in connection with dynamical systems containing some parameters and refers to the development of periodic orbits ("self-oscillations") from a stable fixed point, as a parameter crosses a critical value. This phenomenon can be illustrated by the following example. A rigid, hollow sphere with a small ball inside hangs from the ceiling and rotates about a vertical axis through its center. For small rotation frequences the bottom of the sphere is a stable point. But if the frequency exceeds a critical value then this equilibrium becomes unstable, the ball moves up the side of the sphere to a new fixed point. For each value of the frequency greater than the critical one there is a stable, invariant circle of fixed points.

The applications necessitate examination of Hopf bifurcation for vector fields and diffeomorphisms given on manifolds. The book originated at a seminar given in Berkeley in 1973-74 and contains contributions of many authors. It offers an excellent discussion of the theoretical results and applications of this topic. The basic tool is the "Center Manifold Theorem" which enables the infinitedimensional problems to be reduced to finite dimensional ones. The authors give a survey on the necessary preliminaries from functional analysis, thus their book is readable for a wide circle of readers interested in this theory and its applications.

The book treats not only the new directions of research but also the classical results. For example, a translation of Hopf's original and generally unavailable paper is included. In Hopf's original approach, the determination of the stability of the resulting periodic orbits is, in concrete problems, an unpleasant calculation. The authors give explicit algorithms for this calculation which are easy to apply in examples. The method of averaging also is used for reducing the problem and establishing stability properties.

Chapters are devoted to partial differential equations, where the key assumption is that the semi-flow defined by the equations is smooth in all variables for $t>0$.

The importance of bifurcation theory is in its very close connections with applications. The reader can find interesting problems arising in fluid dynamics, population dynamics, celluar biology etc.

To sum up, we can warmly recommend this book for mathematicians, users of mathematics as well as science students.

> L. Hatvani-J. Terjéki (Szeged)
R.O. Wells, Differential Analysis on Complex Manifolds (Graduate Texts in Mathematics, 65), x +260 pages, Springer-Verlag, New York-Heidelberg-Berlin, 1979.

This book is the second edition of a succesful work which was first published by Prentice-Hall, Inc. (1973). The main program of the author is to give a very elegant development of Hodge's theory of harmonic integrals and Kodaira's characterization of projective algebraic manifolds.

The first four chapters discuss four somewhat different areas of mathematics.
Firstly differentiable manifolds and vector bundles are studied. Besides summarizing some of the basic definitions and results, this chapter contains some nontrivial embedding theorems, the continuous and $C^{\infty}$ classification of vector bundles. Almost-complex structures and calculus of differentiable forms are also introduced.

Roughly speaking, sheaf theory gives techniques for passage from local information to global information. This theory is desribed in chapter 2.

Chapter 3 is an exposition of the basic ideas of Hermitian differential geometry with applications to Chern classes and holomorphic line bundles. The general theory of elliptic differential operators on compact differentiable manifolds can be found in the following chapter. The decomposition theorem of Hodge is proved here, asserting that for a self-adjoint differential operator the vector space of the sections is the orthogonal direct sum of the finite-dimensional null space and of the range of the operator. The Hodge's representation of the de Rahm cohomology by harmonic forms is also described.

The following chapter 5 is a main chapter of the book. Compact complex manifolds are studied here with the application of the previous discussions. Many basic theorems of this field are proved, for example the Lefschetz decomposition theorem, the Hodge decomposition theorem, Hodge's generalization of the Riemannian period relations for integrals of harmonic forms on Kähler manifolds, the Kadaira-Spencer upper semicontinuity theorem, etc. This chapter contains also a new section in addition to the first edition of the book. This is the classical finite dimensional representation theory for $s l(2 C)$ which is then used for giving a natural proof of the Lefschetz decomposition theorem.

In the last chapter the famous Kodaire Embedding Theorem is proved, which asserts that a compact complex manifold admits an algebraic embedding into a complex projective space iff it is a Hodge manifold.

The book should be suitable for a graduate level course on the general topic of complex manifolds. The text is relatively self-contained but assumes familiarity with the usual first year graduate courses.
Z. I. Szabó (Szeged)
H. Werner und R. Schaback, Praktische Mathematik II (Methoden der Analysis), Hochschultext; Zweite, neubearbeitete und erweiterte Auflage, VIII + 388 pages, Springer-Verlag, Berlin-Heidelberg-New York, 1979.

The aim of this textbook is to provide a rigorous background of certain results widely used in Numerical Analysis. The treatment is self-contained, it requires the knowledge of calculus only.

The present volume consists of four chapters. Chapter 1 treats the theory of interpolation, involving multiple dimensional interpolation and fast Fourier transform. Chapter 2 is devoted to approximation theory, among others, to the Remes algorithm, the Fourier and Cebyšev expansions of continuous functions. Chapter 3 begins with spline functions, including cubic splines, $\mathbf{B}$-splines etc. These results are then applied to the problem of representation of linear functionals, in particular, to numerical differentiation and integration. Chapter 4 deals with numerical methods for the initial value problem of ordinary differential equations. Both one-step methods, especially the classical Runge-Kutta methods, and predictor-corrector methods are presented in details. The notions of consistency, stability and convergence of a method plays central role in the treatment. This chapter ends with the presentation of stability theorems of Dahlquist.

Throughout the text there are various examples and figures (altogether 36) illuminating the material presented, and giving hints to further results found in the literature. The orientation of the reader is helped by a notational index as well as an author and subject index. Among the references one finds references to more than 40 textbooks.

The material presented in this well-readable book belongs to the main body of up-to-date Nu merical Analysis. It will certainly be useful as a textbook for both science and engineering undergraduate students.

> F. Móricz (Szeged)
A. Weron (ed.), Probability on Vector Spaces II, Proceedings, Błazejewko, Poland, 1979. (Lecture Notes in Mathematics, 628), XIII + 324 pages, Springer-Verlag, Berlin-Heidelberg-New York, 1980.

From the editor's foreword: "This volume contains 30 contributions - the written and often extended versions of most lectures given at the Conference. A great majority of papers present new results in the field and the rest are expository in nature. The material in this volume complements the material in the earliner volume Probability Theory on Vector Spaces, Proceedings Lecture Notes in Math. vol. 656, 1978, Springer-Verlag".

Lajos Horváth (Szeged)

George W. Whitehead, Elements of Homotopy Theory (Graduate Texts in Mathematics, 61), XXI + 744 pages, Springer-Verlag, New York-Heidelberg-Berlin, 1979.

Homotopy theory is one of the most essential field of topology, which had its inception in the work of L. E. J. Brouwer. The book is concerned with the basic ideas and results of this theory in a modern treatment.

The fundamental notions and problems of the theory such as homotopy classes of mappings, fibrations, CW-complexes, the $H$ - and $H^{\prime}$-spaces, the Hurewitz map of homotopy group into homology group etc. are introduced in the first four chapters. The Hurewitz theorem is also proved, asserting that the Hurewitz homomorphism is an isomorphism if the basic space is ( $n-1$ )-connected.

The fifth chapter is devoted to the study of CW-approximations of spaces and of the extension problem of maps from a relative CW-complex onto the CW-complex. In the following chapter a new homology group is introduced, with the help of which results parallel to those of obstruction theory can then be proved.

The relationships among the homotopy groups of spaces arising from a fibration are expressed by an exact sequence. But the behaviour of the homology groups is much more complicated, and this can be examined only in certain cases. These problems are discussed in chapter 7, while the following chapter is devoted to the study of several cohomology operations.

For a 0 -connected space $X$ and positive integer $N$, one can embed $X$ in a space $X^{N}$ such that $\left(X^{N}, X\right)$ is a $(N+1)$-connected relative CW-complex with $\pi_{q}\left(X^{N}\right)=0$ for all $q>N$. The space $X^{N+1}$ can be constructed from $X^{N}$ with the help of a certain cohomology class $k^{N+1} \in H^{N+2}\left(X^{N}, \pi_{N+1}(X)\right)$, and $X$ is determined up to weak homotopy type by the so-called Postnikov system $\left\{X^{N}, k^{N+2}\right\}$ of $X$. In Chapter 9 the Postnikov systems are used to give an alternative treatment of obstruction theory for maps into $X$.

In the last three chapters the author turns to the detailed study of $H$-spaces, homotopy operations and homology theories without the dimension axiom.

The book is a very careful and clear work. It is a very good introduction to the field, at the same time it can be considered as a high level survey of the subject. It is assumed that the reader is familar with fundamental group theory and singular homology theory, including the universal coefficients and Künneth theorems.
Z.I. Szabó (Szeged)
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