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## A survey of grammar forms - 1977*

By S. Ginsburg

## Introduction

In [3] the notion of a grammar form was abstracted to consider the situation when a master grammar ${ }^{1}$ is given and one wishes to discuss grammars which "look
like" the master one. Since then, research into grammar forms has continued at a rapid pace. ${ }^{2}$ Moreover, other researchers have picked up on the form notion and have written extensively on $L$-forms (grammar forms applied to $L$-systems), e.g. [L1-L10]. In the present talk, I shall restrict myself almost entirely to grammar forms, and give a brief overview of those portions with which I am most familiar.

Throughout, I assume a general knowledge of language theory.

## §1. Preliminaries

By way of motivation for "looks like" in grammar forms, consider the three context-free rules:
(1) $\xi \rightarrow a_{1} \alpha a_{2} \beta$,
(2) $\xi^{\prime} \rightarrow w_{1} \alpha^{\prime} w_{2} \beta^{\prime}$, and
(3) $\xi^{\prime} \rightarrow w_{1} \alpha^{\prime} w_{2} \beta^{\prime} w_{3}$,
where the Greek letters are nonterminals, the $a_{i}$ are terminal symbols, and the $w_{j}$ are terminal words. From an intuitive point of view, would you agree that rule 2 looks like rule 1 (because the primed nonterminals correspond to the unprimed

[^0]nonterminals, and the terminal words correspond to the terminal symbols)? Would you also agree that (3) does not look like (1) (because while $\beta^{\prime}$ corresponds to $\beta$, $w_{3}$ does not correspond to anything to the right of $\beta$ )? If your answers were yes to both questions, then you should have no difficulty in agreeing with the reasonableness of the abstraction of when one grammar looks like another.

We now formalize our ideas.
Definition. A grammar form is a grammar ${ }^{3} \quad G=(V, \Sigma, P, \sigma)$, together with underlying infinite alphabets $V_{\infty}$ and $\Sigma_{\infty}$, such that $\Sigma_{\infty} \subseteq V_{\infty}, V_{\infty}-\Sigma_{\infty}$ is infinite, $\Sigma \subseteq \Sigma_{\infty}$, and $V-\Sigma \sqsubseteq V_{\infty}-\Sigma_{\infty}$.

The underlying alphabets $V_{\infty}$ and $\Sigma_{\infty}$ will always be understood. Hence we shall usually omit them and identify a grammar form with a grammar. The term "grammar form" will be employed when we wish to emphasize that the grammar $G$ is conceived as a master grammar for describing a family of grammars, each of which looks like $G$. The term "grammar" will be used to indicate that the grammar $G$ is to be considered primarily as a device generating a set of strings, i.e., generating a language.

We now specify when one grammar is to "look like" another. The mechanism for accomplishing this is an "interpretation".

Definition. An interpretation of a grammar form $G=(V, \Sigma, P, \sigma)$ is a 5-tuple $I=\left(\mu, V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$, where $\mu$ is a substitution on $V^{*}$ satisfying
(1) $\mu(a)$ is a finite subset of $\Sigma_{\infty}^{*}$ for each element $a$ in $\Sigma, \mu(\xi)$ is a finite subset of $V_{\infty}-\Sigma_{\infty}$ for each $\xi$ in $V-\Sigma$, and $\mu(\alpha) \cap \mu(\beta)=\emptyset$ for all $\alpha \neq \beta$ in $V-\Sigma$.
(2) $P_{I} \subseteq \bigcup_{\pi \text { in } P} \mu(\pi)$, where $\mu(\xi \rightarrow w)=\{\alpha \rightarrow y / \alpha$ in $\mu(\xi), y$ in $\mu(w)\}$.
(3) $S_{I}$ is in $\mu(\sigma)$.
(4) $V_{I}\left(\Sigma_{I}\right)$ contains the set of all symbols (terminals) occurring in the rules of $P_{I}$.
$G_{I}=\left(V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$ is called the grammar of the interpretation.
The grammar $G_{I}$ is context free and is supposed to look like the master grammar $G$. The substitution $\mu$ indicates what symbols in the original grammar can be replaced by what strings, i.e., which words look like what symbols. In particular, terminals are to be replaced by strings of terminals, but nonterminals are only to be replaced by nonterminals. The condition $\mu(\alpha) \cap \mu(\beta)=\emptyset$ for all $\alpha \neq \beta$ in $V-\Sigma$ means that replacement of distinct variables must be by distinct variables. Condition 2 asserts that each rule in $P_{I}$ must resemble some rule in $P$. Note that we do not require all rules looking like those in $P$ to appear in $G_{I}$. Condition 3 merely says that the start variables must correspond. Condition 4 is strictly technical and asserts that the terminals in $G_{I}$ come from the universal variable alphabet $V_{\infty}-\Sigma_{\infty}$.

Notation. For each grammar form $G$ let $\mathscr{G}(G)=\left\{G_{I} / I\right.$ an interpretation of $\left.G\right\}$ and let $\mathscr{L}(G)=\left\{L\left(G_{I}\right) / G_{I}\right.$ in $\left.\mathscr{G}(G)\right\} . \mathscr{L}(G)$ is called the grammatical family of $G$.

Thus the grammar form $G$ acts as a master grammar for all grammars in $\mathscr{G}(G)$.

[^1]We now illustrate the above concepts with some specific grammar forms $G$. The resulting $\mathscr{G}(G)$ and $\mathscr{L}(G)$ will turn out to be well-known families of grammars and languages.

Examples. (a) Let $G=(\{\sigma, a\},\{a\}, P, \sigma)$, where $P=\{\sigma \rightarrow a \sigma, \sigma \rightarrow a\}$. Each rule resembling $\sigma \rightarrow a \sigma$ is of the kind $\xi \rightarrow w v$, where $\xi, v$ are variables and $w$ is a terminal word. The rule $\sigma \rightarrow a$ gives rise to rules $\xi \rightarrow w$, where $w$ is a terminal word. Then $\mathscr{G}(G)$ is the family of all right-linear grammars and $\mathscr{L}(G)$ is the family of regular sets.
(b) Let $G=(\{\sigma, a, b, c\}, \quad\{a, b, c\}, P, \sigma)$, with $P=\{\sigma \rightarrow a \sigma b, \sigma \rightarrow c\}$. Then $\mathscr{G}(G)$ is the family of all linear grammars and $\mathscr{L}(G)$ is the family of all languages.
(c) Let $G=(\{\sigma, a\},\{a\}, P, \sigma)$, with $P=\{\sigma \rightarrow \sigma \sigma, \sigma \rightarrow a\}$. Then $\mathscr{G}(G)$ is the family of all grammar in Chomsky binary normal type and $\mathscr{L}(G)$ is the family of all context-free languages.

Results involving just $\mathscr{G}(G)$ or relations between grammars, such as "is an interpretation of", may be viewed as grammar theory. Results concerned with grammatical families may be either grammar theory or language theory, depending on the emphasis.

Finally we have:
Definition. Grammar forms $G_{1}$ and $G_{2}$ are said to be strongly equivalent if $\mathscr{G}\left(G_{1}\right)=\mathscr{G}\left(G_{2}\right)$, and (weakly) equivalent if $\mathscr{L}\left(G_{1}\right)=\mathscr{L}\left(G_{2}\right)$.

Thus strong equivalence is a grammar concept, while equivalence may be either a grammar or language concept.

The notion of interpretation given above is the most general that has been seriously considered. On the other hand, there are numerous restrictions on interpretations, leading to such kinds as nondecreasing, ${ }^{4}$ length preserving, ${ }^{5}$ strict, ${ }^{6}$ etc. For each such kind of interpretation $x$, one may speak of strong $x$-equivalence and (weak) x-equivalence, meaning that $\mathscr{G}_{x}\left(G_{1}\right)=\mathscr{G}_{x}\left(G_{2}\right)$ and $\mathscr{L}_{x}\left(G_{1}\right)=\mathscr{L}_{x}\left(G_{2}\right)$, respectively, $\mathscr{G}_{x}\left(G_{1}\right)$ being the family of grammars obtained from $x$-interpretations of $G_{1}$ and $\mathscr{L}_{x}\left(G_{1}\right)$ being the family of languages $\left\{L(G) / G\right.$ in $\left.\mathscr{G}_{x}\left(G_{1}\right)\right\}$.

In presenting our survey of grammar form theory, we shall divide the results into five categories. These are grammar, language, decidability, complexity, and applications. As will be noted, some of the results fit into more than one category. In view of the nonmathematical nature of the applications and the mathematical nature of this audience, I shall not report on applications.

## § 2. Grammar theory

The results here are essentially of two kinds. The first involves the notion of "is an interpretation of", while the second concerns normalization theorems, i.e., results such as: For each grammar form with properties $A, B, \ldots$ there exists an equivalent grammar form with properties $P, Q, \ldots$

In [3] it was shown that the relation "is an interpretation of" is transitive. In [10] it was proved that modulo strong equivalence, all grammar forms under "is an

[^2]interpretation of" form a distributive lattice. Indeed, the existence of a $\cdot \mathrm{glb}$ for two grammar forms has an interesting restatement as: For all grammar forms $G_{1}$ and $G_{2}$, there exists a grammar form $G_{3}$ such that $\mathscr{G}\left(G_{1}\right) \cap \mathscr{G}\left(G_{2}\right)=\mathscr{G}\left(G_{3}\right)$. In [11], a new operator $Q$ on a grammar form $G$ is defined, yielding a family of grammars. Specifically, $Q(G)=\left\{G_{I} / I\right.$ a quasi-interpretation of $\left.G\right\}$, where a quasi-interpretation of a grammar form $G=(V, \Sigma, P, \sigma)$ is a 5 -tuple $I=\left(\mu, V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$ satisfying
(i) $\mu$ is a substitution on $V^{*}$ such that $\mu(a)$ is a finite subset of $\Sigma_{\infty}^{*}$ for each element $a$ in $\Sigma$ and $\mu(\xi)$ is a finite subset of $V_{\infty}-\Sigma_{\infty}$ for each $\zeta$ in $V-\Sigma$;
(ii) $P_{I}=\mu(P)$;
(iii) $S_{I}$ is in $\mu(\sigma)$; and
(iv) $G_{I}=\left(V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$ is a grammar for which $V_{I}\left(\Sigma_{I}\right)$ contains each symbol (terminal) occurring in $P_{I}$.
Two results [11] involving $Q(G)$ are: For each grammar form $G, \mathscr{G} Q(G)=$ $=Q \mathscr{G}(G)$, and the collection of all families $\mathscr{G}\left(G^{\prime}\right), G^{\prime}$ in $Q(G)$, is finite.

An outstanding open question is the following: Let $G$ be a grammar form and $\mathscr{L} \subseteq \mathscr{L}(G)$ a grammatical family. Is $\mathscr{L}$ in the class $\left\{\mathscr{L}\left(G_{I}\right) / I\right.$ an interpretation of $\left.G\right\}$ ? In other words, do all interpretation grammars of $G$, when viewed as grammar forms, yield all grammatical subfamilies of $\mathscr{L}(G)$ ? Analogous questions hold if interpretation is replaced by $x$-interpretation, $\dot{x}$ some "reasonable" kind of interpretation.

An open topic suggested by the $Q$ operator is the following: Find different operators $\mathscr{U}$ on grammar forms $G$ so that
(i) $\mathscr{U}(G)$ is a family of grammars, and
(ii) $\mathscr{U}$ has nice properties vis-a-vis operators already specified, e.g., with $\mathscr{G}$ and $Q$.
Onc would hope that there are a whole host of different operators yielding a variety of new relations and insights. Of special interest would be operators suggested by well-known transformations of grammars in, say compiler theory.

Turning to normalization results we have the following, proved in [3]: Each grammar form has an equivalent, completely reduced ${ }^{7}$ sequential grammar form.

Indeed, one might think of a large class of normalization problems thusly: Let $P$ be a property about grammars, e.g., unambiguity. Find grammar forms $G$ with the property: There exists a grammar form $G^{\prime}$ so that $\mathscr{L}(G)=\left\{L\left(G_{I}\right) / G_{I}\right.$ in $\mathscr{G}\left(G^{\prime}\right), G_{I}$ has property $P\}$.

There are many variations to the above stated canonical type problem. Consider this result [7]. If $G$ is an unambiguous grammar form, then $\mathscr{L}_{\text {strict }}(G)=$ $=\left\{L\left(G_{I}\right) / G_{I}\right.$ in $\mathscr{G}_{\text {strict }}(G), G_{I}$ unambiguous $\}$. Thus, there are "sufficiently many" unambiguous strict interpretations of an unambiguous grammar form to yield all strict interpretation languages.

Finally, in [14] various kinds, $x$, of interpretations of a form are studied from the viewpoint of conflict freeness (as used in compiling). For example, let $G=(V, \Sigma, P, \sigma)$ be a grammar form with the property that for each variable $\xi$ there is a non $\varepsilon$ terminal word $w$ such that $\stackrel{{ }^{+}}{\Rightarrow} w$. Then the following three conditions occur simultaneously:
(1) $\mathscr{G}(G)$ is conflict free (i.e., each grammar in $\mathscr{G}(G)$ is conflict free).

[^3](2) $\mathscr{G}_{\text {nondecreasing }}(G)$ is conflict free.
(3) $G$ is separated (that is, for each rule $\xi \rightarrow w$ in $P, w$ is in $\left.(V-\Sigma)^{*} \cup \Sigma^{*}\right)$ and whenever a rule $\xi \rightarrow \gamma$ is in $P$, with $\gamma$ in $(V-\Sigma)^{+}$, then $\gamma$ is in $V-\Sigma$.
Given a grammar form $G, \mathscr{G}_{\text {strict }}(G)$ is conflict free if and only if $G$ is conflict free. Characterization results are presented on a grammar form in order for it to have a strongly ( $x-$ ) equivalent conflict free grammar form, where $x$ is strict, length preserving, and nondecreasing, respectively. It is also shown that every grammar form has an equivalent conflict free grammar form.

## § 3. Language theory

We now review some language theory results. Since language theory itself is so vast, this section could easily dominate all the others. In addition, it is very easy, considering our experience, to phrase innumerable questions about grammar forms which have a language theory flavor. While one cannot stop "progress", I personally believe it is not in the best interests of grammar form theory to exploit grammar forms for the purpose of language interests. The real aim of grammar form theory should be to develop new ideas, insights, questions, etc. about grammar concepts.

In $\S 1$, examples were given to show that the regular sets, the linear languages, and the context-free languages are grammatical families. In [3], characterizations on $G$ were given in order that $\mathscr{L}(G)$ be
(1) $\mathscr{R}$, the family of regular sets,
(2) $\mathscr{L}_{\text {lin }}$, the family of linear languages, and
(3) $\mathscr{L}_{C F}$ the family of context free languages.

For (3), the if and only if is quite interesting, namely that $G$ be an expansive grammar in the classical language theory sense. From this it follows that each grammatical family $\mathscr{L}(G) \neq \mathscr{L}_{C F}$ contains only derivation bounded languages. Thus, the one-counter languages are not a grammatical family. This might explain why no "simple" type of context-free-like grammar is around to describe these languages.

Whenever one has a family of languages, it makes sense to investigate its closure properties. For grammar forms we have the surprising result [3] that if $G$ is nontrivial, i.e., $L(G)$ is infinite, then $\mathscr{L}(G)$ is a full principal semi-AFL. The converse, of course, is not true. As mentioned above, the one-counter languages are not a grammatical family. Neither is the full principal semi-AFL generated by $\left\{a^{n} b^{n} / n \geqq 1\right\}$. In connection with the above semi-AFL result there is a cluster of open questions concerning grammars $G$ such that $L(G)$ is a full generator for $\mathscr{L}(G)$. For example, what are some necessary and sufficient conditions on $G$, or what are just some useful sufficient conditions? The reader is cautioned to be careful. There are many pitfalls. My favorite is this: $G=(\{\sigma, a, b\},\{a, b\},\{\sigma \rightarrow a \sigma b, \sigma \rightarrow a b\}, \sigma)$ is a form for which $\mathscr{L}(G)=\mathscr{L}_{\text {lin }}$. On the other hand, $L(G)=\left\{a^{n} b^{n} / n \geqq 1\right\}$, which is not a full generator for $\mathscr{L}_{\text {lin }}$.

One of the major operations in language theory is that of substitution. It is thus natural to try to define the substitution of one grammar form into another. This can be done as follows: For grammar forms $G$ and $G^{\prime}$, let Sûb ( $G, G^{\prime}$ ) be the form obtained by substituting the start variable of $G^{\prime}$ for every occurrence of a terminal in the productions of $G^{\prime}$. This yields [13] the obvious result desired, namely, if
$G$ is nontrivial then for every grammar form${ }^{8} G^{\prime}, \mathscr{L}\left(\operatorname{Sûb}\left(G, G^{\prime}\right)\right)=\operatorname{Sûb}\left(\mathscr{L}(G), \mathscr{L}\left(G^{\prime}\right)\right)$. Now it is known that if $\mathscr{L}$ is a full semi-AFL, then $\operatorname{Sûb}(\mathscr{R}, \mathscr{L})$ is a full AFL. Since the grammar form with rules $\sigma \rightarrow a \sigma, \sigma \rightarrow a$ yields $\mathscr{R}$, it follows that for each grammar form $G^{\prime}=\left(V^{\prime}, \Sigma^{\prime}, P^{\prime}, \sigma^{\prime}\right)$, the form $\operatorname{Sûb}\left(G, G^{\prime}\right)=\left(V^{\prime \prime}, \Sigma^{\prime}, P^{\prime \prime}, \sigma^{\prime}\right)$ where $P^{\prime \prime}=P^{\prime} \cup$ $\cup\left\{\sigma \rightarrow \sigma^{\prime} \sigma, \sigma \rightarrow \sigma^{\prime}\right\}$ yields the full AFL generated by $\mathscr{L}\left(G^{\prime}\right)$.

Earlier, we noted that for each nontrivial grammar form $G, \mathscr{L}(G)$ is a full principal semi-AFL. It remains an open problem to characterize "internally" those full semi-AFL which are grammatical families. However, we can given "external" characterizations of such semi-AFL. These characterizations are similar in spirit to the Kleene theorem for regular sets, in that they describe the collection of almost all grammatical families in terms of a few elementary ones and composition under some basic operations. We elaborate. For sets $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ of languages, let

$$
\mathscr{L}_{1} \vee \mathscr{L}_{2}=\left\{L_{1} \cup L_{2} / L_{1} \text { in } \mathscr{L}_{1}, L_{2} \text { in } \mathscr{L}_{2}\right\}
$$

and

$$
\mathscr{L}_{1} \odot \mathscr{L}_{2}=\left\{\bigcup_{i=1}^{k} L_{1 i} L_{2 i} / k \geqq 1 \text {, each } L_{1 i} \text { in } \mathscr{L}_{1}, \text { each } L_{2 i} \text { in } \mathscr{L}_{2}\right\} .
$$

Let $\hat{\mathscr{F}}$ be the full AFL operator, i.e., for each family $\mathscr{L}$ of languages let $\hat{\mathscr{F}}(\mathscr{L})$ be the smallest full AFL containing $\mathscr{L}$. Finally, for all sets $\mathscr{L}_{a}, \mathscr{L}_{b}, \mathscr{L}_{c}$ of languages, let $\mathscr{T}\left(\mathscr{L}_{a}, \mathscr{L}_{b}, \mathscr{L}_{c}\right)=\left\{\tau(L) / L=L(G), \quad G=\left(V_{1}, A \cup B \cup C, P, \sigma\right)\right.$ is a split linear grammar, ${ }^{9} \tau$ is a substitution on $(A \cup B \cup C)^{*}$ such that $\tau(x)$ is in $\mathscr{L}_{a}$ if $x$ is in $A$, $\tau(x)$ is in $\mathscr{\mathscr { L }}_{b}$ if $x$ is in $B$, and $\tau(x)$ is in $\mathscr{L}_{c}$ if $x$ is in $\left.C\right\}$. There are two characterization results about the grammatical families [4]. The first is: The collection of all grammatical families not $\{0\}$ and not $\mathscr{L}_{C F}$ is the smallest collection of sets of languages containing $\mathscr{L}_{\varepsilon}=\{\{\varepsilon\}\}$ and $\mathscr{L}_{\text {fin }}=\{$ all finite languages $\}$ and closed under $\vee, \odot$, and $\mathscr{T}$. The second is: The collection of all nontrivial grammatical families not $\mathscr{L}_{C F}$ is the smallest collection of sets of languages containing $\mathscr{R}$ and closed under $\vee, \odot, \mathscr{T}$, and $\hat{\mathscr{F}}$.

At the beginning of this section it was mentioned that each grammatical family not $\mathscr{L}_{C F}$ is a family of derivation bounded languages. As any language theorist knows, there is a close analogy between derivation bounded languages and nonterminal bounded languages. Question - are the nonterminal bounded languages lurking in the grammarform bushes? Answer - yes, if you look for them. Let us call a grammar form $G=(V, \Sigma, P, \sigma)$ sequentially ultralinear if
(i) it is sequential, and
(ii) whenever $\xi \rightarrow \alpha \xi \beta$ is in $P, \alpha$ and $\beta$ in $V^{*}$, then $\alpha \beta$ is in $\Sigma^{*}$.

Call a grammatical family ultralinear if it is generated by some sequentially ultralinear grammar form. The following result has been established [6]. The three statements:

[^4](a) $\mathscr{L}$ is a nontrivial ultralinear grammatical family;
(b) $\mathscr{L}$ is a nontrivial grammatical family of nonterminal bounded languages; and
(c) $\mathscr{L}$ can be built up from $\mathscr{R}$ by a finite sequence of applications of $\odot, V$, and [], where $[\mathscr{L}]=\mathscr{T}(\mathscr{R}, \mathscr{L}, \mathscr{R})$;
are equivalent. Thus, a relatively simple class of grammar forms gives rise to a rather natural class of families of languages.

A rather popular topic in language theory is that of control sets. In [16, 17] Greibach has presented a number of results in which control sets play a leading role. The following is a sample. Let $G$ be a nontrivial left derivation bounded grammar form with left derivation bound $k$. Then there is a nontrivial equivalent grammar form $G_{0}=\left(V_{0}, \Sigma_{0}, P_{0}, \sigma_{0}\right)$, left derivation bounded with left derivation bound $k$, such that for each finite alphabet $\Sigma,\left\{L \cap \Sigma^{*} / L\right.$ in $\left.\mathscr{L}(G)\right\}$ consists of all languages obtained by using regular sets as control sets for leftmost derivations over $\tau_{\Sigma}\left(G_{0}\right)$. $\left[\tau_{\Sigma}\left(G_{0}\right)=\left(V_{0}, \Sigma, \tau_{\Sigma}\left(P_{0}\right), \sigma_{0}\right)\right.$, where $\tau_{\Sigma}$ is the substitution on $V_{0}^{*}$ defined by $\tau_{\Sigma}(\xi)=\{\xi\}$ for each $\xi$ in $V_{0}-\Sigma_{0}$ and $\tau_{\Sigma}(a)=\Sigma \cup\{\varepsilon\}$ for all $a$ in $\Sigma_{0}$.]

## § 4 Decidability

There are a number of different decidability results. We shall mention a fair sampling.

It is solvable [3] to determine whether or not, given an arbitrary grammar $G^{\prime}$ and grammar form $G$, there is an interpretation $I$ of $G$ such that $G^{\prime}=G_{I}$. Also, the strong equivalence problem is solvable. One question that has been open since the beginning of grammar form theory is the decidability of (weak) equivalence. That is, can one tell for arbitrary grammar forms $G_{1}$ and $G_{2}$ whether $\mathscr{L}\left(G_{1}\right)=\mathscr{L}\left(G_{2}\right)$ ? Even though the problem is standard in situations of this kind, nevertheless, its solution here seems to be of importance since it seems to be related to several questions involving two or more grammatical families. For example, is $\mathscr{L}\left(G_{1}\right) \cap \mathscr{L}\left(G_{2}\right)$ always a grammatical family? Given a context-free language $L$, does there exist a smallest grammatical family containing $L$ ?

Research is currently underway with respect to the decidability of equivalence. The author, in conjunction with Jonathan Goldstine and Edwin H. Spanier, has reduced the problem to about ten inclusion problems involving the operators V , $\odot, \mathscr{F}$, and $\mathscr{T}$. We think we have resolved all the cases (thereby settling the decidability in the affirmative). However, until all the details have been written, we are making no claim. We hope to be able to announce the answer within three months (say December 1, 1977).

A special case of the equivalence problem has been resolved affirmatively. In [6] it is shown that for any two sequentially ultralinear grammar forms $G_{1}$ and $G_{2}$, it is solvable to determine if $\mathscr{L}\left(G_{1}\right) \subset \mathscr{L}\left(G_{2}\right)$, and therefore if $\mathscr{L}\left(G_{1}\right)=\mathscr{L}\left(G_{2}\right)$. The proof is quite involved, and consists of showing that the operations of $\odot,[]$, and $V$ applied to $\mathscr{R}$, when suitably restricted in combination, are intimately determined by the end ultralinear grammatical family. Indeed, and this is a surprising fact, there is an essentially unique canonical representation of each nontrivial ultralinear grammatical family in terms of "semibracketed expressions", namely, certain combinations of $\mathscr{R}, \odot, \vee$, and [].

In [7], certain decidability results are established for strict interpretations of unambiguous grammar forms. Specifically, for each unambiguous grammar form and each positive integer $k$, it is decidable whether
(a) an arbitrary strict interpretation grammar is $k$-ambiguous;
(b) for any $k$ languages $L_{1}, \ldots, L_{k}$ generated by ${ }^{10}$ compatible strict interpretation grammars, (i) $\bigcap_{i=1}^{k} L_{i}$ is empty, (ii) $\bigcap_{i=1}^{k} L_{i}$ is finite, (iii) $\bigcup_{i=1}^{k} L_{i}$ is infinite; and
(c) for any two languages $L_{1}$ and $L_{2}$ generated by compatible strict interpretation grammars, (i) $L_{1} \subseteq L_{2}$ and (ii) $L_{1}=L_{2}$.

## § 5. Complexity

While some work has been done on complexity, this essentially is an area which has received only modest attention. Indeed, the summary given below is basically the same as given in section 5 of [5], with the inclusion of some material from [7].

In [10], it is shown that for each grammar form $G$ there exists an "essentially unique" strongly equivalent form $G^{\prime}$ with the fewest number of productions possible. Furthermore, $G^{\prime}$ can always be found with its productions a subset of those of $G$.

Complexity of derivations is studied in [9]. For each grammar form $G$ and each grarımar $G^{\prime}$ in $\mathscr{G}(G)$, the complexity function $\Phi_{G^{\prime}}$ is defined for each word $x$ in $L\left(G^{\prime}\right)$ as the number of steps in a minimal $G^{\prime}$-derivation of $x$. It is proved that derivations may also be speeded up by any constant factor $n$, in the sense that for each positive integer $n$, an equivalent grammar $G^{\prime \prime}$ in $\mathscr{G}(G)$ can be found so that $\Phi_{G^{\prime \prime}}(x) \leqq \frac{|x|}{n}$ for all large words $x$.

In [10] gramimar forms are compared for their efficiency in representing languages, as measured by the sizes (i.e., total number of symbols, number of variable occurrences, number of productions, and number of distinct variables) of interpretation grammars. Right- and left-linear forms are essentially equal in efficiency for every regular set. Each form for the regular sets provides at most polynomial improvement over right-linear form. Moreover, any polynomial improvement is attained by some such form, at least on certain languages. Greater improvement for some languages is possible with forms expressing larger classes of languages than the regular sets. However, there are some languages for which no improvement over right-linear form is possible. A similar set of results holds for forms expressing exactly the linear languages. On the other hand, only linear improvement can occur for forms expressing $\mathscr{L}_{C F}$.

There is one more place where complexity has been considered. This is in

[^5]parsing. While parsing can be regarded as an application, for the present purpose I shall catalogue it under complexity. The first result is from [1]. Let $G$ be an arbitrary unambiguous grammar form. Suppose there is a function $t(n), n \geqq 0$, and a parsing procedure $M_{G}$ for $G$ which, for each word $\omega$, in $t(|\omega|)$ steps, parses $\omega$ if in $L(G)$, and rejects $\omega$ if not in $L(G)$. Then for each strict interpretation $I=\left(\mu_{I}, G_{I}\right)$ of $G$, there exist a parsing procedure $M_{I}$ for $G_{I}=\left(V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$ and a constant $c$ with the following property: For each word $w$ in $\Sigma_{I}^{*}, M_{I}$, in $c \cdot t(|w|)$ steps, accepts $w$ if $w$ is in $L\left(G_{I}\right)$ and rejects $w$ if it is not in $L\left(G_{I}\right)$. This result has been generalized in [7]. Specifically, let $G=(V, \Sigma, P, \sigma)$ be an arbitrary grammar form and suppose there is a parsing method $M_{G}$ for $G$ and a function $t(n), n \geqq 0$, such that for each word of length $n, M_{G}$ outputs all leftmost derivations of that word in at most $t(n)$. steps. Let $I=\left(\mu, V_{I}, \Sigma_{I}, P_{I}, S_{I}\right)$ be a strict interpretation of $G$. Then there exists a parsing procedure $M_{I}$ for $G_{I}$ and a constant $c$ such that for each word $w$ in $\Sigma_{I}^{*}$, in $\bar{c} \cdot t(|w|)$ steps, $M_{I}$ accepts $w$ if in $L\left(G_{I}\right)$ and rejects $w$ if not in $L\left(G_{I}\right)$. Furthermore, if $p(n), n \geqq 0$, is such that for each word of length $n$ in $L\left(G_{I}\right)$ there are no more than $p(n)$ equally-shaped derivations ${ }^{11}$ of that word, then $M_{I}$ yields, in $c \cdot t(|w|)$ steps, all leftmost $G_{I}$-derivations of $w$.

## § 6. Grammar forms which are not context-free

In the present section, I shall discuss grammar forms which are not necessarily context-free. [The definitions of interpretation, $\mathscr{L}(G)$, etc. carry through in the obvious way.]

The original definition of grammar form, as given in [3], was for arbitrary phrase structure grammars. Due to the scarcity of results in such a general situation, the investigation was quickly limited to context-free grammars and has stayed that way since. At present, with the exception of the first part of [3], the only results. on arbitrary grammar forms are in [18]. The basic, original question, and it is still unresolved, is this: Are there any grammar-forms $G$ such that
(*) $\mathscr{L}(G) \subseteq \mathscr{L}_{C F}$ is false and $\mathscr{L}(G) \neq \mathscr{L}_{R E}, \mathscr{L}_{R E}$ being the family of recursively enumerable sets?

In 1972, I mentioned this problem to my associate Dr. Gene F. Rose. He struggled with ( $*$ ), on and off, for several years, to no avail. [That means that the question is difficult.] His opinion was that the answer to (*) was probably no. This opinion is also shared by the authors of [18], as is noted in their abstract. Some progress was made in [18], since it was shown there that the answer to (*) is no when the grammar form has exactly one nonterminal.

Even if the answer to (*) turns out negative, the subject of non context-free grammar forms should be a fertile field of study. All interpretations need not be studied. One could examine appropriate subclasses. [An analogous situation arises with the family of context-sensitive languages. It is not discarded just because its closure under arbitrary homomorphism is $\mathscr{L}_{R E}$.] In fact, a start on this aspect has.

[^6]already been done in [18]. A number of different, restricted types of interpretations of non context-free forms are considered, and then used to characterize several well-known language families between $\mathscr{L}_{\text {CF }}$ and $\mathscr{L}_{R E}$, such as EOL, ETOL, matrix, and scattered languages. Much remains to be done.

## § 7. Future development

The discussion up to now has been on grammar forms. I would like to speak :about the general notion of a form as a method of studying when one graphlike structure looks like another.

As we all know, there is a considerable body of knowledge, under the title " $L$ systems," of context-free grammars in which parallel derivation occurs, that is, at each step each symbol in the string is replaced. During the past two years the concept of an $L$-form (forms applied to $L$-systems) has been studied [Ll-L10]. The results themselves are of no concern to the present discussion. What is of interest is that the notion of form has been carried over to this graphlike structure, with fruitful consequences arising.

Recently, a study was made of pushdown acceptor forms (pda forms) [14]. The aim here is to get a right definition of when one pda looks like another. If one thinks of an input symbol to a pda as a terminal and a state of a pda as a nonterminal, then input symbols are replaced by finite sets of input strings and states by finite sets of states. : In addition, distinct states go into disjoint sets of states. But how should one, handle replacement of symbols on the auxiliary storage? The key is to regard auxiliary symbols as additional storage. Since states (which are storage) are replaced by finite sets of states (with the disjointness property), pushdown symbols should be replaced by finite sets of pushdown symbols (with the disjointness property). The main question considered for pda forms is what are the resulting families of languages? Because context-free languages coincide with pda languages, the obvious answer would appear to be the class of all grammatical families. And indeed, this is what does happen! However, the proof is quite involved. In any case, the coincidence of the two classes of families is an indication of the "correctness" of the abstraction mode.

Currently, in conjunction with Dr. E. F. Schmeichel, I am working on "graph forms" and "looks like" for graphs. The idea is simple. Nodes and edges in a graph are like nonterminals. One must be careful to see that linkage corresponds. Specifically, we have:

Definition. Let $G=(N, E)$ be a (finite) graph. An interpretation of $G$ is a triple $I=\left(\mu, N_{I}, E_{I}\right)$, where $\mu$ is a function on $N \cup E$ such that
(i) $\mu(v)$ is a finite set of nodes for each $v$ in $N$, with $\mu\left(v_{1}\right) \cap \mu\left(v_{2}\right)=\emptyset$ for $v_{1} \neq v_{2}$,
(ii) $N_{I} \subseteq \bigcup_{v \text { in } N} \mu(v)$, and
(iii) $E_{I} \subseteq \bigcup_{\text {ein } E}^{v_{\text {in }}} \mu(e)$, with $\mu\left(v_{1}, v_{2}\right)=\mu\left(v_{1}\right) \times \mu\left(v_{2}\right)$ for each edge $e=\left(v_{1}, v_{2}\right)$. For each graph form $G$ let $\mathscr{G}(G)=\left\{G_{I} / I\right.$ an interpretation of $\left.G\right\}$.
The investigation here is in its infancy and results obtained to date are scattered. In view of the similarity between interpretations for grammar forms, $L$-forms,
pda forms, and graph forms, it seems highly likely that other graphlike structures can be treated from the form perspective. Situations that readily come to mind are: Petri nets, pattern theory, data bases, ${ }^{12}$ data types, ${ }^{13}$ security models, various types of acceptors. The key in each instance is to determine what "looks like" (i.e., the $\mu$ function) is to mean for those features of graphlike structures which are not analogous to variables in a grammar. There does not seem to be any straightforward way of doing this. Rather, insight and trial-and-error appear to be the main techniques. The benefits to be accrued from a successful model for almost any kind of graphlike structure are a strong incentive.


#### Abstract

The present paper gives an overview of grammar form theory 1977. Concepts, results, and open questions are considered. In addition, general philosophy and future directions are expounded.
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# On machines as living things* 

By Le Hor

## I. Introduction

As it is known Von Neumann in [9] considered environment as tessellation structure. The tessellation is a mathematical system to model a behaviour and structure of uniformly interconnected identical finite automata, processing information as the result of local functions acting simultaneously throughout the array on the states of the interconnected automata. Von Neumann [9], J. Thatcher [8] E. F. Codd [4], A. Smith [7] and M. A. Arbib [1-3] considered machines only self-reproducing in tessellation without metabolism, adaptation, evolution etc.

Here we consider environment as modular space.


In Figure $1 v_{i}$ representing a module (in state $v_{i} \in V$ ) of "solid sub-volume" is considered as a "molecule" of the solid sub-volume embedded in "fluid environment". Moreover, - representing a "raw module" is considered as a free molecule in fluid environment. Every module can change its state depending on its present state and the state of its neighbourhood. But the difference between Von Neumann's tessellation and our modular space is that positions of modules in tessellation are fixed,

[^8]but modules in our modular space can move depending on their present neighbourhoods.

For one-dimensional solid volume, we denote its configuration in the environment (like in Fig. 1) by ( $\overline{v_{1} v_{2} v_{3} v_{4} b v_{5} v_{6} v_{7}}$ ) or shortly by the word $v_{1} v_{2} v_{3} v_{4} b v_{5} v_{6} v_{7}$. The ring $\qquad$ indicates raw modules surrounding the solid volume.

## II. Main problems

We define, formalise and construct some kind of universal environments enough for those machines (solid volumes embedded in them), which in the environment not only compute all of the partial recursive functions and are self-reproducing as in Von Neumann's tessellation, but also have some important other characteristics such as growth, death, adaptation and mutation.

## III. Main notion and main results

It is shown that the environments which can be formalized by the so-called "parallel exchanging system" (P. E. System) are enough for our above mentioned requirements.

Definition. An RE-System is a triple $S=\langle V, F, b\rangle$ where $V$ is a vocabulary, $b \in V$ is called the "blank", $F$ is a finite non-empty set of productions of the form $(\alpha \bar{v} \beta, \gamma), v \in V ; \alpha, \beta, \gamma \in V^{*}$ (that means, $v$ in the neighbourhood $\left(\alpha^{-} \beta\right)$ is replaced by $\gamma$ ) with the following conditions

1) If $\left(\alpha \bar{v} \beta, \gamma_{1}\right) \in F$ and $\left(\alpha \bar{v} \beta, \gamma_{2}\right) \in F$ then $\gamma_{1}=\gamma_{2}$.
2) If $\left(\alpha_{1} \bar{v} \beta_{1}, \gamma_{1}\right) \in F$ and $\left(\alpha_{2} \bar{v} \beta_{2}, \gamma_{2}\right) \in F$ then $\left|\alpha_{1}\right|=\left|\alpha_{2}\right|$ and $\left|\beta_{1}\right|=\left|\beta_{2}\right|(|\alpha|$ is the length of $\alpha$ ).
3) Productions of $b$ are only of the forms $(\alpha \bar{b} \beta, v),|v|=1$ or $\left(\alpha \bar{b} \beta, b^{n}\right)$ where $\underset{m}{\forall} \alpha \neq b^{m}$ or $\underset{m}{\forall} \beta \neq b^{m}$ and $n, m \in\{0,1,2,3, \ldots\}$.
When defining relations on $V^{*}$ " $x$ directly generates $y$ ", written $x \vdash_{s} y$, " $x$ generates $y$ in $k$-step", written $x \underset{s}{\stackrel{k}{\Rightarrow}} y$, and " $x$ terminally generates $y$ " written $x \mid \underset{s}{\Rightarrow} y$, productions are applied simultaneously.

Theorem 1. The class of "stability function" $h: V^{*} \rightarrow V^{*}\left(y=h(x)\right.$ iff $\left.\left.x\right|_{\mathrm{s}} y\right)$ in all PE-Systems $S=\langle V, F, b\rangle$ is a proper subclass of partial recursive functions on $V^{*}$.

We can formalise the required environments $E=\langle A, X, F, b\rangle$ as a special kind of PE-System $S=\langle V, F, b\rangle$ where $V=A \cup X, b \in X$ and

$$
(\alpha \bar{\nu} \beta, \gamma) \in F \quad|\alpha| \leqq 2, \quad|\beta| \leqq 2, \quad|\gamma| \leqq 2 .
$$

Definitions. A modular machine ( $M$-machine) $Z$ in an environment $E=\langle A, X, F, b\rangle$ has the following elements:

- the signal to begin working $a_{0}$
- the signal to stop working $*$
- the body $\alpha$ containing a program
- an input tape $x$, output tape $y$
where $a_{0}, *, \alpha$ are distinguished strings of modules in states from $A ; x, y$ are strings of modules in states from $X$.
When beginning to work the modular machine $Z$ has an initial configuration interpreted as the string of modules $a_{0} \alpha x$ surrounded by raw modules. Denote this by ( $\overline{a_{0} \alpha x}$.) Each module of the machine can change its state to a determined state; or can either become a raw module and go off the machine, or can change its state and simultaneously splice (take in) one raw module $\theta$ above it onto its left. The behaviour of modules defined by productions $F$ is such that the initial configuration ( $\overline{a_{0} \alpha x}$ ) can enter the "terminal static configuration" ( $\overline{\beta b * \gamma y}$ ) with $\beta, \gamma \in A^{*}, \quad b=\mathrm{blank}, y \in X^{*}, a_{0} \nsubseteq \gamma, * \nsubseteq \gamma$ and if $\beta \vdash_{E} \beta^{\prime}(* \gamma) \vdash_{E}(* \gamma)^{\prime}$ then $\beta b * \gamma y$ ${ }_{E}^{-} \beta^{\prime} b(* \gamma)^{\prime} y$. Furthermore, the machine is always surrounded by raw modules as. a solid volume embedded in liquid environment $E$, and we write

$$
a_{0} \alpha x \underset{E}{\Rightarrow} \beta b * \gamma y .
$$

In this case we say the $M$-machine $Z=a_{0} \alpha$ or $Z=\left\langle\alpha, a_{0}, *\right\rangle$ in $E=\langle A, X, F, b\rangle$. (denoted by $\left\langle\alpha, a_{0}, *\right\rangle$ in $\langle A, X, F, b\rangle$ ) transforms $x$ into $y$ (or computes $y=F_{z}^{b}(x)$ ), reproduces $\beta$ and modifies the program in $\alpha$ to the program in $\gamma$, and also write

$$
a_{0} \alpha x \underset{F_{z}^{b}}{\Longrightarrow} \beta b * \gamma y
$$

if $\beta b * \gamma y$ is the first configuration of this form derived from $a_{0} \alpha x$.


Fig. 2
$M$-machine $Z$ in $E$
If product $\beta$ also is a modular-machine then we say that machine $a_{0} \alpha$ is a com-putation-organism ( $C$-organism). If product $\beta$ equals $a_{0} \alpha$ or $* \alpha$ then we say that machine $a_{0} \alpha$ in $E$ is self-reproducing. If $|\gamma|>|\alpha|$ and $a_{0} \alpha$ is also a $C$-organism in $E$ then $\left\langle\alpha, a_{0}, *\right\rangle$ in $E$ is growing. If $|\gamma|<|\alpha|$ then $C$-organism $\left\langle\alpha, a_{0}, *\right\rangle$ in $E$ is degenerating. A $C$-organism $\left\langle\alpha, a_{0}\right.$, * $\rangle$ in $\langle A, X, F, b\rangle$ is said to die by $x$ after computing $y=F_{Z}^{b}(x)$ if $a_{0} \alpha x \stackrel{Z}{\Rightarrow} * \alpha \dot{b} * \gamma y$ but $\forall x^{\prime} \in \bar{X}^{*}: a_{0} \gamma x^{\prime} \mid \Rightarrow a_{0} \gamma x^{\prime}$, that is $Z=a_{0} \alpha$ is no longer active after interacting with $x$.

If $\gamma$ is a function of $y$ (and $\alpha$ ) such that $a_{0} \gamma$ is still an $M$-machine then $Z=a_{0} \alpha$ is said to be adaptive. If $\left\langle\alpha, a_{0}, *\right\rangle$ is a $C$-organism and $\exists x \in X^{*}$ such that $\beta$ is also an $M$-machine but $\beta \neq a_{0} \alpha$ and $\beta \neq * \alpha$ then $\left\langle\alpha, a_{0}, *\right\rangle$ in $E$ is an $M$-machine with mutation.

Theorem 2. There exists a universal environment $E_{c . u}$ in the sense that for every partial recursive function $f$ we can construct an $M$-machine $Z$ in $E_{c . u}$ to compute $f$.

Corollary. The class of partial recursive functions coincides with that of parallelly computable functions of modular-machines.

Some theorems show an existence and how to construct the universal environments for growing machines, for self-reproducing, for degenerating, for going to death after a number of computations or for all of them.

Notation. Let $Z=\left\langle\alpha_{0}, a_{0}, *\right\rangle$ in $\langle A, X, F, b\rangle$ be an adaptive machine and

$$
\begin{gathered}
\mathrm{a}_{0} \alpha_{0} x_{1} \underset{F_{\alpha_{0}}^{b}}{\Longrightarrow} \beta_{1} b * \gamma_{1} y_{1} \\
a_{0} \gamma_{1} x_{2} \underset{F_{\gamma_{1}}^{b}}{\Longrightarrow} \beta_{2} b * \gamma_{2} y_{2}, \ldots, a_{0} \gamma_{n-1} x_{n} \underset{F_{\gamma_{n-1}}^{b}}{=} \beta_{n} b \gamma_{n} y_{n},
\end{gathered}
$$

and $a_{0} \gamma_{n}$ be a $M$-machine in $\langle A, X, F, b\rangle$. Then we denote the $M$-machine $a_{0} \gamma_{n}$ in $E$ by $Z\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

Theorem 3. There exists a universal environment for adaptive $C$-organisms $Z$ 's in which every $Z\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ also is adaptive and self-reproducing if domain of $F_{Z\left(x_{1}, x_{2}, \ldots, x_{n}\right)}^{b}$ is non-empty.

Theorem 4. There exists a universal environment for adaptive $C$-organism with mutations $Z$ 's (i.e., $Z$ is adaptive and also is with mutation), and if $a_{0} \alpha x \stackrel{Z}{\Rightarrow} * \beta b * \gamma y$ then $a_{0} \beta$ and $a_{0} \gamma$ also are adaptive $C$-organisms with mutation (if their domains, Dom $F_{Z}^{b}$, are non-empty) and $\beta$ is a function of $(\alpha, y)$.

Two last theorems say that by "adaptation" and "mutation" $C$-organisms in evolution modify their programs in $\alpha$ depending on $\alpha$ and new situation $y$ in the environment and then transmit the new genetic programs in $\gamma$ to their offspring $\beta$.

## IV. Conclusion

By tessellation structure, Von Neumann, Thatcher, Codd, Smith, Arbib were concerned with only self-reproducing machines. Professor Pawlak [5] introduced the model of stored program computer only with modification of instructions. René Thom's theory of development and morphogenesis concernes the systematic continuous-topological approach (cf. [6]). Here, by means of PE-System, we introduced a new mathematical model of computing machines not only self-reproducing but with some other essential characteristics of living things, and we showed universal environments for such machines. Since modules in tessellation can not move, selfreproductions and movements in tessellation are rather of configurations, pictures (of machines) than of machines themselves. In our modular space, self-reproduction, adaptation, movement are of modular-machines themselves.
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# Local and global reversibility of finite inhomogeneous cellular automaton* 

By E. Katona

Cellular automata are highly parallel working systems, so they have high importance in computational applications (for example sorting [4], matrix operations, etc.). It seems difficult to apply the classical infinite, homogeneous cellular automata to these purposes [1], [2]. For this reason the classical definitions are modified in this work. In point 1. we introduce the notion of finite, inhomogeneous cellular automaton. The reason of first modification (using by many authors, e.g. [7]) is clear: only finite automaton is realisable in practice. Further the second modification (the inhomogeneity) makes the cellular automaton more flexible [11], without excluding the homogeneity in hardware [3].

In the theory of cellular automata there is a very important and interesting question, that how appear the characteristics of local maps in the global map, and conversely. This is the basic conception of present work too, having in the centre the problem of reversibility. This subject has been investigated by many authors (in particular by T. Toffoli [8], [9]), but always in the global sense. In this context the reversibility is equivalent to the bijectivity of global map.

To the contrary, we mean the reversibility in local sense: a cellular automaton we shall call reversible, if its local maps may be changed so, that the new global map is the inverse of the original one.

The bijectivity of global map forms necessary condition for our "strong reversibility". Therefore in point 2 . a connection will be proved between the local maps and the number of eden-configurations, from which derives a necessary condition for bijectivity (it is the generalization of results in [5]).

In point 3. a necessary and sufficient condition is presented to the reversibility. With this criterion we can decide the reversibility of a given cellular automaton, and construct its reverse.

The point 4. contains concrete investigations in case of one-dimensional cellular automaton, with the result: only very simple reversible cellular automata exist in this special case.

[^9]
## 1. Basic definitions

(i) Inhomogeneous cellular automaton is a ( $C, A, N, \Phi$ ) four-tuple, where $C=\left\{c_{1}, \ldots, c_{m}\right\}$ is the finite set of cells, $A=\{0,1, \ldots, s-1\}$ is the set of cell-states,
$N: c_{i} \mapsto\left(c_{i_{1}}, \ldots, c_{i_{n_{i}}}\right)$ is the neighbourhood function, which assigns to each cell its neighbours. (The specification of neighbours may be different cell by cell, i.e. the cellular automaton has totally arbitrary topology.)
$\Phi: c_{i} \mapsto f_{i}$ is the function-system, which assigns to each cell an $f_{i}: A^{n_{i} \rightarrow A}$ local map. (The local maps also may be different cell by cell.)
(ii) Configuration is a map $\alpha: C \rightarrow A$, we denote it always with Greek letters.
(iii) Neighbourhood of cell $c_{i}$ in a given configuration is the $n_{i}$-tuple of states of its neighbours.
(iv) The global map of a cellular automaton is a map $F: \mathscr{A} \rightarrow \mathscr{A}$ where $\mathscr{A}$ is the set of all configurations, and $F(\alpha)=\beta$, if for all $i f_{i}\left(a_{i_{1}}, \ldots, a_{i_{n_{i}}}\right)=\beta\left(c_{i}\right)$ (where $\left(a_{i_{1}}, \ldots, a_{i_{n_{i}}}\right.$ ) is the neighbourhood of $c_{i}$ in $\alpha$ ).

In further we use the abbreviation CA instead of cellular automaton.

## 2. Relation between the local maps and the number of eden-configurations

We consider a CA $(C, A, N, \Phi)$ with the global map $F$.
The following definition is well-known from the literature:
Definition. A configuration $\alpha$ will be called garden-of-eden configuration (in short eden-configuration), if there is no $\beta$, for which $F(\alpha)=\beta$.

We have an obvious equivalence:
$F$ is bijective $\Leftrightarrow$ there is no eden-configuration.
Let be $c$ a cell with $n$ neighbours, and $f$ its local map. Suppose, that there are $p_{a}$ different neighbourhoods of $c$, where the new cell-state given by $f$ is $a$. The number of all possible neighbourhoods is $s^{n}$, consequently $\sum_{a \in A} p_{a}=s^{n}$.

Definition. We say, that the local map $f$ is balanced, if $\forall a: p_{a}=p$, where obviously $p=s^{n} / s=s^{n-1}$.

When $f$ is unbalanced, the measure of this may be characterized with the quantity $q=\sum_{\substack{a \in A \\ p_{a}<p}}\left(p-p_{a}\right)$, and we say: $f$ is $q$-unbalanced.

Theorem. Let be ( $C, A, N, \Phi$ ) an arbitrary CA, $c$ a cell in it, and $f$ its local map. If $f$ is $q$-unbalanced, then the CA has at least $q \cdot s^{m-n}$ eden-configurations ( $m$ is the number of cells, $s$ is the number of cell-sates).

Proof. It is clear, that there are $s^{m-n}$ different configurations, where the neighbourhood of $c$ is a given ( $a_{1}, \ldots, a_{n}$ ). So there are exactly $p_{a} \cdot s^{m-n}$ configurations, where the new cell-state of $c$ is $a$. At the same time the number of all configurations, where the state of $c$ is $a$, is $s^{m-1}=p \cdot s^{m-n}$. Consequently if $p_{a}<p$, then among these $p \cdot s^{m-n}$ configurations there are $\left(p-p_{a}\right) \cdot s^{m-n}$ eden-configurations.

We find the same situation by all state $a$ having the property $p_{a}<p$, consequently the CA has at least $\sum_{p_{a}<p}\left(p-p_{a}\right) \cdot s^{m-n}$ eden-configurations.

Corollaries. (i) If in a CA for any $i$ the local map of $c_{i}$ is $q_{i}$-unbalanced, then the CA has at least $\max _{1 \equiv i \leq m}\left(q_{i} \cdot s^{m-n}\right)$ eden-configurations.
(ii) To the bijectivity of global map is necessary condition, that all local maps are balanced.

Similar results are published in works [5], [6] on classical infinite, homogeneous CA.

## 3. The problem of reversibility

## Algorithm for decision of reversibility, and construction of the reverse

Definition. A CA $(C, A, N, \Phi)$ with a global map $F$ is reversible, if there exists another function-system $\Phi^{\prime}$ such, that the CA $\left(C, A, N, \Phi^{\prime}\right)$ generates the global $\operatorname{map} F^{-1}$.

The first problem in this subject: to decide from a given CA, whether it is reversible. On this purpose we introduce a general algorithm, which is suitable for constructing the reverse, too.

Let be ( $C, A, N, \Phi$ ) a CA, $c_{i}$ a cell in it. Let's denote with $N_{1}$ the neighbours of $c_{i}$, and with $N_{2}$ the neighbours of neigbours (with a bit incorrect notation $\left.N_{1}=N\left(c_{i}\right), N_{2}=N\left(N\left(c_{i}\right)\right)\right)$. It is clear, that the state of $N_{1}$ at time $t+1$ is determined by the state of $N_{2}$ at time $t$. If we know the local functions in $N_{1}$, we may describe this transition with a table called in following as inverse-constructing-table (ICT in short). In case of one-dimensional, two-state CA it is illustrated on figure 1.

If the cell $c_{i}$ has an $f_{i}^{\prime}$ reverse local function, then this function gives back from any $N_{1}$-state of column $t+1$ of ICT the state of $c_{i}$ in column $t$. Consequently the existence of $f_{i}^{\prime}$ has the following necessary condition: if two $N_{1}$-states in column $t+1$ of ICT are equal, then the corresponding $c_{i}$-states in column $t$ also should be equal. Furthermore this condition is sufficient to the existence of $f_{i}^{\prime \prime}$ reverse function, because we may construct it by the ICT.


The local maps in $N_{1}$ :

|  |  | $f_{i}$ |  | $\cdot f_{i+1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | $x_{0}$ | 000 |  | 000 | $z_{0}$ |
| 001 | $x_{1}$ | 001 | $y_{1}$ | 001 | $z_{1}$ |
| 010 | $x_{2}$ | 010 | $y_{2}$ | 010 | $z^{2}$ |
| 011 | $x_{3}$ | 011 | $y_{3}$ | 011 | $z_{3}$ |
| 100 | $x_{4}$ | 100 | $y_{4}$ | 100 | $z_{4}$ |
| 101 | $x_{\overline{5}}$ | 101 | $y_{5}$ | 101 | $z_{5}$ |
| 110 | $x_{6}$ | 110 | $y_{6}$ | 110 | $z_{6}$ |
| 11.1 | $x_{7}$ | 111 |  | 111 |  |

The ICT of $c_{i}$ :

|  | $+1$ |  |  |
| :---: | :---: | :---: | :---: |
| 0000 | $x_{0} y_{0} z_{0}$ | 1000 |  |
| 00001 | $x_{0} y_{0} z_{1}$ | 10001 |  |
| 00010 | $x_{0} y_{1} z_{2}$ | 10010 |  |
| 00011 | $x_{0} y_{1} z_{3}$ | 10011 | $x_{4}$ |
| 00100 | $x_{1} y_{2} z_{4}$ | 10100 | $x_{5}{ }^{\text {, }}$ |
| 00101 | $x_{1} y_{2} z$ | 10101 | $x_{5}$ |
| 110 | $x_{1} y_{3} z_{8}$ | 10110 | $x_{5}$ |
| 111 | $x_{1} y_{3} z_{7}$ | 1011 | $x_{5}$ |
| 01000 | $x_{2} y_{4} z_{0}$ | 11000 | $x_{6} y_{4}$ |
| 01001 | $x_{2} y_{4} z_{1}$ | 11001 | $x_{6}$ |
| 01010 | $x_{2} y_{5} z_{3}$ | 11010 | $x_{6}$ |
| 01011 | $x_{2} y_{3}$ | 11011 | $x_{6} y_{5} z_{3}$ |
| 01100 | $x_{3} y_{6} z_{4}$ | 11100 | $x_{7}$ |
| 01101 | $x_{3} y_{6} z_{5}$ | 11101 | $x_{7}{ }^{\text {y }}$ |
| 01110 | $x_{3} y_{7} z_{6}$ | 11110 |  |
| 01111 | $x_{3} y_{7}$ |  |  |

Fig. 1
The construction of ICT in case of one-dimensional two-state CA.

So the following in obtained:
Proposition. A CA $(C, A, N, \Phi)$ is reversible $\Leftrightarrow$ for each cell $c_{i}$, its ICT satisfies: if two $N_{1}$-states in column $t+1$ agree, then the corresponding $c_{i}$-states in column $t$ must agree too.

If this condition is satisfied, then we can construct the reverse function-system.

## 4 The reversibility of one-dimensional two-state cellular automaton

The preceding algorithm decides only about a given $\Phi$ whether it is reversible, but does not help to find concrete reversible function-systems. It is clear, that there exist trivial ones, for example the identical function-system (where each cell keeps its state, independently of neighbours), or the shift function-system, (where each cell receives the state of the same neighbour).

Nontrivial reversible function-systems have high importance in practice, but to construct them is very difficult. In further we give a necessary condition to the reversibility of one-dimensional two-state CA, from which we shall see, that in one-dimension only very special function-systems are reversible, consequently it is easy to construct them.

So in following the CA ( $C, A_{0}, N_{0}, \Phi$ ) will be investigated, where
$C=\left\{c_{1}, \ldots, c_{m}\right\}, m \geqq 5$ is supposed (this assumption makes easier the investigation),
$A_{0}=\{0,1\}$,
$N_{0}: c_{i} \rightarrow\left(c_{i-1}, c_{i}, c_{i+1}\right)$, the indexes are interpreted cyclically (i.e. $c_{1}$ and $c_{m}$ are neighbours). Thus we have a circle-topology.
$\Phi$ is arbitrary.
We need the following general definition:
Definition. In a CA $(C, A, N, \Phi)$ the cell $c_{i}$ depends on its neighbour $c_{j}$, if there are two neighbourhoods of $c_{i}$ such, that they differ only in state of $c_{j}$, and the corresponding new states of $c_{i}$ are different.

Using this notion we take a remark to the definition of $\left(C, A_{0}, N_{0}, \Phi\right)$ : if. $\Phi$ is such, that $c_{1}$ and $c_{m}$ are independent each of other, then the circle-topology we may replace with a section-topology. So our definition contains the section-topology too.

Two lemmas will be proved in further. In proofs we shall use often the fact, that for reversibility is necessary condition that all local maps are balanced. (It results from the second corollary in point 2.) Moreover we shall use the notation $\bar{a}$, which denotes the opposite of cell-state $a$.

Lemma 1. Suppose that $\Phi$ is reversible, and its reverse is $\Phi^{\prime}$. In this case if $c_{i-1}$ depends on $c_{i-2}$ by the function-system $\Phi$, then $c_{i}$ is independent of $c_{i-1}$ by $\Phi^{\prime}$.

Proof. Suppose, that $c_{i-1}$ depends on $c_{i-2}$, i.e. there are $a, b$ such, that $f_{i-1}(0, a, b)=x$, and $f_{i-1}(1, a, b)=\bar{x}$.

Now let's consider the function $f_{i+1}$ ! We have two different cases:
(i) $\exists y: \forall c, d: f_{i+1}(b, c, d)=y$.

The function $f_{i+1}$ is balanced, therefore $\forall c, d: f_{i+1}(\bar{b}, c, d)=\bar{y}$, that is to say, $c_{i+1}$ depends only on $c_{i}$. Thus by the reverse $c_{i}$ depends only on $c_{i+1}$.
(ii) $\exists c, d$ and $\exists c^{\prime}, d^{\prime}: f_{i+1}(b, c, d)=y$ and $f_{i+1}\left(b, c^{\prime}, d^{\prime}\right)=\bar{y}$.

Let $f_{i}(a, b, c)=p, f_{i}\left(a, b, c^{\prime}\right)=q$. So the ICT of cell $c_{i}$ contains the following part:

|  | $t$ |  |  |  |  | $t+1$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | $a$ | $b$ | $c$ | $d$ | $x$ | $p$ | $y$ |  |
| 1 | $a$ | $b$ | $c$ | $d$ | $\bar{x}$ | $p$ | $y$ |  |
| 0 | $a$ | $b$ | $c^{\prime}$ | $d^{\prime}$ | $x$ | $q$ | $\bar{y}$ |  |
| 1 | $a$ | $b$ | $c^{\prime}$ | $d^{\prime}$ | $\bar{x}$ | $q$ | $\bar{y}$ |  |

The four binary triples in column $t+1$ are different, and the reverse function $f_{i}^{\prime}$ constructed by the table assigns to each triple the same state $b$. But $f_{i}^{\prime}$ is balanced, so it assigns to the other four triple the state $\bar{b}$. By this the table of $f_{i}^{\prime}$ is known. We can see from it, that $c_{i}$ is independent of $c_{i-1}$.

The second lemma needs the following definition:
Definition. Let $c_{i}, \ldots, c_{j}$ be a section of cells. We say, that it is isolated, if $c_{i}$ is independent of $c_{i-1}$, and $c_{j}$ of $c_{j+1}$.

Lemma 2. Suppose that $\Phi$ is reversible, and its reverse is $\Phi^{\prime}$. In this case if the section $c_{i}, \ldots, c_{j}$ is isolated by $\Phi$, then it is isolated by $\Phi^{\prime}$ too.

Proof.' Two configurations will be called equivalent (with respect to the section $c_{i}, \ldots, c_{j}$ ), if their sections corresponding to the $c_{i}, \ldots, c_{j}$ are equal. So a classification is obtained on the set $\mathscr{A}$.

It is easy to prove the following chain: $c_{i}, \ldots, c_{j}$ is isolated by $\Phi \Rightarrow$ the previous classification is $F$-compatible (i.e. $\forall \alpha, \beta: \alpha \sim \beta \Rightarrow F(\alpha) \sim F(\beta)) \Rightarrow$ it is $F^{-1}$-compatible too (because $F$ is one-to-one) $\Rightarrow c_{i}, \therefore ., c_{j}$ is isolated by $\Phi$.

Definition. A function-system we call a shift function-system, if each cell depends only on its left (or only on its right) neighbour.

Theorem. If the CA $\left(C, A_{0}, N_{0}, \Phi\right)$ is reversible, then there exists one of the following two cases:
(i) Each cell stands in an isolated section containing maximum three cells.
(ii) $\Phi$ is a shift function-system.

Proof. (i) Suppose that there are $c_{i}$ and $c_{j}$ such, that $c_{i}$ is independent of its left neighbour, and $c_{j}$ is independent of its right neighbour. The cellular automaton has circle-topology, consequently the section $c_{i}, \ldots, c_{j}$ always exists. Furthermore this section is isolated, and - having applied the lemma 2. - it is isolated by $\Phi^{\prime}$ too.

Now let's consider an arbitrary cell $c_{k}$. According to the lemma 1. either $c_{k-1}$ is independent of $c_{k-2}$, or by the reverse $c_{k}$ is independent of $c_{k-1}$. In the first case the section $c_{k-1}, \ldots, c_{j}$, in the second case the section $c_{k}, \ldots, c_{j}$ is isolated. Applying the geometrical inverse of lemma 1. we get: either $c_{i}, \ldots, c_{k+1}$ or $c_{i}, \ldots, c_{k}$ is isolated. The common part of two isolated sections is isolated too, so we have: $c_{k}$ stands in an isolated section containing maximum three cells.
(ii) Suppose the negation of the previous case, that is each cell depends (for example) on the left neighbour. We shall prove, that in this case each cell is independent of the right neighbour: suppose, that for any $k c_{k+1}$ depends on $c_{k+2}$. At the same time $c_{k-1}$ depends on $c_{k-2}$, and from the lemma 1. We get, that $c_{k}$ is an isolated cell. This fact contradicts to the original assumption.

So each cell has only two real neighbours: the left cell and itself. We may classify
the balanced local maps for two neighbours in three types:

I. | 0 | 0 | $a$ | II. | 0 | 0 | $a$ | III. | 0 | 0 | $a$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | $a$ |  | 0 | 1 | $b$ |  | 0 | 1 | $b$ |
| 1 | 0 | $b$ |  | 1 | 0 | $a$ |  | 1 | 0 | $b$ |
|  | 1 | 1 | $b$ |  | 1 | 1 | $b$ |  | 1 | 1 |$a$

. In our case each cell depends on the left neighbour, so the type II. is out of the question. If all functions have the type III., then $\forall \alpha: F(\alpha)=F(\bar{\alpha})$, thus the global map is not one-to-one.

If there are functions type I. and type III. at the same time, then there exists a cell $c_{i}$ such, that $f_{i}$ has the type I., and $f_{i+1}$ has the type III. Therefore the ICT of $c_{i}$ contains the following part:

\[

\]

These two lines exclude the reversibility.
So we get: all local maps have the type I., i.e. $\Phi$ is a shift function-system.
Corollaries. 1. If ( $C, A_{0}, N_{0}, \Phi$ ) has section topology, then each reversible $\Phi$ has the type (i).
2. If $\left(C, A_{0}, N_{0}, \Phi\right)$ is homogeneous, then we have only the six trivial reversible function-systems: the identical one, and its contrary (where each cell alters its state independently of neighbours), the left and right shift function-systems, and their contrary.
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# On two modified problems of synchronization in cellular automata* 

By R. Vollmar

## 1. A modified firing squad synchronization problem

As Moore (1964) states, the problem to synchronize a finite (but arbitrary long) chain of finite automata was'devised about 1957 by Myhill. In the meantime this problem has become well-known as the firing squad synchronization problem ( fssp ).

Among other people Waksman (1966) and Balzer (1967) have given minimaltime solutions. Moreover there exist some modifications, especially the synchronization of two- and three-dimensional arrays (Shinahr (1974), Nguyen and Hamacher (1974), Grasselli (1975)) and of growing arrays (Herman et al. (1974)) have been investigated. In the "classical" fssp the synchronization process is started by one automaton, the so-called general, at the border. Moore and Langdon (1968) and Varshavsky ct al. (1970) have renounced this assumption and they have stated minimal-time solutions for this modification.

We consider a further modification. Starting point is a chain of $n$ automata where each automaton is directly connected with its two neighbours. In the "classical" fssp at time $t=0$ all automata except one of the border automaton are in the quiescent state. This quiescent state is distinguished by the property that an automaton will retain it at time $t+1$ if itself and its two neighbours have been in the quiescent state at time $t$. Here we will assume that initially $k$ automata, where $1 \leqq k \leqq n$, are allowed to be set to the "general state" - all the other automata assume the quiescent state - and after that it is also possible that automata become generals at later moments.

The problem is to specify the structure of the automata such that independently of the number of automata and generals all automata enter a special state, called "fire" state at exactly the same time and this state may not be assumed at any earlier moment by any automaton.

[^10]This generalization is motivated by the consideration of models of neural layers and their interpretation as cellular automata (an example is given in Vollmar/Spreng (1976)): One of the layers has to detect some changes within an other layer and afterwards it must give simultaneously signals to the following layer. A change is obtained if at least one of the automata in the layer receives a certain number of special signals in a certain interval. It may happen that several automata identify changes and they start independently synchronization processes.

The basis of our solution are time-optimal algorithms of the problem to synchronize chains which contain one general but at an arbitrary place (see e.g. Moore/Langdon (1968) or Varshavsky/Marakhovsky/Peschansky (1970)): The general sends out signals (waves) in the two directions which halve the chain, then halve the two new chains etc. Our concept of the age of signals is applicable to any algorithm of this kind.

Our solution is composed of two independently working procedures; they have been combined in such a manner that the procedure which is the first to end, will cause the synchronization. This is done because the two procedures have incomparable synchronization times.

The synchronization time by one of the procedures, which has been described in Vollmar (1976), is achieved in $<2.5 n$.

To find a "good" solution of our problem it is necessary to decide quickly which of two waves coming from distinct generals will survive. We have chosen a strategy such that whenever two signals collide, the signal coming from the "elder" general will survive. This is motivated by the fact that with respect to the synchronization process in some but not in all cases the elder general has "done more" than a younger one. However there are space-time configurations for which this is not valid (see fig. 1). If at the border (or nearby) a general $g_{1}$ originates at time $t_{0}$ and at time $t_{0}+1$ a general $g_{2}$ will originate nearby the center of the chain, at time $t_{c}$ the signals transmitted from $g_{2}$ will have passed almost the double number of automata than those ones transmitted from $g_{1}$. This disadvantage of our procedure could only be repaired if it were possible to determine the age of the generals and their positions relative to the center. Up to now we did not succeed in doing this fast enough.

First we will describe the part of the procedure which has to detect the elder signal. Afterwards it will be shown how the synchronization process can be delayed in dependence on the time needed for this detection.


Fig. 1
A "bad" space-time configuration

To be able to classify the signals according to their ages it is necessary that the signals immediately coming from generals "drag along" its ages: For this reason the state set of the automata is increased in such a way that among others the digits of a corresponding number system and some marks can be stored. The age or more precisely the number of automata which have been passed through, is represented in the top automaton in which the signal is arrived and possibly in some automata which. have been reached earlier (see fig. 2 ; only the information relevant for the age is displayed).


Fig. 2
Configuration with the age of the wave


Fig. 3
The problem of overtaking waves

Whenever two signals collide, the distances to the corresponding transmitting generals have to be compared. To do this the propagation of these signals stops and the numbers are subtracted. For this the digits of one of the numbers travel successively to the corresponding place of the other number, i.e. it is stored there in a reversal order. Simultaneously to this shifting process the two numbers are subtracted digit by digit, whenever this is possible. When the first digit of the number - especially marked - has reached the "valid position", the subtraction is finished, and the result is sent out in the corresponding direction to restart the transmission of the "elder" signal. If two signals have the same age by definition the left one will survive. The time needed to make such a comparison is given by $c \log n$ where $c \in \mathbf{N}$.

But still another problem arises (see fig. 3). If the two generals $g_{1}$ and $g_{2}$ have been originated at the same time, according to our agreement after the collision of $R_{1}$ and $L_{2} R_{1}$ survives. After the comparison it propagates to the right following $R_{2}$ and writes its information over that one of $R_{2}$. Dependent on the distance between $g_{1}$ and $g_{2}$ and the running time it is possible that the number
representing the age of $R_{2}$ is overtaken by $R_{1}$. From this time on the age of $R_{2}$ is incorrectly represented but as the $R_{1}$-signal following from the left (resp. the last of the following signals) is the valid one, there will be no confusion. It is impossible to "inform" the $R_{2}$-signal about these occurences because it propagates with unit speed. On the other hand during the comparison of the ages this overtaking will be detected and will cause an interrupt of the subtraction, and the comparison will be done with the following $R_{1}$-signal, etc.

If two or more generals exist, it is possible that one of the signals transmitted from a general stops for a certain interval and the other signal moves on (in the opposite direction). To prevent any disturbance of the synchronization process at each step a signal does not propagate a delay signal is transmitted. This signal moves into the opposite direction of the (original) movement of the stopped signal and the transition of each automaton is delayed for one time unit. In fig. 4 the movement and the effect of a delay signal is displayed.

It is clear that the time of the sketched algorithm depends on the number of generals: Since each general causes a delay of about $c \log n$ of the synchronization

time, an upper bound for the total synchronization time is given by

$$
2 n+c n \log n
$$

The quality of this bound is illustrated by fig. 5 .


Fig. 5
Space-time diagram of a strongly delayed synchronization
(Between the generals ( ) there are other automata.)
On the other hand it should be mentioned that the minimal time is obtained if only one general exists. Moreover there exist configurations for which the sketched algorithm needs a shorter synchronization time as the other procedure mentioned above and vice versa. Therefore we combine the two procedures such that the synchronization time will be

$$
<2.5 n .
$$

It should be remarked that the method sketched above is also applicable for several generals at arbitrary positions in a rectangular array.

## 2. A modification of the early bird problem

The method described above is also applicable to a modification of the early bird problem. Rosenstiehl et al. (1972) have described the following problem: To each of the $n$ vertices of an elementary cyclic graph there is assigned an automaton.

These automata may be "excited" at different moments (from the outside); for simplicity we will also say that they assume a "general state". The automata must be designed in such a way that the (single) automaton, which has been excited first, eventually will assume a distinguished state $E$ and all the other automata will assume states $I$. Rosenstiehl et al. give a solution of this problem, which needs $2 n$ steps. They emphasize that this solution does not work if two or more excitations occur at the same moment.

We will discuss a solution of the following problem: At each time an arbitrary number of automata in a chain of $n$ automata may be excited with the only restriction that at time $t=0$ at least one automaton has to be excited and it is not allowed to excite automata which have leaved the quiescent state. After a certain period automata which have been initially excited must assume the state $E$, and all the other automata assume the state $I$.

The solution is obtained by the following procedure: Each of the originating generals sends out age signals, as described above. If they collide with other signals a comparison is made. Irrespective of the states in any case the elder signal is transmitted. If two signals of the same age collide, both signals are reflected with special marks -.

These reflected signals are transmitted backwards, subtracting 1 at each step, until they are decremented to the value 0 . In this case, the corresponding automata are marked. An automaton is an early bird (EB) if it is marked by signals from the right and from the left and if the chain of automata has reached a certain age. The last condition is necessary to exclude "local". EBs.

Each automaton contains information about the age of the signal and about the distance to the sending general. In contrast to the procedure in the foregoing paragraph the age is also increased at each step the signal transmission is stopped (because the signals have collided and the comparison takes place).

The number representing the age has to be stored in the automata located between the sending automaton and the automaton where the collision occurs. In general this number will be greater than the number representing the distance, but there are no storage problems if the numbering system is appropriately chosen.

After a collision the numbers representing the age are compared: If these numbers are equal, i.e. they come from generals of the same age, or if a signal reaches a border automaton, then the numbers representing the distance are reflected. These numbers are transmitted and at each step the value is decremented by 1 until the value 0 is assumed. The corresponding automaton has sent the original signal. It is marked with a label indicating that a reflected signal has arrived. Another label is set if two reflected signals have arrived; in such cases it may be that the marked automaton is not an EB (see fig. 6).

Decrementing the numbers a special consideration is necessary if the lowest digit of the number equals 0 ; but we will not discuss this here. These delays are not illustrated in fig. 6. The total time for the return of these signals depends linearly on the number of the automata.

To compute the total time we have to take into account the following: the time is greater than that one in the paragraph above because the comparisons have to be made with the age numbers (and not with the distances); and those numbers. are given as the sum of the distance numbers and the sum of the times for comparisons.

A rough estimation of the total time is given by

$$
n+c^{\prime} \sum_{i=1}^{\mid n / 2\rceil} \log (i \cdot n)
$$

if $n>1$, where $c^{\prime}$ is a constant depending on the algorithm which performs the comparisons. An estimation of the term is given by

$$
\cdot n \cdot(1+\bar{c} \log n)
$$

The age of the signals and the distances to the generals are represented in a polyadic numbering system; therefore the maximum of the values is estimable by $k \cdot \log _{B} n$. It is possible to give a basis $B$ - which is independent of $n$ - such that the numbers can be stored in the automata between the generals and the collision automata.


Fig. 6
Space-time diagram of an Early-Bird solution (without the synchronization of the $E$ - and $I$-signals) (Between the generals ( ) there are other automata.)

At the time all comparisons have terminated the reflected signals must go back to the corresponding automata. As mentioned above, this time depends linearly on $n$, and therefore we can find a constant $c$ such that the total amount of time is given by $n \cdot\left(1+c^{\prime} \log n\right)$.

To guarantee the synchronized transition to the states $E$ and $I$, we start at time $t=0$ - independently of the processes described above - a counting procedure which counts (using all the automata for storage) until $[n \cdot(1+c \log n)]$.

If this value is reached, a border automaton starts a synchronization process (following an usual fssp algorithm) such that the states $E$ and $I$ are assumed synchronously.

The solution to the modified EBP needs about $n \cdot(1+\log n)$ time steps. The solution time does not depend on the number of excitations.

It should be noted that this procedure does not solve the modified version of the original problem. As mentioned above in our procedure it is necessary to determine one of the automata as general to start the synchronization process; by reason of the homogeneity of the connections and the determinism of the automata this determination cannot be done in an elementary cyclic graph. On the other side our procedure does not produce either a correct non-synchronous solution because we must wait a certain period - and it is not possible to represent this time in the graph - to make the decision whether doubly marked automata are "real" EBs (see fig. 6).


#### Abstract

We will introduce the concept of the age of signals which is well-suited for the solution of modifications of the "firing squad synchronization problem" (fssp) and of the "early-bird problem' (ebp).
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# On $\alpha_{i}$-products of automata 

By B. Imreh

The purpose of this paper is to study the $\alpha_{i}$-products (see [1]) from the point of view of isomorphic completeness. Namely, we give necessary and sufficient conditions for a system of automata to be isomorphically complete with respect to the $\alpha_{i}$-product. It will turn out that there exists no minimal isomorphically complete system of automata with respect to $\alpha_{i}$-product and if $i \geqq 1$ then isomorphically complete systems coincide with each other with respect to different $\alpha_{i}$-products. Moreover, we prove that if $i<j$ then the $\alpha_{j}$-product is isomorphically more general than the $\alpha_{i}$-product.

By an automaton we mean a finite automaton without output. Let $\mathbf{A}_{t}=$ $=\left(x_{t}, A_{t}, \delta_{t}\right)(t=1, \ldots, n)$ be a system of automata. Moreover, let $X$ be a finite nonvoid set and $\varphi$ a mapping of $A_{1} \times \ldots \times A_{n} \times X$ into $X_{1} \times \ldots \times X_{n}$ such that $\varphi\left(a_{1}, \ldots, a_{n}, x\right)=\left(\varphi_{1}\left(a_{1}, \ldots, a_{n}, x\right), \ldots, \varphi_{n}\left(a_{1}, \ldots, a_{n}, x\right)\right)$, and each $\varphi_{j}(1 \leqq j \leqq n)$ is independent of states having indices greater than or equal to $j+i$, where $i$ is a fixed nonnegative integer. We say that the automaton $\mathbf{A}=(X, A, \delta)$ with $A=A_{1} \times \ldots \times A_{n}$ and

$$
\delta\left(\left(a_{1}, \ldots, a_{n}\right), x\right)=\left(\delta_{1}\left(a_{1}, \varphi_{1}\left(a_{1}, \ldots, a_{n}, x\right)\right), \ldots, \delta_{n}\left(a_{n}, \varphi_{n}\left(a_{1}, \ldots, a_{n}, x\right)\right)\right)
$$

is the $\alpha_{i}$-product of $\mathbf{A}_{t}(t=1, \ldots, n)$ with respect to $X$ and $\varphi$. For this product we use the shorter notation $\mathbf{A}=\prod_{t=1}^{n} \mathbf{A}_{t}(X, \varphi)$.

Let $\Sigma$ be a system of automata. $\Sigma$ is called isomorphically complete with respect to the $\alpha_{i}$-product if any automaton can be embedded isomorphically into an $\alpha_{i}$ product of automata from $\Sigma$. Furthermore, $\Sigma$ is called minimal isomorphically complete system if $\Sigma$ is isomorphically complete and for arbitrary $\mathbf{A} \in \Sigma$ the system $\Sigma \backslash\{\mathbf{A}\}$ is not isomorphically complete.

Take a set $M$ of automata, and let $i$ be an arbitrary nonnegative integer. Let $\alpha_{i}(M)$ denote the class of all automata which can be embedded isomorphically into an $\alpha_{i}$-product of automata from $M$. It is said that the $\alpha_{i}$-product is isomorphically more general than the $\alpha_{j}$-product if for any set $M$ of automata $\alpha_{j}(M) \subseteq \alpha_{i}(M)$ and there exists at least one set $\bar{M}$ such that $\alpha_{j}(\bar{M})$ is a proper subclass of $\alpha_{i}(\bar{M})$.

The following statement is obvious for arbitrary natural number $i \geqq 0$.

[^11]Lemma. If $\mathbf{A}$ can be embedded isomorphically into an $\alpha_{i}$-product $\mathbf{B}$ with a single factor and $\mathbf{B}$ can be embedded isomorphically into an $\alpha_{i}$-product $\mathbf{C}$ with a single factor, then $\mathbf{A}$ can be embedded isomorphically into an $\alpha_{i}$-product $\mathbf{C}$ with a single factor.

For any natural number $n \geqq 1$ denote by $\mathbf{T}_{n}=\left(T_{n}, N, \delta_{N}\right)$ the automaton for which $N=\{1, \ldots, n\}, T_{n}$ is the set of all transformations $t$ of $N$, and $\delta_{N}(j, t)=$ $=t(j)$ for all $j \in N$ and $t \in T_{n}$.

The next Theorem gives necessary and sufficient conditions for a system of automata to be isomorphically complete with respect to $\alpha_{0}$-product.

Theorem 1. A system $\Sigma$ of automata is isomorphically complete with respect to $\alpha_{0}$-product if and only if for any natural number $n \geqq 1$, there exists an automaton $\mathbf{A} \in \Sigma$ such that $\mathbf{T}_{n}$ can be embedded isomorphically into an $\alpha_{0}$-product of $\mathbf{A}$ with a single factor.

Proof. The necessity and sufficiency of these conditions will be proved in a similar way as that of the corresponding statement for generalized $\alpha_{0}$-product in [2].

In order to prove the necessity assume that $\Sigma$ is isomorphically complete with respect to the $\alpha_{0}$-product. Let $n>1$ be a natural number and take $T_{n}$. By our assumption, $\mathbf{T}_{n}$ can be embedded isomorphically into an $\alpha_{0}$-product $\mathbf{B}=\left(T_{n}, B, \delta_{\mathbf{B}}\right)=$ $=\prod_{t=1}^{m} \mathbf{A}_{t}\left(T_{n}, \varphi\right)$ of automata from $\Sigma$. Assume that $m>1$, and let $\mu$ denote a suitable isomorphism. Define parcitions $\pi_{j}^{\prime}(j=1, \ldots, m)$ on $B$ in the following way: $\left(a_{1}, \ldots, a_{m}\right) \equiv\left(a_{1}^{\prime}, \ldots, a_{m}^{\prime}\right)\left(\pi_{j}^{\prime}\right) \quad\left(a_{1}, \ldots, a_{m}\right),\left(a_{1}^{\prime}, \ldots, a_{m}^{\prime}\right) \in B$ if and only if $a_{1}=$ $=a_{1}^{\prime}, \ldots, a_{j}=a_{j}^{\prime}$. Now let $\pi_{j}(j=1, \ldots, m)$ be partitions on $N$ given as follows: for any $\left(a_{1}, \ldots, a_{m}\right),\left(a_{1}^{\prime}, \ldots, a_{\mathrm{m}}^{\prime}\right) \in B$ we have $\mu^{-1}\left(a_{1}, \ldots, a_{m}\right) \equiv \mu^{-1}\left(a_{1}^{\prime}, \ldots, a_{m}^{\prime}\right)\left(\pi_{j}\right)$ if and only if $\left(a_{1}, \ldots, a_{m}\right) \equiv\left(a_{1}^{\prime}, \ldots, a_{m}^{\prime}\right)\left(\pi_{j}^{\prime}\right)$. It is easy to prove that $\pi_{j}(j=1, \ldots, m)$ have the Substitution Property (SP). On the other hand, for $T_{n}$ only the two trivial partitions have SP. Thus, we get that each $\pi_{j}$ has one-element blocks only, or it has one block only. Among these partitions there should be at least one which has more than one block, since $n>1$. Let $l$ be the least index for which $\pi_{l}$ has at least two bloks. Then the blocks of $\pi_{l}$ consist of single elements. Therefore, the number of all blocks of $\pi_{1}$ is $n$. We show that $T_{n}$ can be embedded isomorphically into an $\alpha_{0}$-product $\mathbf{A}_{i}$ with a single factor. Let ( $a_{i 1}, \ldots, a_{i m}$ ) denote the image of $i(i=1, \ldots, n)$ under $\mu$. From our assumption and the definition of $\pi_{j}$ it follows that $a_{k s}=a_{1 s}$ if $\mathrm{I} \leqq k \leqq n$ and $1 \leqq s \leqq l-1$. Take the $\alpha_{0}$-product $\mathbf{C}=\left(T_{n}, A_{l}, \delta_{\mathrm{C}}\right)=$ $=\Pi \mathbf{A}_{l}\left(T_{n}, \Psi\right)$ where $\Psi(t)=\varphi_{l}\left(a_{11}, \ldots, a_{11-1}, t\right)$ for all $t \in T_{n}$. It is easy to prove that mapping $v: i \rightarrow a_{i l}(i=1, \ldots, n)$ is an isomorphism of. $\mathbf{T}_{n}$ into $\mathbf{C}=\Pi \mathbf{A}_{l}\left(T_{n}, \Psi\right)$. The case $n=1$ is obvious.
To prove the sufficiency take an automaton $\mathbf{A}=\left(X, A, \delta_{\mathrm{A}}\right)$ with $n$ states. Let $\mu$ be an arbitrary $1-1$ mapping of $A$ onto $N$. Take the $\alpha_{0}$-product $\mathbf{C}=\Pi \mathbf{T}_{n}(X, \varphi)$ with a single factor, where $\varphi(x)=t$ if and only if $\mu\left(\delta_{\mathrm{A}}(a, x)\right)=t(\mu(a))$ for any $a \in A$. Then $\mu$ is an isomorphism of $\mathbf{A}$ into $\mathbf{C}$. On the other hand, by our assumption, there exists an automaton $\mathbf{B}$ in $\Sigma$ such, that $\mathbf{T}_{n}$ can be embedded isomorphically into an $x_{0}$-product of $\mathbf{B}$ with a single factor. Therefore, by our Lemma, $\mathbf{A}$ can be embedded isomorphically into an $\alpha_{0}$-product of $B$, which completes the proof of Theorem 1.

Corollary. There exists no system of automata which is isomorphically complete with respect to $\alpha_{0}$-product and minimal.

Proof. Take a system $\Sigma$ of automata which is isomorphically complete with respect to $\alpha_{0}$-product, and let $\mathbf{A} \in \Sigma$ be an automaton with $n$ states. It is obvious that $\mathbf{A}$ can be embedded isomorphically into an $\alpha_{0}$-product of $\mathbf{T}_{m}$ with a single factor if $m \geqq n$. Take a natural number $m>n$. By Theorem 1 , there exists a $\mathbf{B} \in \Sigma$ such that $\mathbf{T}_{m}$ can be embedded isomorphically into an $\alpha_{0}$-product of $\mathbf{B}$ with a single factor. Therefore, by our Lemma, A can be embedded isomorphically into an $\alpha_{0}$-product of $\mathbf{B}$ with a single factor. Thus, $\Sigma \backslash\{\mathbf{A}\}$ is isomorphically complete with respect to $\alpha_{0}$-product, showing that $\Sigma$ is not minimal.

For any natural number $n \geqq 1$ denote by $\mathbf{D}_{n}=\left(\left\{x_{p q}\right\}_{\substack{1 \leqq p \leqq n \\ 1 \leqq q \leqq n}},\{1, \ldots, n\}, \delta_{n}\right)$ the automaton for which for any $l \in\{1, \ldots, n\}$ and $x_{s k} \in\left\{x_{p q}\right\}$.

$$
\delta_{n}\left(l, x_{s k}\right)= \begin{cases}k & \text { if } \quad l=s \\ l & \text { otherwise }\end{cases}
$$

The following Theorem holds for $\alpha_{i}$-products with $i \geqq 1$.
Theorem 2. A system $\Sigma$ of automata is isomorphically complete with respect to $\alpha_{i}$-product ( $i \geqq 1$ ) if and only if for any natural number $n \geqq 1$, there exists an automaton $\mathbf{A} \in \Sigma$ such that $\mathbf{D}_{n}$ can be embedded isomorphically into an $\alpha_{i}$-product of $\mathbf{A}$ with a single factor.

Proof. First we prove that $\mathbf{D}_{n}(n>1)$ can be embedded isomorphically into an $\alpha_{i}$-product of automata from $\Sigma$ with at most $i$ factors if $\mathbf{D}_{n}$ can be embedded isomorphically into an $\alpha_{i}$-product of automata from $\Sigma$. Indeed, assume that $\mathbf{D}_{n}$ can be embedded isomorphically into the $\alpha_{i}$-product $\mathbf{B}=\prod_{t=1}^{k} \mathbf{A}_{t}\left(\left\{x_{p q}\right\} ; \varphi\right)$ of automata from $\Sigma$ with $k>i$, and let $\mu$ denote the isomorphism. For any $l \in\{1, \ldots, n\}$ denote by ( $a_{11}, \ldots, a_{l k}$ ) the image of $l$ under $\mu$. We may suppose that there exist natural numbers $r \neq s(1 \leqq r, s \leqq n)$ such that $a_{r 1} \neq a_{s 1}$ since otherwise $\mathbf{D}_{n}$ can be embedded isomorphically into an $\alpha_{i}$-product of automata from $\Sigma$ with $k-1$ factors. Now assume that there exist natural numbers $u \neq v(1 \leqq u, v \leqq n)$ such that $a_{u t}=a_{v t}$ $(t=1, \ldots, i)$. Then $\varphi_{1}\left(a_{u 1}, \ldots, a_{u i}, x_{l r}\right)=\varphi_{1}\left(a_{v 1}, \ldots, a_{v i}, x_{l r}\right)$ for any $x_{l r} \in\left\{x_{p q}\right\}$. Thus in the $\alpha_{i}$-product $\mathbf{B}$ the automaton $\mathbf{A}_{1}$ obtains the same input signal in the states $a_{u 1}$ and $a_{v 1}$ for any $x_{i r} \in\left\{x_{p q}\right\}$. On the other hand since $\mu$ is an isomorphism and $u \neq v$, thus the automaton $\mathbf{A}_{1}$ from the state $a_{u 1}$ goes into the state $a_{r 1}$ and from the state $a_{v 1}$ it goes into the state $a_{v 1}$ for`any input signal $x_{u r}(1 \leqq r \leqq n)$. This implies $a_{v 1}=a_{r 1}(1 \leqq r \leqq n)$, which contradicts our assumption. Thus we get that the elements $\left(a_{t 1}, \ldots, a_{i i}\right) \quad(1 \leqq t \leqq n)$ are pairwise different. Take the following $\alpha_{i}$-product $\mathbf{C}=\left(\left\{x_{p q}\right\}, C, \delta_{\mathrm{c}}\right)=\prod_{i=1}^{i} \mathbf{A}_{t}\left(\left\{x_{p q}\right\}, \psi\right)$ where for any $j=1, \ldots, i,\left(a_{1}, \ldots, a_{i}\right) \in A_{1} \times \ldots \times A_{i}$
and $x \in\left\{x_{p q}\right\}$ $\psi_{j}\left(a_{1}, \ldots, a_{i}, x\right)= \begin{cases}\varphi_{j}\left(a_{t 1}, \ldots, a_{t j+i-1}, x\right) & \text { if } j+i-1 \leqq k \text { and there exists } \\ \varphi_{j}\left(a_{t 1}, \ldots, a_{t k}, x\right) & 1 \leqq t \leqq n \text { such that } a_{s}=a_{t s}(s=1, \ldots, i,) \\ \text { if } j+i-1>k \text { and there exists } \\ & 1 \leqq t \leqq n \text { such that } a_{s}=a_{t s}(s=1, \ldots, i),\end{cases}$

It is clear that the correspondence $v: l \rightarrow\left(a_{l 1}, \ldots, a_{l i}\right)$ is an isomorphism of $\mathbf{D}_{n}$ into $\mathbf{C}$.

Now we show that if $\mathbf{D}_{n}(n>1)$ can be embedded isomorphically into an $\alpha_{i}$-product of automata from $\Sigma$ with at most $i$ factors then there exists an automaton $\mathbf{A} \in \Sigma$ such that $\mathbf{D}_{[\sqrt{n}]}$ can be embedded isomorphically into an $\alpha_{i}$-product of $\mathbf{A}$ with a single factor, where $[\sqrt[1]{n}]$ denotes the largest integer less than or equal to $\sqrt[1]{n}$. Indeed, assume that $\mathbf{D}_{n}$ can be embedded isomorphically into the $\alpha_{i}$-product $\mathbf{B}=\prod_{t=1}^{k} \mathbf{A}_{t}\left(\left\{x_{p q}\right\}, \varphi\right)$ of automata from $\Sigma$ with $k \leqq i$ factors. Let $\mu$ denote a suitable isomorphism, and for any $l \in\{1, \ldots, n\}$ let $\left(a_{l 1}, \ldots, a_{l k}\right)$ be the image of $l$ under $\mu$. Since $\mu$ is a $1-1$ mapping, thus the elements $\left(a_{t 1}, \ldots, a_{t k}\right)(t=1, \ldots, n)$ are pairwise different. Therefore, there exists an $s(1 \leqq s \leqq k)$ such that the number of pairwise different elements among $a_{1 s}, a_{2 s}, \ldots, a_{n s}$ is greater than or equal to $[\sqrt[k]{n}$. Let $a_{j_{1} s}, \ldots, a_{j_{r} s}$ denote pairwise different elements, where $r \geqq[\sqrt[l]{n}]$, and denote by $\bar{X}$ the set of input signals $x_{p q}(1 \leqq p, q \leqq[\sqrt[i]{n}])$. Take the following $\alpha_{i}$-product $\mathbf{C}=\Pi \mathbf{A}_{\mathbf{s}}(\bar{X}, \Psi)$ with single factor, where for any $a_{j_{t}} \in \mathrm{~A}_{s}$ and $x_{u v} \in \bar{X}$

$$
\psi\left(a_{j_{t} s}, x_{u v}\right)= \begin{cases}\varphi_{s}\left(a_{j_{t} 1}, \ldots, a_{j_{t} k}, x_{j_{t} j_{v}}\right) & \text { if } u=t \\ \varphi_{s}\left(a_{j_{t} 1}, \ldots, a_{j_{t} k}, x_{j_{t} j_{t}}\right) & \text { otherwise }\end{cases}
$$

It can be proved easily that the correspondence $v: t \rightarrow a_{j_{2} s}(t=1, \ldots,[\sqrt[i]{n}])$ is an isomorphism of $\mathbf{D}_{[i / n]}$ into $\mathbf{C}$.

The case $n=1$ is again obvious. To prove the sufficiency by our Lemma, it is enough to show that arbitrary automaton with $n$ states can be embedded isomorphically into an $\alpha_{i}$-product of $\mathbf{D}_{n}$ with a single factor. This is trivial.

Corollary. There exists no system of automata which is isomorphically complete with respect to $\alpha_{i}$-product ( $i \geqq 1$ ) and minimal.

In the sequel we shall study general properties of $\alpha_{i}$-products $(i=0,1, \ldots)$. For this we need some preparation.

Take a set $A$ and a system $\pi_{0}, \ldots, \pi_{n}$ of partitions on $A$. We say that this system of partitions is regular if the following conditions are satisfied:
(1) $\pi_{0}$ has one block only,
(2) $\pi_{n}$ has one-element blocks only,
(3) $\pi_{0} \geqq \pi_{1} \geqq \ldots \geqq \pi_{n}$.

Let $\pi$ be a partition of $A$. For any $a \in A$, denote by $\pi(a)$ the block of $\pi$ containing $a$. Moreover, set $M_{j, a}=\left\{\pi_{j+1}(b): b \in A\right.$ and $\left.b \equiv a\left(\pi_{j}\right)\right\}$, where $a \in A$ and $j=0, \ldots, n-1$. Finally, let $\pi_{j} / \pi_{j+1}=\max \left\{\left|M_{j, a}\right|: a \in A\right\}$.

It holds the following.
Theorem 3. Let $l>2$ be a natural number and $i \geqq 1$. An automaton $\mathbf{A}=\left(X, A, \delta_{\mathrm{A}}\right)$ can be embedded isomorphically into an $\alpha_{i}$-product of automata having fewer states than $l$, if and only if there exists a regular system $\pi_{0}, \ldots, \pi_{n}$ of partitions of $A$ such that
(I) $\pi_{j} / \pi_{j+1}<l$ for all $j=0, \ldots, n-1$,
(II) $a \equiv b\left(\pi_{j}\right)$ implies $\delta_{\mathrm{A}}(a, x)=\delta_{\mathrm{A}}(b, x)\left(\pi_{j-i+1}\right)$ for all $i-1 \leqq j \leqq n, x \in X$ and $a, b \in A$.

Proof. Theorem 3 will be proved in a similar way as the corresponding statement for generalized $\alpha_{i}$-products in [2].

In order to prove necessity assume that the automaton $\mathbf{A}$ can be embedded isomorphically into an $\alpha_{i}$-product $\prod_{t=1}^{n} \mathbf{A}_{t}(X, \varphi)$ of automata with $\left|A_{t}\right|<l$ ( $t=1, \ldots, n$ ) and $l>2$. Let $\mu$ denote a suitable isomorphism. Define partitions $\pi_{j}(j=0,1, \ldots, n)$ on $A$ in the following way: $\pi_{0}$ has one block only, and $a \equiv a^{\prime}\left(\pi_{j}\right) \quad(1 \leqq j \leqq n) \quad$ if and only if $\mu(a)=\left(a_{1}, \ldots, a_{n}\right), \mu\left(a^{\prime}\right)=\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right)$ and $a_{1}=a_{1}^{\prime}, \ldots, a_{j}=a_{j}^{\prime}$. It is obvious that $\pi_{0}, \pi_{1}, \ldots, \pi_{n}$ is a regular system of partitions and conditions (I) and (II) are satisfied by this system.

Conversely, assume that for an $\mathbf{A}=(X, A, \delta)$ there exists a regular system $\pi_{0}, \ldots, \pi_{n}$ of partitions satisfying conditions (I) and (II). We construct automata $\mathbf{A}_{j}=\left(X_{j}, A_{j}, \delta_{j}\right)(j=1, \ldots, n)$ with $\left|A_{j}\right|=\pi_{j-1} / \pi_{j}(<l)$ such that the automaton A can be embedded isomorphically into an $\alpha_{i}$-product of automata $\mathbf{A}_{j}(j=1, \ldots, n)$.

Let $A_{j}$ be arbitrary abstract sets with $\left|A_{j}\right|=\pi_{j-1} / \pi_{j}$ and $X_{j}=A_{1} \times \ldots$ $\ldots \times A_{j+i-1} \times X$ if $j+i-1 \leqq n$ and $X_{j}=A_{1} \times \ldots \times A_{n} \times X$ otherwise. Now let $\mu_{j}$ be a mapping of $M_{j}=\left\{\pi_{j}(a): a \in A\right\}$ onto $A_{j}$ such that the restriction of $\mu_{j}$ to any $M_{j-1, a}$ is $1-1$. Define the transition function $\delta_{j}$ in the following way:
(1) if $j+i-1 \leqq n$ then for any $a_{j} \in A_{j}$ and $\left(b_{1}, \ldots, b_{j+i-1}, x\right) \in X_{j}$
$\delta_{j}\left(a_{j},\left(b_{1}, \ldots, b_{j+i-1}, x\right)\right)=\left\{\begin{array}{c}\mu_{j}\left(\pi_{j}(\delta(a, x))\right) \text { if } a_{j}=b_{j} \text { and there exists an } a \in A \\ \text { such that } \mu_{t}\left(\pi_{t}(a)\right)=b_{t} \text { for all } t=1, \ldots, i+j-1, \\ \text { arbitrary element from } A_{j} \text { otherwise, }\end{array}\right.$
(2) if $j+i-1>n$ then for any $a_{j} \in A_{j}$ and $\left(b_{1}, \ldots, b_{n}, x\right) \in X_{j}$

$$
\delta_{j}\left(a_{j},\left(b_{1}, \ldots, b_{n}, x\right)\right)=\left\{\begin{array}{c}
\mu_{j}\left(\pi_{j}(\delta(a, x))\right) \text { if } a_{j}=b_{j} \text { and there exists an } a \in A \\
\text { such that } \mu_{t}\left(\pi_{t}(a)\right)=b_{t} \text { for all } t=1, \ldots, n, \\
\text { arbitrary element from } A_{j} \text { otherwise. }
\end{array}\right.
$$

First we prove that $\delta_{j}$ is well defined. Assume that in case (1) there exists a $b \in A$ such that $\mu_{t}\left(\pi_{t}(b)\right)=b_{t}(t=1, \ldots, j+i-1)$. It is enough to show that $b \equiv a\left(\pi_{j+i-1}\right)$ since this by (II), implies that $\delta(b, x) \equiv \delta(a, x)$ for any $x \in X$. We proceed by induction on $t$. $b \equiv a\left(\pi_{1}\right)$ obviously holds since $\mu_{1}$ is a $1-1$ mapping of $M_{1}$ onto $A_{1}$. Assume that our statement has been proved for $t-1(1 \leqq t-1<j+i-1)$ that is $b \equiv a\left(\pi_{t-1}\right)$. Therefore, since $\mu_{t}$ is $1-1$ on $M_{t-1, a}$ and $\mu_{t}\left(\pi_{t}(a)\right)=\mu_{t}\left(\pi_{t}(b)\right)$ thus $\pi_{t}(b)=\pi_{t}(a)$. Case (2) can be proved by a similar argument.

Take the $\alpha_{i}$-product $\mathbf{B}=\prod_{t=1}^{n} \mathbf{A}_{t}(X, \varphi)$ where the mapping $\varphi_{j}$ is defined in the following way:
(1) if $j+i-1 \leqq n$ then for any $\left(a_{1}, \ldots, a_{j+i-1}\right) \in A_{1} \times \ldots \times A_{j+i-1}$ and $x \in X$

$$
\varphi_{j}\left(a_{1}, \ldots, a_{j+i-1}, x\right)=\left(a_{1}, \ldots, a_{j+i-1}, x\right)
$$

(2) if $j+i-1>n$ then for any $\left(a_{1}, \ldots, a_{n}\right) \in A_{1} \times \ldots \times A_{n}$ and $x \in X$

$$
\varphi_{j}\left(a_{1}, \ldots, a_{n}, x\right)=\left(a_{1}, \ldots, a_{n}, x\right)
$$

It is easy to prove that the mapping $v: a \rightarrow\left(\mu_{1}\left(\pi_{1}(a)\right), \ldots, \mu_{n}\left(\pi_{n}(a)\right)\right)$ is an isomorphism of $\mathbf{A}$ into $\mathbf{B}$, which completes the proof of Theorem 3.

Let us denote by $\mathbf{A}_{2}=\left(\{x, y\},\{0,1\}, \delta_{2}\right)$ the automaton for which $\delta_{2}(0, x)=$ $=\delta_{2}(1, y)=1$ and $\delta_{2}(1, x)=\delta_{2}(0, y)=0$.

Now we prove
Theorem 4. Automaton $D_{n}$ can be embedded isomorphically into an $\alpha_{i}$-product of $\mathbf{A}_{2}(i \geqq 1)$ if and only if $1 \leqq n \leqq 2^{i}$.

Proof. The necessity follows from Theorem 3. Indeed, if $\mathbf{D}_{n}$ can be embedded isomorphically into an $\alpha_{i}$-product of $\mathbf{A}_{2}$, then by Theorem 3, there exists a regular system $\pi_{0}, \pi_{1}, \ldots, \pi_{k}$ of partitions of the set $\{1, \ldots, n\}$ such that (I) and (II) are satisfied. If $n>2^{i}$ then there exists a subsystem $\pi_{t_{1}}>\pi_{t_{2}}>\ldots>\pi_{t_{1}}$ of $\pi_{0}, \ldots, \pi_{k}$ such that $\pi_{0}>\pi_{t_{1}}$ and $\pi_{t_{i}}>\pi_{k}$. Since $\pi_{t_{1}}>\pi_{k}$ thus there exists at least one block of $\pi_{t_{l}}$ which has more than one element, that is there exist $l$ and $r(l \leqq l, r \leqq n)$ with $l \neq r$ and $l \equiv r\left(\pi_{t_{i}}\right)$. From this, by condition (II), we get that for all $x_{s v} \in\left\{x_{p q}\right\}_{\substack{\leqq \leqq p \leqq n \\ 1 \leqq q \leqq n}}$ $\delta_{n}\left(l, x_{s v}\right) \equiv \delta_{n}\left(r, x_{s v}\right)\left(\pi_{t_{1}}\right)$. This implies $\pi_{0}=\pi_{t_{2}}$, which contradicts the assumption that $\pi_{0}>\pi_{t_{1}}$.

To prove the sufficiency let $n$ be an arbitrary natural number with $1 \leqq n \leqq 2^{i}$. We take the $\alpha_{i}$-product $\mathbf{B}=\prod_{t=1}^{i} \mathbf{A}_{2}\left(\left\{x_{p q}\right\}, \varphi\right)$ of $\mathbf{A}_{2}$, where the mapping $\varphi_{J}$ is defined in the following way: for any

$$
\begin{aligned}
& \quad\left(a_{1}, \ldots, a_{i}, x_{s r}\right) \in\{0,1\} \times\{0,1\} \times \ldots \times\{0,1\} \times\left\{x_{p q}\right\} \\
& \varphi_{j}\left(a_{1}, \ldots, a_{i}, x_{s r}\right)=\left\{\begin{array}{l}
x \text { if } \sum_{t=1}^{i} a_{t} 2^{i-t}+1=s \text { and } r=\sum_{r=1}^{i} b_{t} 2^{i-t}+1 \text { and } a_{j} \neq b_{j}, \\
y \text { otherwise. }
\end{array}\right.
\end{aligned}
$$

It is not difficult to prove that $\mathbf{D}_{\boldsymbol{n}}$ can be embedded isomorphically into the automaton $B$ under the isomorphism $\mu$ defined as follows: if $k=\sum_{t=1}^{i} a_{t} 2^{i-t}+1$ then $\mu(k)=\left(a_{1}, \ldots, a_{i}\right)$ for all $k=1, \ldots, n$. This ends the proof of Theorem 4.

Let $\mathbf{C}_{n}$ denote the automaton $\left(\{x\},\{1, \ldots, n\}, \delta_{n}\right.$ ) where for all $1 \leqq k<n$ $\delta_{n}(k, x)=k+1$ and $\delta_{n}(n, x)=n$.

It can easily be seen that for any natural number $n \geqq 1 \quad \mathbf{C}_{n}$ can be embedded isomorphically into an $\alpha_{1}$-product of $\mathbf{A}_{2}$. On the other hand it is not difficult to prove that if $n>1$ then $C_{n}$ cannot be embedded isomorphically into an $\alpha_{0}$-product of $\mathbf{A}_{2}$. From this we obtain that the $\alpha_{1}$-product is isomorphically more general than the $\alpha_{0}$-product.

In [3] V. M. Gluskov introduced the concept of the general product and proved that system $\left\{\mathbf{A}_{2}\right\}$ is isomorphically complete with respect to the general product. This, by Theorem 4, implies that for any natural number $i$ the general product is isomorphically more general than the $\alpha_{i}$-product.

Our results can be summarized by
Theorem 5. The general product is isomorphically more general than any $\alpha_{j}$-product $(j=0,1,2, \ldots)$ and any $i, j(i, j \in\{0,1,2, \ldots\})$ if $i<j$ then the $\alpha_{j}$ product is isomorphically more general than the $\alpha_{i}$-product.

Finally we consider that what kind automata can be embedded isomorphically into an $\alpha_{i}$-product ( $i=0,1,2, \ldots$ ) of automata from the given finite set of automata. For this the following is valid.

Theorem 6. For any natural number $i(\geqq 0)$, automaton $A$ and finite set $M$ of . automata it can be decided whether or not $\mathbf{A} \in \alpha_{i}(M)$.

Proof. Assume that automaton $\mathbf{A}=\left(X, A, \delta_{\mathrm{A}}\right)$ with $m$ states can be embedded isomorphically into an $\alpha_{i}$-product $\mathbf{B}=\prod_{t=1}^{s} \mathbf{A}_{t}(X, \varphi)$ of automata from $M$ under the isomorphism $\mu$. Let $V=\max \left\{\left|A_{t}\right|: \mathbf{A}_{t} \in M\right\}$, and for all $a_{i} \in A(i=1, \ldots, m)$ denote by ( $a_{i 1}, \ldots, a_{i s}$ ) the image of $a_{i}$ under $\mu$. We define partition $\pi$ on the set of indices of the $\alpha_{i}$-product B. Any $k, l(\mathrm{I} \leqq k, l \leqq s) k \equiv l(\pi)$. if and only if $\mathbf{A}_{k}=\mathbf{A}_{l}$ and $a_{t k}=a_{t l}$ for all $t=1, \ldots, m$. It can easily be seen that the partition $\pi$ has at most $|M| \cdot V^{m}$ blocks. Since $\mu$ is an isomorphism, thus if $a_{t k}=a_{t l}(t=1, \ldots, m)$ then the $k$-th component of $\mu\left(\delta_{\mathrm{A}}\left(a_{t}, x\right)\right)$ is equal to the $l$-th component of $\mu\left(\delta_{\mathrm{A}}\left(a_{t}, x\right)\right)$ for all $t=1, \ldots, m$ and $x \in X$. By this it is not difficult to prove, that the automaton $\mathbf{A}$ can be embedded isomorphically into an $\alpha_{i}$-product of automata from the set $M$ with at most $|M| \cdot V^{m}$ factors.
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# Rational representation of forests by tree automata 

By G. Maróti

## 1. Introduction

In this paper we give a new representation of forests which is more powerful than the usual one in the following sense: for this representation there exists a proper variety which is complete, i.e., every regular forest can be represented (in this new sense) by a tree automaton built on a finite algebra belonging to this variety (Theorem 5). This representation is a generalization of the rational one developed by F. Gécseg in [1]. Moreover our Theorem 5 yields immediately the result of F. Gecseg and G. Horvath [2]: there exists a proper variety over the type $G=\{g, h\}$, where the arities of $g$ and $h$ are 2 and zero, respectively, such that every contextfree language can be recognized by a finite tree-automaton belonging to this variety.

## 2. Fr -homomorphism and Fr -embedding

Let $F$ be a nonvoid set and $r$ a mapping of $F$ into the set $N$ of all nonnegative integers. We call the ordered pair $\langle F, r\rangle$ a type. The elements of $F$ are the operational symbols. If $f \in F$ and $r(f)=n(n \in N)$ then we say that the arity of $f$ is $n$ (or $f$ is an $n$-ary operational symbol). We will refer to the type $\langle F, r\rangle$ simply by $F$. The subset of all 0 -ary operational symbols will be denoted by $F^{0}$.

Take the set $X=\left\{x_{0}, x_{1}, \ldots\right\}$ and a type $F$. The set $T_{F, n}$ of the $n$-ary polynomial symbols over $F$ is defined by

1) $x_{0}, \ldots, x_{n-1} \in T_{F, n}$,
2) if $p_{0}, \ldots, p_{m-1} \in T_{F, n}$ and $f \in F$ is an $m$-ary operational symbol ( $m \geqq 0$ ) then $f\left(p_{0}, \ldots, p_{m-1}\right) \in T_{F, n}$,
3) $T_{F, n}$ is the smallest set satisfying 1) and 2).

The set $T_{F}$ of all polynomial symbols over $F$ is defined as the union of all $T_{F, n}$

$$
T_{F}=\bigcup_{n=0}^{\infty} T_{F, n} .
$$

Every polynomial symbol $p \in T_{F}$ can be represented by a tree $P$ (by a loop-free connected graph) whose nodes are labelled by the elements of the set $F \cup X$ in such
a way that if a node has the label $f \in F$ then there are exactly $r(f)$ edges leaving it. We use the terminology that $P$ is the tree belonging to the polynomial symbol $p$.

Consider the polynomial symbols $p \in T_{F, m}$ and $p_{0}, \ldots, p_{m-1} \in T_{F, n}$. Then $p\left(p_{0}, \ldots, p_{m-1}\right)$ denotes the following $n$-ary polynomial symbol over $F$ :

1) if $p=x_{i}(0 \leqq i \leqq m-1)$ then $p\left(p_{0}, \ldots, p_{m-1}\right)=p_{i}$,
2) if $p=f\left(q_{0}, \ldots, q_{k-1}\right)$, where $f \in F$ and $r(f)=k$, then

$$
p\left(p_{0}, \ldots, p_{m-1}\right)=f\left(q_{0}\left(p_{0}, \ldots, p_{m-1}\right), \ldots, q_{k-1}\left(p_{0}, \ldots, p_{m-1}\right)\right)
$$

Next we define the mapping fr (frontier): fr is a mapping of $T_{F}$ into the free monoid generated by the set $X$ satisfying the following conditions:

1) $\operatorname{fr}\left(x_{i}\right)=x_{i}(i=0,1, \ldots)$,
2) if $h \in F^{0}$, then $\operatorname{fr}(h)=\varepsilon$ ( $\varepsilon$ denotes the empty word),
3) if $p=f\left(p_{0}, \ldots, p_{m-1}\right)$, where $f \in F$ and $r(f)=m$, then

$$
f r(p)=f r\left(p_{0}\right) \ldots f r\left(p_{m-1}\right) .
$$

Let us consider now two types $F$ and $G$. The mapping $\alpha: T_{F} \rightarrow T_{G}$ is called an fr-homomorphism (frontier-homomorphism) if it satisfies the following conditions:
(i) $\alpha\left(x_{i}\right)=x_{i}(i=0,1, \ldots)$
(ii) $f r\left(\alpha\left(f\left(x_{0}, \ldots, \dot{x}_{n-1}\right)\right)\right)=f r\left(f\left(x_{0}, \ldots, x_{n-1}\right)\right)$, where $f \in F$ and $r(f)=n$ ( $n \geqslant 0$ ),
(iii) $\alpha\left(f\left(p_{0}, \ldots, p_{n-1}\right)\right)=\alpha(f)\left(\alpha\left(p_{0}\right), \ldots, \alpha\left(p_{n-1}\right)\right)$.

Corollary 1. For every polynomial symbol $p \in T_{F}$ and for every fr-homomorphism $\alpha: T_{F} \rightarrow T_{G}$ we have

$$
f r(\alpha(p))=f r(p)
$$

Let $d(p)$ denote the depht of the polynomial symbol $p$, i.e., if $p$ is equal to $x_{i}$ or a 0 -ary operational symbol then $d(p)=0$, and if $p$ is of the form $p=f\left(p_{0}, \ldots, p_{m-1}\right)$ then $d(p)=\max _{i=0, \ldots, m-1}\left\{d\left(p_{i}\right)\right\}+1$.

Corollary 2. Let $\alpha: T_{F} \rightarrow T_{G}$ be an $f r$-homomorphism, and assume that for every $f \in F, d\left(\alpha\left(f\left(x_{0}, \ldots, x_{r(f)-1}\right)\right)\right) \geqq 1$. Then for each $p \in T_{\vec{F}}$

$$
d(\alpha(p)) \geqq d(p)
$$

holds.
Proof. Let $p \in T_{F}$. If $d(p)=0$ then the assertion is trivial. Assume that Corollary 2 is true for all polynomial symbols whose depht is less than that of $p=$ $=f\left(p_{0} ; \ldots, p_{m-1}\right)$. Then

$$
\begin{gathered}
d(\alpha(p))=d\left(\alpha\left(f\left(p_{0}, \ldots, p_{m-1}\right)\right)\right)=d\left(\alpha(f)\left(\alpha\left(p_{0}\right) ; \ldots, \alpha\left(p_{m-1}\right)\right) \geqq\right. \\
\geqq 1+\max _{i=0, \ldots, m-1}\left\{d\left(\alpha\left(p_{i}\right)\right)\right\} \geqq 1+\max _{i=0, \ldots, m-1}\left\{d\left(p_{i}\right)\right\}=d(p) .
\end{gathered}
$$

If the $f r$-homomorphism $\alpha: T_{F} \rightarrow T_{G}$ is one-to-one then it is called fr-embedding.
Let us denote by $T_{F}$ [1] the set of all polynomial symbols from $F$ with depth less than or equal to 1 :

$$
T_{F}[1]=\left\{p \mid p \in T_{F} \text { and } d(p) \leqq 1\right\}
$$

For every mapping $\varphi: T_{F}[1] \rightarrow T_{G}$ satisfying condition (ii) there exists exactly one $f r$-homomorphism $\alpha: T_{F} \rightarrow T_{G}$ such that $\alpha_{\dagger} T_{F}[1]=\varphi$, where $\alpha_{\uparrow} T_{F}[1]$ denotes the restriction of $\alpha$ to $T_{F}[1]$.

If we take two types $F$ and $G$ then an $f$-homomorphism not necessarily exists between $T_{F}$ and $T_{G}$. For example if $G$ consists of unary operational symbols only and in $F$ there exists an operational symbol with arity greater than or equal to 2 then, obviously, there is no $f r$-homomorphism between $T_{F}$ and $T_{G}$.

Consider the type $F$ and denote by $S(F)$ the following set of nonnegative integers

$$
S(F)=\{n \mid \exists f \in F \text { with } r(f)=n\} .
$$

The set $\{0, \ldots, m-1\}$ will be denoted by $\check{m}$ for all natural number $m$.
Theorem 1. Let $F$ and $\dot{G}$ be types, $S(F)=\left\{n_{0}, \ldots, n_{r-1}\right\}$ and $S(G)=$ $=\left\{m_{0}, \ldots, m_{s-1}\right\}$. If there exists an $f r$-homomorphism $\alpha: T_{F} \rightarrow T_{G}$, then for a suitable mapping $\varphi: \tilde{r} \rightarrow \tilde{s}$ we have

$$
\begin{equation*}
\left(m_{0}-1, \ldots, m_{s-1}-1\right) \mid\left(n_{0}-m_{0 \varphi}, \ldots, n_{r-1}-m_{(r-1) \varphi}\right) . \tag{1}
\end{equation*}
$$

Proof. Let $\alpha: T_{F} \rightarrow T_{G}$ be an $f r$-homomorphism. If $G$ has an operational symbol with arity zero, then (1) holds for every mapping $\varphi: \tilde{f} \rightarrow \tilde{s}$ because of

$$
\left(m_{0}-1, \ldots,-1, \ldots, m_{s-1}-1\right)=1 .
$$

In the opposite case take a $p \in T_{F}$ of depth 1 , and let $q=\alpha(p)$. Then

$$
\begin{equation*}
|f r(q)|=|f r(p)|=n_{k} \tag{2}
\end{equation*}
$$

for some $k \in \tilde{r}$. Now consider the tree $Q$ belonging to $q$. In consequence of (2) $Q^{\prime}$ has $n_{k}$ leaves. Delete in $Q$ all leaves belonging to a given subtree of $Q$ with depth 1 . We get a tree with $n_{k}-\left(m_{i_{1}}-1\right)$ leaves, where $i_{1} \in \tilde{s}$. Continue the deletion of the leaves of the subtrees from $Q$ with depth 1 as long as we get a tree of depth 1 . At each step the number of leaves of the current tree was reduced by ( $m_{i_{v}}-1$ ) for some $i_{v} \in \tilde{s}$. At the end of the process, the tree of depth 1 must have $m_{j}$ leaves, where $j \in \tilde{\mathcal{S}}$. In this way for suitable nonnegative integers $l_{0}, \ldots, l_{s-1}$ we have

$$
\begin{equation*}
n_{k}-l_{0}\left(m_{0}-1\right)-\ldots-l_{s-1}\left(m_{s-1}-1\right)=m_{j} . \tag{3}
\end{equation*}
$$

Hence

$$
\begin{equation*}
n_{k}-m_{j}=l_{0}\left(m_{0}-1\right)+\ldots+l_{s-1}\left(m_{s-1}-1\right) . \tag{4}
\end{equation*}
$$

Let $d$ be the greatest common divisor of $m_{0}-1, \ldots, m_{s-1}-1$. Then $d$ divides the right side of (4). Therefore $d$ divides $n_{k}-m_{j}$ as well.

Take the correspondence $k \rightarrow j$, and denote it by $\psi$

$$
\begin{equation*}
k \psi=j . \tag{5}
\end{equation*}
$$

Since $p \in T_{F}[1]$. was arbitrary, while it runs over the set $T_{F}[1]$ in (5), thus $k$ must run (not necessarily once) over the numbers $0, \ldots, r-1$ and, meanwhile, for every $k \in \tilde{r}, k \psi$ assigns a subset of $\tilde{s}$. Let $\varphi$ be a choice function of the system of sets $\{k \psi \mid k \in \tilde{r}\}$. Because of (4), $n_{k}-m_{k \varphi}$ can be divided by $d$ for every $k \in \tilde{r}$. Therefore, $d$ divides their greatest common divisor, as we stated.

Unfortunately, condition (1) is not sufficient. Indeed, let $F$ consist of a single unary operational symbol and let $G=\{g\}$ with $r(g)=2$. It is clear that condition (1) holds, but that in $T_{G}$ there is no tree with a single leaf.

Theorem 2. Using the notations of the previous theorem, the necessary and sufficient condition of the existence of an fr-homomorphism between $T_{F}$ and $T_{G}$ is the validity of the following equalities

$$
\begin{equation*}
n_{k}=m_{k \varphi}+l_{0}\left(m_{0}-1\right)+\ldots+l_{s-1}\left(m_{s-1}-1\right) \quad(k=0, \ldots, r-1) \tag{6}
\end{equation*}
$$

where $\varphi$ is a mapping of $\tilde{r}$ into $\tilde{s}$ and $l_{i}$ are nonnegative integers for $i=0, \ldots, s-1$.
Proof. The necessity of conditions is trivial by the proof of the previous theorem.

Before we are going to prove the sufficiency let us note, that if a natural number $n$ is of the form

$$
n=m_{i}+y_{0}\left(m_{0}-1\right)+\ldots+y_{s-1}\left(m_{s-1}-1\right),
$$

where $i \in \tilde{s}$ and $y_{0}, \ldots, y_{s-1}$ are nonnegative integers, then there exists a $q$ in $T_{G}$ such that

$$
f r(q)=x_{0} \ldots x_{n-1}
$$

We proof this statement by induction on $s$. For $s=1$,

$$
n=m_{0}+y_{0}\left(m_{0}-1\right)
$$

If $g \in G$ with $r(g)=m_{0}$, then the polynomial symbol

$$
g\left(\ldots g\left(g\left(x_{0}, \ldots, x_{m_{0}-1}\right), x_{m_{0}} ; \ldots, x_{2 m_{0}-1}\right), \ldots, x_{n-1}\right)
$$

is appropriate. Remark, that this choice is possible since $n>0$ implies $m_{0}>0$.
Now assume that our statement has been shown for $s=v$, i.e. for each natural number $n^{\prime}$ of the form

$$
n^{\prime}=m_{i}+y_{0}\left(m_{0}-1\right)+\ldots+y_{v-1}\left(m_{v-1}-1\right)
$$

there exists the desired $q^{\prime}$ in $T_{G^{\prime}}$ and let

$$
n=m_{i}+y_{0}\left(m_{0}-1\right)+\ldots+y_{v}\left(m_{v}-1\right)=n^{\prime}+y_{v}\left(m_{v}-1\right)
$$

We distinguish three cases. If $m_{v}>1$, then we can choose for $q$ the polynomial symbol

$$
g\left(\ldots g\left(q^{\prime}, x_{n^{\prime}}, \ldots, x_{n^{\prime}+m_{v}-1}\right) \ldots x_{n-1}\right)
$$

where $g \in G$ and $r(g)=m_{v}$. If $m_{v}=1$ then $n=n^{\prime}$ and, therefore, $q^{\prime}$ itself is suitable. Finally, if $m_{v}=0$ and $h$ is 0 -ary operational symbol in $G$, then let $q$ be the polynomial symbol which can be obtained from $q^{\prime}$ by replacing the variables $x_{n}, x_{n+1}, \ldots, x_{n^{\prime}-1}$ by $h$.

Now assume that conditions (6) hold for the types $F$ and $G$. In order to show the sufficiency of our conditions it is enough to define a mapping $\alpha: T_{F}[1] \rightarrow T_{G}$ with $f r(\alpha(p))=f r(p)$ for every $p \in T_{F}[1]$. If in $F$ there is no 0 -ary operational symbol then for $f\left(x_{j_{0}}, \ldots, x_{j_{n_{k}}-1}\right)$ let

$$
\alpha\left(f\left(x_{j_{0}}, \ldots, x_{j_{n_{k}}-1}\right)\right)=q\left(x_{j_{0}}, \ldots, x_{j_{n_{k}-1}}\right)
$$

where $q \in T_{G}$ the polynomial symbol with $f r(q)=x_{0} \ldots x_{n_{k}-1}$, whose existence was shown above. In the opposite case in $G$ there must be a 0 -ary operational symbol as well, say $h$. For every $f \in F^{0}$ let $\alpha(f)=h$. Furthermore if $f \in F \backslash F^{0}$ is of arity $n_{k}(k \in \tilde{r})$ and $q \in T_{G}$ is the polynomial symbol with $\cdot f r(q)=x_{0} \ldots x_{n_{k}-1}$, then for $f\left(y_{j_{0}}, \ldots, y_{j_{n_{k}-1}}\right) \in T_{F}[1]$ let

$$
\alpha\left(f\left(y_{j_{0}}, \ldots, y_{j_{n_{k}}-1}\right)\right)=q\left(z_{j_{0}}, \ldots, z_{j_{n_{k}-1}}\right)
$$

where

$$
z_{j_{i}}=\left\{\begin{array}{ll}
y_{j_{i}} & \text { if } \quad y_{j_{i}} \in X \\
h & \text { if }, y_{j_{i}} \in F^{0}
\end{array} \quad\left(i=0, \ldots, n_{k}-1\right)\right.
$$

Theorem 2 provides two necessary and sufficient conditions for the existence of $f r$-embedding $\alpha: T_{F} \rightarrow T_{G}$ for every type $F$.
$\therefore$ Theorem 3. The following three conditions are equivalent:

1) for every type $F$ there exists an $f r$-homomorphism of $T_{F}$ into $T_{G}$,
2) in $G$ there exist a 0 -ary and an at least binary operational symbols,
3) for every type $F$ there exists an $f r$-embedding $T_{F}$ into $T_{\mathcal{G}}$.

Proof. Because of the previous theorem, 1) is equivalent to 2 ), and it is clear that 3) implies 2). Therefore, it is enough to prove the implication 2) $\Rightarrow 3$ ).

For this let $g, h \in G$ with $r(h)=0$ and $r(g) \geqq 2$. Consider an arbitrary type $F$ and take a one-to-one mapping $\gamma$ of $F$ into $T_{G}$, for which

$$
|f r(\gamma(f))|=r(f)
$$

holds for every $f \in F$. Now we define the mapping $\beta: T_{F}[1] \rightarrow T_{G}$ in the following manner:

1) $\beta\left(x_{i}\right)=x_{i}$
2) $\beta(f)=g(h, \ldots, h, \gamma(f))$ if $f \in F^{0}$,
3) $\beta\left(f\left(y_{i_{0}}, \ldots, y_{i_{n-1}}\right)\right)=g\left(h, \ldots, h, \gamma(f)\left(\beta\left(y_{i_{0}}\right), \ldots, \beta\left(y_{i_{n-1}}\right)\right)\right)$, where $y_{i_{j}} \in X \cup F^{0}$ $(j=0, \ldots, n-1)$ and $f \in F \backslash F^{0}$.
Obviously $\beta$ is one-to-one. Moreover, for every $p \in T_{F}[1]$ we have

$$
f r(\beta(p))=f r(p)
$$

Assume that $F=\left\{f_{0}, \ldots, f_{k-1}\right\}$ and take the following unary polynomial symbols from $T_{G}$

$$
\begin{aligned}
& q_{0}=g\left(x_{0}, h, \ldots, h\right) \\
& q_{j}=g\left(q_{j-1}, h, \ldots, h\right) \quad(j=0, \ldots, k-1)
\end{aligned}
$$

Finally, let us denote by $\alpha^{\prime}$ the mapping of $\cdot T_{F}[1]$ into $T_{G}$ for which

$$
\alpha^{\prime}(p)=q_{j}(\beta(p))
$$

where $p=f_{j}\left(p_{0}, \ldots, p_{n-1}\right) \in T_{F}[1]$. Obviously, $\alpha^{\prime}$ can be extended to an $f r$-homomorphism $\alpha: T_{F} \rightarrow T_{G}$. We claim that $\alpha$ is an $f r$-embedding. Indeed, assume that for the polynomial symbols $p$ and $q$ in $T_{F}, \alpha(p)=\alpha(q)$. We proceed by induction on the depth of $p$.

If $p=x_{i}$ then $\alpha(p)=x_{i}$. Moreover,

$$
0=d\left(\dot{x}_{i}\right)=d(\alpha(p))=d(\alpha(q)) \geqq d(q) \geqq 0
$$

implies $d(q)=0$, which yields $q=x_{i}$. If $p=f_{j} \in F^{0}$ then $d(p)=\alpha\left(f_{j}\right)=$ $=q_{j}\left(g\left(h, \ldots, h, \gamma\left(f_{j}\right)\right)\right.$. Assume that $q$ has the form $f_{k}\left(t_{0}, \ldots, t_{m-1}\right)$. Then

$$
\alpha(q)=\alpha\left(f_{k}\left(t_{0}, \ldots, t_{m-1}\right)\right)=q_{k}\left(g\left(h, \ldots, h, \gamma\left(f_{k}\right)\left(\alpha\left(t_{0}\right), \ldots, \alpha\left(t_{m-1}\right)\right)\right)\right)
$$

This and the assumption $\alpha(p)=\alpha(q)$ jointly imply

$$
q_{j}\left(g\left(h, \ldots, h, \gamma\left(f_{j}\right)\right)\right)=\dot{q}_{k}\left(g\left(h, \ldots, h, \gamma\left(f_{k}\right)\left(\alpha\left(t_{0}\right), \ldots, \alpha\left(t_{m-1}\right)\right)\right)\right)
$$

But this yields $j=k$.
Finally, assume that $p=f_{j}\left(p_{0}, \ldots, p_{n-1}\right)$ and that the statement has been shown for every $p^{\prime}$ with $d\left(p^{\prime}\right)<d(p)$. Let $q=f_{k}\left(q_{0}, \ldots, q_{m-1}\right)$. Then $\alpha(p)=\alpha(q)$ implies

$$
\begin{gather*}
q_{j}\left(g\left(h, \ldots, h, \gamma\left(f_{j}\right)\left(\alpha\left(p_{0}\right), \ldots, \alpha\left(p_{n-1}\right)\right)\right)\right)= \\
=q_{k}\left(g\left(h, \ldots, h, \gamma\left(f_{k}\right)\left(\alpha\left(q_{0}\right), \ldots, \alpha\left(q_{m-1}\right)\right)\right)\right) \tag{7}
\end{gather*}
$$

But this holds only if $q_{j}=q_{k}$, which is equivalent to $j=k$. Thus (7) yields that $\alpha\left(p_{i}\right)=\alpha\left(q_{i}\right)(i=0, \ldots, k-1)$, which makes the proof complete.

## 3. Fr-representation

Let $F$ be a finite type and $\mathfrak{Q}=\langle A, F\rangle$ a finite $F$-algebra (for terminology, see [3] and/or [1]). The triple $\overline{\mathfrak{Z}}=\left(\mathfrak{M}, \underline{a}, A^{\prime}\right)$ is called an $n$-ary tree automaton over $F$, or shortly $n$-ary $F$-automaton, where $A^{\prime} \subseteq A$ is the set of final states and $\underline{a} \in A^{n}$ is the initial vector.

According to the terminology used in the theory of tree automata the polynomial symbols over $F$ and the subsets of $T_{F}$ will be called $F$-trees and $F$-forests, respectively.

Consider the $n$-ary $F$-automaton. $\overline{\mathfrak{M}}=\left(\mathfrak{M}, \underline{a}, A^{\prime}\right)$ and let us denote by $T(\overline{\mathfrak{H}})$ the following subset of $T_{F, n}$

$$
T(\overline{\mathfrak{M}})=\left\{p \mid p \in \dot{T}_{F, n} \text { and } p_{\mathfrak{U l}}(\underline{a}) \in \cdot A^{\prime}\right\} .
$$

We say that the forest $T \subseteq T_{F, n}$ can be recognized by $\overline{\mathfrak{M}}$ (or $\overline{\mathfrak{M}}$ represents the forest $T$ ) if $T=T(\overline{\mathfrak{H}})$.

Let $T_{1}, T_{2} \subseteq T_{F, n}$ and $0 \leqq i \leqq n-1$. The $\dot{x}_{i}$-product of $T_{1}$ and $T_{2}$ is the forest which can be obtained by replacing every occurence of $x_{i}$ of some tree from $T_{2}$ by a tree in $T_{1}$. We denote the $x_{i}$-product of $T_{1}$ and $T_{2}$ by $T_{1} x_{i} T_{2}$. Let $T^{0, i}=\left\{x_{i}\right\}$ and $T^{k, i}=T^{k-1, i} \cup T^{k-1, i} x_{i} T(k=1,2, \ldots)$. Finally, let us denote by $T^{*, i}$ the union of all forests $T^{k, i}$ :

$$
T^{*, i}=\bigcup_{k=0}^{\infty} T^{k, i}
$$

$T^{*, i}$ is called the $x_{i}$-iteration of the forest $T$.
We say that the forest $T \subseteq T_{F, n}$ is $m$-regular if it can be obtained from finitely many trees of $\dot{T}_{F, m}$ by finitely many applications of union, $x_{i}$-product and $\dot{x}_{i}$-iteration. A forest $T$ is called regular if it is $m$-regular for some $m$.

It is well known that a forest is regular if and only if it can be recognized by a tree automaton [1].

Take a forest $T \subseteq T_{F, n}$ and an $n$-ary $G$-automaton $\overline{\mathfrak{A}}=\left(\mathfrak{A}, \underline{a}, A^{\prime}\right)$. We say that $\overline{\mathfrak{A}}$ fr-represents the forest $T$ (or $T$ can be fr-recognized by $\mathfrak{\mathfrak { M }}$ ) if there exists an $f r$-embedding $\alpha: T_{F} \rightarrow T_{G}$ such that $\alpha(T)=T(\overline{\mathfrak{H}})$.

Theorem 4. A forest is regular if and only if it can be $f r$-recognized by a tree automaton.

Proof. We shall show that the image and the complete inverse image of a regular forest under an fr-homomorphism are regular as well. This yields for us the sufficience of our conditions. The necessity is trivial.

Let $\alpha: T_{F} \rightarrow T_{G}$ be $f r$-homomorphism. From the definition of union and $x_{i}-$ product of forests immediately follows that for each $T_{1}, T_{2} \subseteq T_{F, n}$ we have

$$
\begin{align*}
& \alpha\left(T_{1} \cup T_{2}\right)=\alpha\left(T_{1}\right) \cup \alpha\left(T_{2}\right),  \tag{8}\\
& \alpha\left(T_{1} x_{i} T_{2}\right)=\alpha\left(T_{1}\right) x_{i} \alpha\left(T_{2}\right) \tag{9}
\end{align*}
$$

After this by induction on $k$ it is easy to show that

$$
\alpha\left(T_{1}^{k, i}\right)=\alpha\left(T_{1}\right)^{k, i} \cdot(k=0,1, \ldots)
$$

From this we get

$$
\begin{equation*}
\alpha\left(T_{1}^{*, i}\right)=\alpha\left(\bigcup_{k=0}^{\infty} T_{1}^{k, i}\right)=\bigcup_{k=0}^{\infty} \alpha\left(T_{1}^{k, i}\right)=\bigcup_{k=0}^{\infty} \alpha\left(T_{1}\right)^{k, i}=\alpha\left(T_{1}\right)^{*, i} \tag{10}
\end{equation*}
$$

Consider now the regular forest $T \subseteq T_{F}$, and assume that it can be obtained from the trees $p_{0}, \ldots, p_{k-1} \in T_{F}$ by finitely many application of regular operations (union, $x_{i}$-product, $x_{i}$-iteration). Because of (8)-(10), $\alpha(T)$ must be obtained from $\alpha\left(p_{0}\right), \ldots, \alpha\left(p_{k-1}\right)$ by finitely many applications of the regular operations, namely in exactly such a manner as $T$ is built up from $p_{0}, \ldots, p_{k-1}$. Therefore, $\alpha(T)$ is regular as well.

Now take two forests $T \subseteq T_{G, n}$ and $T^{\prime} \subseteq T_{F, n}$, and assume that $T^{\prime}=\alpha^{-1}(T)$ and that $T$ is regular. Then for some $n$-ary $\bar{G}$-automaton $\overline{\mathfrak{M}}, T=T(\overline{\mathfrak{U}})$. Take the $F$-algebra $\mathfrak{B}=\langle B, F\rangle$ such that $B=A$ and for every $f \in F, f_{\mathfrak{B}}=\alpha(f)_{\mathfrak{y}}$. Moreover consider the $n$-ary $F$-automaton $\mathfrak{B}=\left(\mathfrak{B}, \underline{a}, A^{\prime}\right)$. We claim that $T(\mathfrak{B})=T^{\prime}$. Indeed for every $p \in T_{F, m}, p \in T(\overline{\mathfrak{B}})$ if and only if $p_{\mathfrak{B}}(\underline{a}) \in A^{\prime}$. But $p_{\mathfrak{B}}(\underline{a})=\alpha(p)_{\mathfrak{Q}}(\underline{a}) \in A^{\prime}$ is equivalent to $\alpha(p) \in T(=T(\mathfrak{U}))$. Finally, $\alpha(p) \in T$ if and only if $p \in \alpha^{-1}(T)\left(=T^{\prime}\right)$. The proof is complete.

Let $K$ be a class of $G$-algebras. We say that $K$ is $f$ r-complete, if for every regular forest $T$ (not necessarily over the type $G$ ) there exists a finite algebra $\mathfrak{A}=\langle A, F\rangle$ in $K$, an $\underline{a} \in A^{n}$ and $A^{\prime} \subseteq A$ such that the tree automaton $\overline{\mathfrak{M}}=\left(\mathfrak{N}, \underline{a}, A^{\prime}\right)$ fr-represents the forest $T$.

Our aim is to prove the existence of a nontrivial fr-complete variety. In order to show this, take the type $G$ in which there exist two operational symbols $g$ and $h$ with $r(g) \geqq 2$ and $r(h)=0$. Furthermore consider the equation

$$
\begin{equation*}
g(h, \ldots, h, g(h, \ldots, h))=g(h, \ldots, h, g(h, \ldots, h), g(h, \ldots, h)) \tag{11}
\end{equation*}
$$

Theorem 5. The variety defined by the equation (11) is $f r$-complete.

Proof. Let $\alpha: T_{G} \rightarrow T_{G}$ be an $f$-homomorphism such that:

1) $\alpha(h)=g(g(h, \ldots, h), h, \ldots, h)$,
2) $\alpha\left(g\left(x_{i_{0}}, \ldots, x_{i_{m-1}}\right)\right)=g\left(g\left(x_{i_{0}}, \ldots, x_{i_{m-1}}\right), h, \ldots, h\right)$,
3) on the set of all other polynomial symbols of $T_{G}$ with depth less than or equal to $1 \alpha$ is the identity mapping.

We claim that $\alpha$ is $f r$-embedding. Indeed, let $\alpha(p)=\alpha(q)$. If $p=x_{i}$ then obviously $q$ must be equal to $x_{i}$. If $p=h$ then because of $\alpha(h)=g(g(h, \ldots, h), h, \ldots, h)$, $q$ does not contain any operational symbols different from $g$ and $h$. Therefore, if $d(q) \geqq 1$, then $q$ must have the form $g\left(p_{0}, \ldots, p_{m-1}\right)$. In this way from

$$
g(g(h, \ldots, h), h, \ldots, h)=g\left(g\left(\alpha\left(p_{0}\right), \ldots, \alpha\left(p_{m-1}\right)\right), h, \ldots, h\right)
$$

it follows that $h=\alpha\left(p_{0}\right)$ which is a contradiction. Therefore, $d(q)=0$ and thus $q$ must be equal to $h$. Finally, if $p$ is 0 -ary operational symbol different from $h$ then $p=q$ obviously holds.

Now assume that $d(p) \geqq 1$ and that our statement has been shown for every polynomial symbol with depth less than that of $p$. Moreover, let $p=g_{1}\left(p_{0}, \ldots, p_{k-1}\right)$ and $q=g_{2}\left(q_{0}, \ldots, q_{l-1}\right)$. Then

$$
\begin{equation*}
\alpha\left(g_{1}\right)\left(\alpha\left(p_{0}\right), \ldots, \alpha\left(p_{k-1}\right)\right)=\alpha\left(g_{2}\right)\left(\alpha\left(q_{0}\right), \ldots, \alpha\left(q_{l-1}\right)\right) \tag{12}
\end{equation*}
$$

yields that $\alpha\left(g_{1}\right)$ and $\alpha\left(g_{2}\right)$ must begin with the same operational symbol, but this is possible only if $g_{1}=g_{2}$. Therefore, from (12) we get that $k=l$ and $\alpha\left(p_{i}\right)=\alpha\left(q_{i}\right)$ ( $i=0, \ldots, k-1$ ). According to our induction hypothesis, this yields that $p=q$.

Now take an arbitrary type $F$ and an $f r$-embedding $\beta: T_{F} \rightarrow T_{G}$. Then $\gamma=\alpha \beta$ is an fr-embedding of $T_{F}$ into $T_{G}$ as well. For the sake of simplicity introduce the notations

$$
t_{1}=g(h, \ldots, h, g(h, \ldots, h))
$$

and

$$
t_{2}=g(h, \ldots, h, g(h, \ldots, h), g(h, \ldots, h)) .
$$

Then

$$
\begin{equation*}
\operatorname{sub}\left(t_{i}\right) \cap \gamma\left(T_{F}\right)=\emptyset \quad(i=1,2) \tag{13}
\end{equation*}
$$

Moreover, for every $p \in \gamma\left(T_{F}\right)$

$$
\begin{equation*}
t_{i} \nsubseteq \operatorname{sub}(p) \quad(i=1,2) . \tag{14}
\end{equation*}
$$

Let $T \subseteq T_{F, n}$ be a regular forest which can be obtained from the trees $p_{0}, \ldots, p_{k-1} \in T_{F, m}$ by finitely many applications of regular operations. According to (14), $\gamma\left(p_{0}\right), \ldots, \gamma\left(p_{k-1}\right)$ can be represented by the $m$-ary $G$-automata $\mathfrak{T}_{0}, \ldots, \mathfrak{\mathfrak { N }}_{k-1}$ such that on the algebras $\mathfrak{Q}_{0}, \ldots, \mathfrak{N}_{k-1}$ the equation $t_{1}=t_{2}$ holds ([1] lemma 2).

Note that the power set of $\gamma\left(T_{F}\right)$ is closed under the regular operations, that is if $T_{1}, T_{2} \cong\left(T_{F}\right)$ then $T_{1} \cup T_{2}, T_{1} x_{i} T_{2}$ and $T_{1}^{*,!} \cong\left(T_{F}\right)$ as well. Indeed,

$$
\begin{align*}
T_{1} \cup T_{2} & =\gamma\left(\bar{\gamma}^{1}\left(T_{1}\right) \cup \bar{\gamma}^{1}\left(T_{2}\right)\right) \subseteq \gamma\left(T_{F}\right),  \tag{15}\\
T_{1} x_{1} T_{2} & =\gamma\left(\bar{\gamma}^{1}\left(T_{1}\right) x_{i} \bar{\gamma}^{1}\left(T_{2}\right)\right) \subseteq \gamma\left(T_{F}\right),  \tag{16}\\
T_{1}^{*, 4} & =\gamma\left(\bar{\gamma}^{1}\left(T_{1}\right)^{*,}\right) \cong \gamma\left(T_{F}\right) . \tag{17}
\end{align*}
$$

Therefore, for every forest $T^{\prime} \cong T_{G}$ which can be obtained from $\gamma\left(p_{0}\right), \ldots, \gamma\left(p_{k-1}\right)$ by finitely many applications of regular operations we have

$$
\operatorname{sub}\left(t_{i}\right) \cap T^{\prime}=\emptyset \quad(i=1,2)
$$

By lemmas 3, 4 and 5 of [1] if for the forests $T_{1}$ and $T_{2}$

1) $\operatorname{sub}\left(t_{i}\right) \cap T_{j}=\emptyset(i, j=1,2)$, and
2) $T_{1}$ and $T_{2}$ can be recognized by the tree automata $\overline{\mathfrak{M}}_{1}$ and $\overline{\mathfrak{N}}_{2}$; respectively, such that on the algebras $\mathfrak{H}_{1}$ and $\mathfrak{H}_{2} t_{1}=t_{2}$ holds,
then the forests $T_{1} \cup T_{2}, T_{1} x_{i} T_{2}$ and $T_{1}^{*, i}$ can be represented by the tree automata $\mathfrak{B}_{1} ; \mathfrak{B}_{2}$ and $\mathfrak{B}_{3}$, respectively, such that on the algebras $\mathfrak{B}_{i}(i=1,2,3) t_{1}=t_{2}$ holds as well.

From this and from statements (14)-(17) we get, that every forest which can be obtained from $\gamma\left(p_{0}\right), \ldots, \gamma\left(p_{k-1}\right)$ by finitely many applications of regular operations (among them $\gamma(T)$ ) can be represented by a $G$-automaton belonging to the variety defined by the equation (11): This ends the proof of our theorem.

From the above theorem we can see that the existence of a 0 -ary and an at least binary operational symbols in the type $G$ is sufficient for the existence of a proper $f$-complete variety. But, by Theorem 3 it is necessary as well. Therefore, the simplest types over which there exist $f r$-complete varieties are those which consist of exatly one 0 -ary and one at least binary operational symbols.

By the languages over the alphabet $X=\left\{x_{0}, \ldots, x_{n-1}\right\}$ accepted by an $n$-ary $F$-automaton $\overline{\mathbb{Z}}$ we mean

$$
L(\overline{\mathfrak{P}})=\{f r(p) \mid p \in T(\overline{\mathfrak{P}})\} .
$$

In [2] it was shown by F. Gécseg and G. Horváth that there exists a proper variety over the type $G=\{g, h\}$ with $r(g)=2$ and $r(h)=0$ such that every context-free language can be accepted by a finite tree automaton belonging to this variety. This result directly follows from Theorem 5.

## 4. Fr-equivalence of tree automata

In [1] F. Gécseg introduced the concept of rational equivalence of tree automata. Namely, two tree automata $\overline{\mathfrak{M}}$ and $\overline{\mathcal{B}}$ (not necessarily of the same type) are called rationally equivalent if for every forest $T, T$ can be rationally represented by $\overline{\mathbb{I}}$ if and only if $T$ can be rationally represented by $\overline{\mathfrak{B}}$. Now we define the analogous concept for $f r$-representation. We call two tree automata $\overline{\mathbb{1}}$ and $\overline{\mathfrak{B}}$ fr-equivalent if the class of forests $f r$-representable by $\overline{\mathfrak{M}}$ is equal to the class of all those forests, which can be fr-represented by $\overline{\mathfrak{B}}$.

One can naturally raise the following questions:

1) Is the rational equivalence of tree automata decidable? In other words, does there exist an algorithm to decide for arbitrary two tree automata whether they are rationally equivalent or not?
2) Is the fr-equivalence of tree automata decidable?

In this section we give positive answers to each of these questions.

[^12]We shall need the following two simple lemmas.
Lemma 1. Let $\alpha: T_{F} \rightarrow T_{F}$ be an fr-embedding and assume that there exists a forest $T \subseteq T_{F}$ such that $\alpha(T)=T$. Then for each $p \in T$ we have

$$
d(\alpha(p))=d(p)
$$

Proof. For every natural number $n$ let

$$
T_{n}=\{p \mid p \in T \text { and } d(p)=n\}
$$

We shaw that for every $n, \alpha\left(T_{n}\right)=T_{n}$. Indeed, let $n_{0}$ be the least natural number with $T_{n_{0}} \neq \emptyset$. If $q \in T_{n_{0}}$ then $\alpha^{-1}(q) \in T$ and $d\left(\alpha^{-1}(q)\right) \leqq n_{0}$ which implies that $\alpha^{-1}(q) \in T_{n_{0}}$. Therefore, $\alpha^{-1}\left(T_{n_{0}}\right) \subseteq T_{n_{\mathrm{c}}}$. But $\alpha^{-1}$ is one-to-one and $T_{n_{0}}$ is finite: Thus the restriction of $\alpha^{-1}$ to $T_{n_{0}}$ is onto, i.e., $\alpha^{-1}\left(T_{n_{0}}\right)=T_{n_{0}}$. Hence $\alpha\left(T_{n_{0}}\right)=T_{n_{0}}$. Now take an arbitrary natural number $n$ such that $T_{n} \neq \emptyset$ and assume that for every $\dot{m}<n, \alpha\left(T_{m}\right)=T_{m}$. For each $q \in T_{n}$ we have $d\left(\alpha^{-1}(q)\right) \leqq n$. If $d\left(\alpha^{-1}(q)\right)<n$ then $\alpha^{-1}(q) \in T_{m}$ for some $m<n$ implying $q \in T_{m}$, which is impossible. Therefore, $d\left(\alpha^{-1}(q)\right)=n$, or equivalently $\alpha^{-1}(q) \in T_{n}$. Finally, again from the finiteness of $T_{n}$ we get that $\alpha\left(T_{n}\right)=T_{n}$.

Consider the types $F$ and $G$. We call the mapping $\gamma$ of $F$ onto $G$ a projection if $\gamma$ preserves arity. If we have an $f r$-homomorphism $\alpha: T_{F} \rightarrow T_{G}$ such that

1) for every $f \in F, d(\alpha(f))=1$,
2) for every $f \in F, \alpha(f)$ has exatly $r(f)$ leaves,
3) for every $g \in G, g\left(x_{0}, \ldots, x_{r(g)-1}\right) \in \alpha\left(T_{F}\right)$, then we can take the projection $\gamma: F \rightarrow G$ for which $\gamma(f)=g$ if and only if $\alpha\left(f\left(x_{0}, \ldots, x_{r(f)-1}\right)\right)=g\left(x_{0}, \ldots, x_{r(f)-1}\right)$. For this we use the notation $\gamma=\alpha_{i} F$.

The next result is obvious.
Lemma 2. Take three fr-embeddings $\alpha: T_{F} \rightarrow T_{G}, \beta: T_{G} \rightarrow T_{H}$ and $\gamma: T_{F} \rightarrow T_{H}$ such that $\gamma=\beta \alpha$. Then $\gamma_{\mid} F$ is a projection if and only if $\alpha \mid F$ and $\beta ; G$ are projections as well.

Consider an $F$-automaton $\overline{\mathfrak{P}}$ and a $G$-automaton $\overline{\mathfrak{B}}$. We say that $\overline{\mathfrak{A}}$ and $\overline{\mathfrak{B}}$ are equivalent up to the notation of their operational symbols if there exists a one-to-one projection $\gamma$ of $F$ onto $G$ such that $\gamma(T(\overline{\mathfrak{N}}))=T(\overline{\mathfrak{B}})$. Moreover, we use the terminology that $F$ is reduced for $\overline{\mathfrak{T}}$ if for every $f \in F$ there is a tree $p$ in $T(\overline{\mathfrak{M}})$ such that $f$ occurs in $p$.

Theorem 6. Take an $F$-automaton $\overline{\mathfrak{M}}$ and a $G$-automaton $\overline{\mathfrak{B}}$ such that $F$ and $G$ are reduced for $\overline{\mathbb{V}}$ and $\overline{\mathfrak{B}}$, respectively. Then the following three conditions are equivalent:

1) $\overline{\mathcal{V}}$ and $\overline{\mathcal{B}}$ are rationally equivalent,
2) $\overline{\mathfrak{Q}}$ and $\overline{\mathfrak{B}}$ are $f r$-equivalent,
3) $\overline{\mathfrak{V}}$ and $\overline{\mathfrak{B}}$ are equivalent up to the notation of their operational symbols.

Proof. The equivalence of 1) and 3) was proved in [1]. Furthermore, it is obvious that 3) implies 2). Thus it is enough to show that 3) follows form 2).

First we prove, that if for an $f r$-embedding $\alpha: T_{F} \rightarrow T_{F}$ there exists a $q \in T_{F}$ such that $\alpha(q)=q$, than for every operational symbol $f$ occuring in $q$ we have $\alpha(f)=f$. Indeed, if $d(q) \leqq 1$ then this statement is trivial. Now let $q=$
$=f\left(q_{0} ; \ldots, q_{k-1}\right)$ and assume that for every tree $q^{\prime}$ with $d\left(q^{\prime}\right)<d(q)$ our statement is true. From $\alpha(q)=q$ we get

$$
\alpha(f)\left(\alpha\left(q_{0}\right), \ldots, \alpha\left(q_{k-1}\right)\right)=f\left(q_{0}, \ldots, q_{k-1}\right) .
$$

But this yields that $\alpha(f)=f$ and that $\alpha\left(q_{i}\right)=q_{i} \quad(i=0, \ldots, k-1)$.
Now take an $F$-automaton $\overline{\mathcal{M}}$ and a $G$-automaton $\overline{\mathfrak{B}}$ such that $F$ and $G$ are reduced for $\overline{\mathfrak{M}}$ and $\overline{\mathfrak{B}}$, respectively. Assume that $\overline{\mathfrak{A}}$ and $\overline{\mathfrak{B}}$ are $f r$-equivalent. Then there exist two fr-embeddings $\alpha: T_{F} \rightarrow T_{G}$ and $\beta: T_{G} \rightarrow T_{F}$ such that $\alpha(T(\overline{\mathfrak{I}}))=$ $=T(\overline{\mathfrak{B}})$ and $\beta(T(\overline{\mathfrak{B}}))=T(\overline{\mathfrak{M}})$. Therefore, for the $f r$-embedding $\gamma=\beta \alpha$ we have $\gamma(T(\overline{\mathfrak{H}}))=T(\overline{\mathfrak{M}})$. Thus, by Lemma $1, \gamma$ preserves the depth of trees in $T(\overline{\mathfrak{H}})$. For the sake of simplicity let us denote $T(\overline{\mathfrak{M}})$ by $T$.

Consider the trees $p_{0}, \ldots, p_{m-1} \in T$ such that for every $f \in F$ there exists a $j \in \tilde{m}$ for which $f$ occurs in $p_{j}$. Let $d\left(p_{0}\right)=n_{0}, \ldots, d\left(p_{m-1}\right)=n_{m-1}$. Therefore, $p_{j} \in T_{n_{j}}$ ( $j=0, \ldots, m-1$ ). (We recall that $T_{n_{j}}$ is the set of all trees from $T$ whose depth is $n_{j}$.) Let

$$
\gamma_{j}=\gamma_{i} T_{n_{j}} \quad(j=0, \ldots, m-1)
$$

Since $T_{n_{j}}$ is finite and $\gamma_{j}$ is one-to-one thus there exist natural numbers $k_{0}, \ldots, k_{m-1}$ such that

$$
\begin{equation*}
\gamma_{j}^{k_{j}}=\operatorname{id}_{T_{n_{j}}} \quad(j=0, \ldots, m-1) \tag{18}
\end{equation*}
$$

Take $d=k_{0} \ldots k_{m-1}$. From (18) it follows that

$$
\gamma^{d} \upharpoonleft\left(T_{n_{0}} \cup \ldots \cup T_{n_{m-1}}\right)=\operatorname{id}_{T_{n_{0}}} \cup \ldots \cup T_{n_{m-1}} .
$$

Therefore, for the fr-embedding $\gamma^{d}: T_{F} \rightarrow T_{F}$ we have

$$
\gamma^{d}\left(p_{j}\right)=p_{j} \quad(j=0, \ldots, m-1)
$$

Because of the choice of the trees $p_{0} ; \ldots, p_{m-1}$ the first assertion of this proof yields that $\gamma^{d} \mid F=\mathrm{id}_{F}$. Thus $\gamma^{d} \upharpoonright F$ is a one-to-one projection of $F$ onto $F$, but by Lemma 2 this is true if and only if $\gamma\rangle F$ is a projection of $F$ onto $F$ as well. Then Lemma 2, $\gamma=\beta \alpha$ and the fact that $\gamma \upharpoonright F$ is a projection jointly imply that $\alpha_{i} F$ is a projection of $F$ onto $G$. The proof is complete.

According to the above theorem in order to decide the rational equivalence ( $f r$-equivalence) of arbitrary two tree automata $\overline{\mathfrak{M}}$ and $\overline{\mathfrak{B}}$ it is enough to check whether there exists a one-to-one projection $\gamma$ between the types of $\overline{\mathfrak{M}}$ and $\overline{\mathfrak{B}}$ such that $\gamma(T(\overline{\mathfrak{U}}))=T(\overline{\mathfrak{B}})$. But the set of all one-to-one projections between two finite types is finite, and for a given one-to-one projection $\gamma$ the equality $\gamma(T(\overline{\mathfrak{Y}}))=T(\overline{\mathfrak{B}})$ is decidable by taking the minimal tree automata recognizing $\gamma(T(\overline{\mathfrak{W}})$ ) and $T(\overline{\mathfrak{B}})$.. Thus we have

Theorem 7. The rational equivalence and the $f r$-equivalence of tree automata are decidable.
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# A note on symmetric Boolean functions 

By P. Ecsedi-Tóth,* F. Móricz** and A. Varga**<br>To the memory of Professor GÉza Fodor

## Introduction

The notion of a symmetric function can be found in any textbook on switching theory or logical design. It is well-known (Shannon [1]) that the truth-value of a symmetric function depends only on the number of literals for which the truthvalue TRUE is substituted. More precisely, the following theorem holds.

Theorem (Shannon). Let $\varphi$ be a Boolean function of $n$ variables. $\varphi$ is a symmetric function if and only if there exists a set of integers $\left\{n_{1}, n_{2}, \ldots, n_{k}\right\}$ (called the Shannon set of $\varphi$ ) ( $k \leqq n, 0 \leqq n_{i} \leqq n$ for $i \leqq k$ ) such that the truth-value of $\varphi$ is TRUE iff for exactly $n_{i}$ of the literals TRUE is substituted.

The proof of this theorem gives no idea how to determine the set $\left\{n_{1}, n_{2}, \ldots, n_{k}\right\}$. Since symmetric functions have nice properties, it is important to decide whether a given function $\varphi$ is symmetric or not. As far as we know, there are only trivial methods (i.e., to test all possible cases) for the solution of this problem.

In this paper we present an effective algorithm to determine the Shannon set of a Boolean function if it exists. The method is based on the tree-representation of Boolean functions used by the present authors [2] to get irredundant normalforms as representation of them. In particular, we associate a number - the number of negative literals - to each path of this tree. Then by a simple comparison of the endnodes of the paths and of the associated numbers, we can collect the Shannon set provided it exists.

## 1. The tree-representation of Boolean functions

To make the paper self-contained, we present here the tree-construction algorithm, too. A more detailed explanation and the basic results can be found in [2].

Let a Boolean function $\varphi$ be given in which at least one variable occurs. Choose a variable of $\varphi$ according to some rule (a so-called selection function), fixed previously. First, substitute the truth-values TRUE and FALSE, respectively, for the
chosen variable. Then eliminate the truth-values from both expressions obtained by using the following transformation rules:

$$
\begin{aligned}
& \varphi \wedge 1 \mapsto \varphi ; \quad 1 \wedge \varphi \rightarrow \varphi \\
& \varphi \wedge 0 \rightarrow 0 ; \quad 0 \wedge \varphi \rightarrow 0 \\
& \varphi \vee 1 \leftrightarrow 1 ; \quad 1 \vee \varphi \leftrightarrow 1 \\
& \varphi \vee 0 \leftrightarrow \varphi ; \quad 0 \vee \varphi \leftrightarrow \varphi \\
& \varphi \rightarrow 1 \rightarrow 1 \\
& \varphi \rightarrow 0 \leftrightarrow \bar{\varphi} \\
& 1 \rightarrow \varphi \rightarrow \varphi \\
& 0 \rightarrow \varphi \leftrightarrow 1 \\
& (\varphi \leftrightarrow 1) \leftrightarrow \varphi ; \quad(1 \leftrightarrow \varphi) \leftrightarrow \varphi \\
& (\varphi \leftrightarrow 0) \leftrightarrow \bar{\varphi} ; \quad(0 \leftrightarrow \varphi) \leftrightarrow \bar{\varphi} \\
& \varphi \wedge \varphi \leftrightarrow \varphi \\
& \varphi \wedge \bar{\varphi} \leftrightarrow 0 ; \quad \bar{\varphi} \wedge \varphi \leftrightarrow 0 \\
& \varphi \vee \varphi \leftrightarrow \varphi \\
& \varphi \vee \bar{\varphi} \leftrightarrow 1 ; \quad \bar{\varphi} \vee \varphi \leftrightarrow 1 \\
& \varphi \rightarrow \varphi \leftrightarrow 1 \\
& (\varphi \leftrightarrow \varphi) \leftrightarrow 1 \\
& \overline{\bar{\varphi}} \leftrightarrow \varphi \\
& \overline{1} \leftrightarrow 0 \\
& \overline{0} \leftrightarrow 1
\end{aligned}
$$

As a result of the elimination process we come to one of the following two cases:
(i) The expression obtained contains at least one variable. Then let us choose a variable in it according to our rule, and repeat the substitution and the elimination described above.
(ii) The expression obtained is a single truth-value. Then the algorithm stops.

We note that the function $\varphi$, together with a selection function, determines its tree uniquely up to isomorphism, and conversely, every binary tree determines à Boolean function uniquely up to logical equivalence.

The following example illustrates the method. We use the usual logical connectives ( $\wedge$ for conjunction, $\vee$ for disjunction, $\rightarrow$ for implication, $\rightarrow$ for equivalence, and - (bar) for negation). 1 and 0 will denote the truth-values TRUE and FALSE; respectively.

Example. Let the Boolean function $\varphi$ be as follows:

$$
\varphi:((\overline{A \rightarrow B}) \wedge((\bar{C} \vee B) \rightarrow \bar{A})) \leftrightarrow A
$$

Let us choose the variables alphabetically. The substituted and "simplified" expressions can be arranged in a tree as indicated in Fig. 1.

As it was proved in [2, Corollary 6], the function $\varphi$ and also its sub-functions can be omitted since they are obtainable from the shape of the tree, so it is enough to draw the simpler form as indicated in Fig. 2.


Fig. 1


Fig. 2

The concept of a complete tree was introduced also in [2]. A tree of a Boolean function is complete iff all paths from the root to an endnode of the tree have the same length, which is equal to the number of the variables of $\varphi$. The reader can easily verify the following two assertions.

Lemma 1. Let $\varphi$ be a Boolean function of $n$ variables. Then oné can find Boolean function $\varphi^{\prime}$ with the same variables, the tree of which is complete and $\varphi^{\prime \prime}$ is logically equivalent to $\varphi$. $\varphi^{\prime}$ and its complete tree are uniquely determined.

In practice, it is very easy to get a complete tree from any incomplete one as Fig. 3 shows.

Lemma 2. Let $\varphi$ be a Boolean function of $n$ variables and suppose that the tree of $\varphi$ is complete. Then there exist exactly $2^{n}$ paths in the tree of $\varphi$.

Convention. In the rest of this paper we shall assume that every tree is drawn in such a way that the positive sub-expressions (those which can be obtained by: substituting TRUE for a variable) are drawn on the left-hand side, while the negative sub-expressions are drawn on the right-hand side of the tree. Observe that itrees in Fig. 1-3 correspond to this convention.

Definition. Let $\varphi$ be a Boolean function of $n$ variables. ;Then its complete: trè $\dot{e}$ is the tree of $\varphi^{\prime}$ determined by Lemma 1.


Fig. 3

## 2. The sequence $\xi$

Definition: Let us define the sequence of non-negative integers $\left\langle\xi_{k}\right\rangle$ by
$\xi_{k}=$ the number of 1 in the binary expansion of $k-1(k=1,2, \ldots)$.
Definition. Let $\left\langle\zeta_{k}\right\rangle$ be defined by the following recurrence:

$$
\begin{aligned}
\zeta_{1} & =0 \\
\zeta_{2 k-1} & =\zeta_{k} \\
\zeta_{2 k} & =\zeta_{k}+1
\end{aligned}
$$

Lemma 3. We have $\xi_{k}=\zeta_{k}$ for every $k=1,2, \ldots$.
Proof. If $\dot{k}=1$, then the lemma holds by definition. For every $k \geqq 2$ there exists: exactly one non-negative integer $n$ such that $2^{n}<k \leqq 2^{n+1}$. We proceed by induction on $n$.

Let $n$ be fixed. Assume $2^{n}<k \leqq 2^{n+1}$. and that $l \leqq 2^{n}$ implies $\xi_{l}=\zeta_{l}$.
$\cdots$ Let $k=2 l-1$ : Obviously, $k-1=2 l-2$ is even and $l \leqq 2^{n}$, sa:

$$
\zeta_{k}=\zeta_{i}=\xi_{l}=\xi_{k}
$$

Note that the last equation holds, since multiplication by 2 simple means a shifting in the binary expansion of $k-1$.

Let $k=2 l$. Obviously $k-1=2 l-1$ is odd and $l \leqq 2^{n}$; so

$$
\zeta_{k}=\zeta_{2 l}=\zeta_{l}+1=\xi_{l}+1=\xi_{2 l-1} \ddot{+1}
$$

where again the last equation holds by the shifting property mentioned above. We have to prove that

$$
\xi_{2 t-1}+1=\xi_{2 t} .
$$

However, this readily follows by definition from the fact that $2 l-1$ is odd and $2 l-1=2 l-2+1$.

The proof of Lemma 3 is complete.
Definition. For each non-negative integer $n$ we define $\xi_{2^{n}}(k)$ by the following recurrence:
(i) $\xi_{2^{0}}(1)=0$,
(ii) $\xi_{2^{n+1}}(k)=\left\{\begin{array}{lll}\xi_{2^{n}}(k) & \text { if } & 0<k \leqq 2^{n}, \\ \xi_{2^{n}}(l) & \text { if } \quad 2^{n}<k \leqq 2^{n+1} .\end{array}\right.$ and $k=2^{n}+l$.

Lemma 4. We have $\zeta_{k}=\xi_{2^{n}}(k)$ provided $0<k \leqq 2^{n}$.
Proof. It is enough to prove that
and

$$
\xi_{2^{n+1}}(2 k-1)=\xi_{2^{n}}(k)
$$

$$
\begin{equation*}
\xi_{2^{n+1}}(2 k)=\xi_{2^{n}}(k)+1 \tag{1}
\end{equation*}
$$

since if we assume that $0<k \leqq 2^{n}$ entails

$$
\begin{equation*}
\zeta_{k}=\xi_{2^{n}}(k) \tag{2}
\end{equation*}
$$

then if $l=2 k-1 \quad\left(2^{n}<l \leqq 2^{n+1}\right)$, then

$$
\zeta_{l}=\zeta_{2 k-1}=\zeta_{k}=\zeta_{2^{n}}(k)
$$

by (2); and if $l=2 k \quad\left(2^{n}<l \leqq 2^{n+1}\right)$, then

$$
\zeta_{l}=\zeta_{2 k}=\zeta_{k}+1=\zeta_{2^{n}}(k)+1
$$

We prove (1) by induction on $n$. If $n=0$, then (1) trivially holds. If $n \neq 0$, then we prove that

$$
\xi_{2^{n+2}}(2 k-1)=\xi_{2^{n+1}}(k)
$$

and

$$
\xi_{2^{n+2}}(2 k)=\xi_{2^{n+1}}(k)+1 \quad\left(k=1,2, \ldots, 2^{n+1}\right) .
$$

In each case two subcases will be distinguished.

1) If $k$ is odd and $2 k-1 \leqq 2^{n}$, then

$$
\xi_{2^{n+2}}(2 k-1)=\check{\zeta}_{2^{n+1}}(2 k-1)=\zeta_{2^{n}}(k)=\zeta_{2^{n+1}}(k)
$$

2) If $k$ is odd and $2 k-1>2^{n}$, then

$$
2 k-1=2^{n}+l,
$$

where $l \leqq 2^{n}$ and $l$ is odd, thus

$$
2 k-1=2^{n}+2 m-1
$$

We have also for $k=2^{n}+m$,

$$
\begin{aligned}
& \xi_{2^{n+2}}(2 k-1)=\xi_{2^{n+2}}\left(2^{n}+l\right)=\xi_{2^{n+1}}(l)+1= \\
& =\xi_{2^{n}}(m)+1=\xi_{2^{n+1}}\left(2^{n-1}+m\right)=\xi_{2^{n+1}}(k) .
\end{aligned}
$$

3) If $k$ is even and $2 k \leqq 2^{n}$, then

$$
\xi_{2^{n+2}}(2 k)=\xi_{2^{n+1}}(2 k)=\xi_{2^{n}}(k)+1=\xi_{2^{n+1}}(k)+1 .
$$

4) If $k$ is even and $2 k>2^{n}$, then

$$
\begin{gathered}
\xi_{2^{n+2}}(2 k)=\xi_{2^{n+2}}\left(2^{n}+l\right)=\xi_{2^{n+1}}(l)+1=\xi_{2^{n+1}}(2 m)+1= \\
\left.=\xi_{2^{n}}(m)+2=\xi_{2^{n+1}\left(2^{n-1}\right.}+m\right)+1=\xi_{2^{n+1}}(k)+1 .
\end{gathered}
$$

The proof of Lemma 4 is complete.
The sequence $\xi_{2^{n}}(k)$ can be easily generated, so by Lemma 3 and Lemma 4 we have a "fast" algorithm to obtain the sequence $\left\langle\xi_{k}\right\rangle$. The use of this sequence is shown by the following

Theorem 5. Let $\varphi$ be a Boolean function of $n$ variables. Let us number the endnodes in its complete tree by $k=1,2, \ldots, 2^{n}$ from the left to the right. Then $\xi_{k}$ means the number of the negative literals in the path, the endnode of which is numbered by $k$.

Proof. Denote by $n(k)$ the number of the negative literals in the path labelled by $k$. Actually, one can prove by induction on the number of the variables in $\varphi$. that

$$
n(k)=\zeta_{k}
$$

## 3. Symmetric functions

Definition. Let $T$ be the set of indices of those paths, whose endnodes are TRUE.

Corollary 6. Let $\varphi$ be an n-ary symmetric function and let $m$ be an arbitrary non-negative integer such that $m \leqq n$. Then $m$ is an element of the Shannon set of $\varphi$ if and only if

$$
\left\{k \mid n-\dot{\xi}_{k}=m\right\} \subseteq T
$$

Proof. It is quite easy by Theorem 5.
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# Truth functions and problems in graph colouring 

By G. LÜKő<br>To the memory of Professor László Kalmár

## Introduction

The aim of this paper is to introduce some truth functions, which seem to be useful in the theory of graph colouring, and to study their basic properties and their interrelations.

It can be hoped that a future article will contain a some more detailed analysis of these functions and some applications of the results presented now.

Theorem 3 includes (somewhat implicitly) a purely graph-theoretical assertion. In fact, a simple representation of the maximal $v$-critical graphs may be given: these can be produced as the intersection of $N$ graphs each of which is the complement of a partition graph ${ }^{1}$.

## § 1. Concepts and notations for graphs

1.1. By a graph, always a non-directed finite graph is meant without loops and parallel edges. Later the vertex set of any graph will be viewed to be labelled, a vertex will be identified with the corresponding number (except when it is emphasized explicitly that a graph is considered abstractly, i.e., apart from isomorphy).

If a natural number is denoted by a letter $N$, then denote by $\mathscr{N}$ (the script form of the same latter) the set $\{1,2, \ldots, \dot{N}\}$; furthermore, we define $\mathscr{N}_{i}$ by

$$
\mathscr{N}_{i}=\{1,2, \ldots, i-1, i+1, \ldots, N\}
$$

for an arbitrary $i(1 \leqq i \leqq N)$. The letter $\mathscr{H}$ denotes an arbitrary set of natural numbers (not necessarily of form $\{1,2, \ldots, H\}$ ). The cardinality of a set $\mathscr{H}$ is denoted by $|\mathscr{H}| . \mathbb{C}_{\mathscr{H}}$ is the complete graph with the vertex set $\mathscr{H}$. If $\mathscr{H}$ is a subset of $\mathscr{N}$, then we put $\overline{\mathscr{H}}=\mathfrak{N}-\mathscr{H}$.

[^13]For a graph $\mathfrak{G}, \mathscr{V}(\mathfrak{G})$ is the set of vertices of $\mathfrak{G}$ and $\Gamma(\mathfrak{G})$ is the set of edges of $\mathfrak{G}$. If the number $N$ is fixed and $\mathscr{V}(\mathfrak{G}) \subseteq \mathscr{N}$ for a graph $\mathfrak{G}$, then we denote the complement of $\left(\mathbb{G}\right.$ (with respect to $C_{\mathscr{K}}$ ) by $\overline{(5}$.

The isomorphy of graphs is denoted by $\approx$. The sign $\subseteq$ can express both subset and subgraph; we write $\subset$ if the inclusion is proper. $\varkappa(\mathfrak{b})$ is the chromatic number of $\mathfrak{b}$.

A graph $\mathfrak{G}$ is called partition graph if each connected component of $\mathfrak{G}$ is complete.

Let us fix the set $\mathscr{H}$. By $\mathscr{P}_{\mathscr{P}}^{c}$ the set of all partition graphs $\mathbb{G}$ is meant such that $\mathscr{V}(\mathscr{G})=\mathscr{H}$ and the number of connected components of $\mathfrak{G}$ is $c$.
1.2. Let $\Lambda=\left\|\lambda_{i j}\right\|$ be a symmetric matrix of size $N \times N$ such that the entries of $\Lambda$ are truth values and $\lambda_{11}=\lambda_{22}=\ldots=\lambda_{N N}=1$. Let the function $\Phi$ assign to $\Lambda$ the graph $\mathfrak{G}=\Phi(\Lambda)$ with $V(\mathfrak{F})=\mathscr{N}$ such that the edge $\bar{i} \bar{j}$ exists in $\mathfrak{F}$ if and only if $\lambda_{i j}=\uparrow$. $\Phi$ is obviously a one-to-one mapping and the range of $\Phi$ exhausts the set of all graphs on the vertex set $V .{ }^{2}$
1.3. An abstract graph $\mathfrak{G}$ is called edge-critical (or e-critical) if $\chi\left(\mathfrak{G}^{\prime}\right)<\chi(\mathfrak{5})$ for every $\mathscr{G}^{\prime}$ such that $\mathscr{G}^{\prime}$ results from $\mathfrak{G}$ by deleting one edge.

Analogously, $\mathfrak{G}$ is called vertex-critical (or $v$-critical) if $\chi\left(\mathfrak{W}^{\prime}\right)<\chi(\mathfrak{5})$ holds for any $\boldsymbol{G}^{5}$ such that may be obtained from $(5)$ by deleting one vertex (and the edges incident to it). Any $e$-critical graph is evidently $v$-critical.

A $v$-critical graph $\mathfrak{G}$ is called maximal $v$-critical if $x\left(\mathfrak{G}^{*}\right)>x(\mathfrak{G})$ holds for every choice of $\mathfrak{G}^{*}$ such that $\mathfrak{G}^{*}$ is $v$-critical and $\mathfrak{G}$ is a subgraph of $\mathfrak{G}^{*}$.

If $\mathfrak{G}$ is $e$-critical and $\chi(\mathfrak{F})=c$, then $\mathfrak{G}$ is called $c$-edge-critical.
Let the natural numbers $c, N$ be fixed $(c<N)$. Denote by $\mathscr{K}_{N}^{c}$ the set of all $c$ edge-critical abstract graphs such that $\mathscr{V}(\mathfrak{G}) \leqq \mathscr{N}$.

We get the graph class $\mathscr{V}_{N}^{c}$ or $\mathscr{M}_{N}^{c}$ in a similar manner if "edge-critical" is replaced by "vertex-critical" or "maximal vertex-critical" (respectively) in the above definition. And, moreover, if $|\mathscr{V}(\mathfrak{G})| \leqq N$ is replaced by $|\mathscr{V}(\mathscr{G})|=N$, then the resulting graph classes are denoted by $\hat{\mathscr{K}}_{N}^{c}, \hat{\mathscr{V}}_{N}^{c}$ and $\hat{\mathscr{A}}_{N}^{c}$ (respectively, in analogy to how $\mathscr{K}_{N}^{c}, \mathscr{V}_{N}^{c}, \mathscr{M}_{N}^{c}$ have been defined).

## § 2. Introduction of truth functions defined on graphs

2.1. Consider a number $N$ and the vertex set $\mathcal{N}$, let a graph $\mathfrak{G}_{0}$ be fixed with $V\left(\mathfrak{G}_{0}\right)=\mathcal{N}$. Define a truth function $\chi_{G_{0}}[\Lambda]$ by

$$
\begin{equation*}
\chi \sigma_{0}[\Lambda]=\sum_{\lambda_{i j}^{0}=1}^{\dot{\lambda}} \lambda_{i j} \tag{2.1}
\end{equation*}
$$

where
$\Lambda$ is a symmetric matrix of size $N \times N$ (as in Section 1.2.), ${ }^{3}$ the variables of $\Lambda$ are the entries $\lambda_{i j}$ of $\Lambda$ fulfilling $i<j$,

[^14]'on the right-hand side of (2.1) the conjunction is taken for all pairs $(i, j)$ such that $\lambda_{i j}^{0}=\uparrow$ where $\lambda_{i j}^{0}$ is the entry of $\Phi^{-1}\left(\mathscr{G}_{0}\right)$ being in crossing of the $i$-th row and $j$-th column.

An obvious consequence of the above definition is:
Proposition 1. The value $\chi_{\sigma_{0}}[\Lambda]$ is $\uparrow$ if and only if any edge of $\mathfrak{G}_{0}$ is an edge of $\Phi(\Lambda)$, too.
2.2. Let $c$ be a natural number $(c<N)$. In analogy to the above definition of $\chi_{\sigma_{0}}$, we define the truth function $D^{c}$. by

$$
D^{c}[\Lambda]=\bigvee_{\mathfrak{G}^{*} \in \mathscr{G}_{\mathscr{A}}^{c}} \chi_{\mathscr{\mathscr { F } ^ { * }}}[\Lambda]
$$

where the-disjunction is taken for all elements $\boldsymbol{5}^{*}$ of the set $\mathscr{P}_{\mathscr{F}}^{c}$. The meaning of $D^{c}$ is expressed in the following evident assertion:

Proposition 2. The following three statements are equivalent for any matrix $\Lambda$ :
(i) $D^{c}[A] \doteq \uparrow$,
(ii) $\mathfrak{G}=\Phi(\Lambda)$ contains a partition graph consisting of c connected components,
(iii) the complement of $\Phi(\Lambda)$ is c-colourable (i.e., $\chi(\overline{\mathfrak{j}}) \leqq c$ ).
2.3. In the particular case when $\mathfrak{F}_{0}$ has only one edge $e$, the function $\chi_{G_{0}}[\Lambda]$ expresses whether this edge $e$ is present in $\Phi(\Lambda)$ or not. In this special case we write also $\chi_{e}[\Lambda]$.

Let an abstract graph $\Omega$ with at most $N$ vertices be chosen. Define the function $L_{R}$ by

$$
L_{g}[\Lambda]=\wedge_{\boldsymbol{R}^{\prime}} \bigvee_{e} \chi_{e}[\Lambda]
$$

where $\Omega^{\prime}$ runs through all, graphs such that
$\mathscr{V}\left(\boldsymbol{\Omega}^{\prime}\right) \subseteq \mathscr{N}$ and
$\Omega^{\prime}$ is isomorphic to $\Omega$;
for any choice of $\Omega^{\prime}$, e runs through the edges of $\Omega^{\prime}$.
The next result follows easily from this definition:
Proposition 3. $L_{\Omega}[\Lambda]=\uparrow$ if and only if no subgraph of the complement of $\Phi(\Lambda)$ is isomorphic to $\Omega$.
2.4. Let the functions $E^{c}$ and $F^{c}$ be defined by

$$
E^{c}[\Lambda]=\bigwedge_{\boldsymbol{R} \in \mathscr{K}_{N-1}^{+c+1}} L_{\boldsymbol{R}}[\Lambda]
$$

and

$$
F^{c}[\Lambda]=\bigwedge_{\Omega \in \hat{\mathscr{C}}_{N}^{c+1}} L_{\Omega}[\Lambda]
$$

The following two assertions follow easily from these definitions and from Proposition 3.

Proposition 4. $E^{c}[\Lambda]=\uparrow$ if and only if the complement of $\Phi(\Lambda)$ has no $(c+1)-$ edge-critical subgraph with at most $N-1$ vertices.

Proposition 5. $F^{c}[\Lambda]=$ ! if and only if the complement of $\Phi(\Lambda)$ has no $(c+1)$ edge-critical subgraph containing each of the $N$ vertices.

Proposition 6. The equality

$$
D^{c}[\Lambda] .=E^{c}[\Lambda] \wedge F^{c}[\Lambda]
$$

holds for any matrix $\Lambda$.
Proof. Let us consider four assertions:
(i) $E^{c}[\Lambda] \wedge F^{c}[\Lambda]=\uparrow$,
(ii) the complement of $\Phi(\Lambda)$ has no ( $c+1$ )-edge-critical subgraph,
(iii) the complement of $\Phi(\Lambda)$ is $c$-colourable,
(iv) $D^{c}[\Lambda]=\uparrow$.

Propositions 4, 5 imply the equivalence of (i) and (ii). Proposition 2 has stated that (iii), (iv) are equivalent. If (ii) is false then $\chi(\overline{\Phi(\Lambda)})>c$, this means the falsity of (iii). As it was shown in [2], the falsity of (iii) implies the falsity of (ii).
2.5. We mention some obvious consequences of the definitions occuring in this $\S . \chi_{\sigma_{0}}$ is an elementary conjunction. $D^{c}$ was defined in a disjunctive normal form. Each of $L_{\boldsymbol{g}}, E^{c}, F^{c}$ was introduced as the conjunction of functions expressed in disjunctive normal form. All these functions are isotonic.

In what follows we shall write e.g. $D_{\mathscr{L}}^{c}$ instead of $D^{c}$ if we want to emphasize that graphs with the vertex set $\mathscr{N}$ are considered.

## § 3. Results

The most important interrelation concerning the defined truth functions is expressed by

Theorem 1. For any matrix $\Lambda$ we have

$$
E_{\mathcal{N}}^{c}[\Lambda]=\bigwedge_{i=1}^{N} D_{\mathcal{N}_{i}}^{c}[\Lambda] .
$$

From Theorem 1 we shall infer to
Theorem 2. There is exactly one truth function $A_{\mathcal{N}}^{c}[\Lambda]$ such that
(i) $A_{\mathscr{N}}^{c}[1]$ is isotonic
(ii) any matrix $\Lambda$ fulfils the equality $E_{\mathcal{N}}^{c}[\Lambda]=D_{\mu}^{c}[\Lambda] \vee A_{\mathcal{N}}^{c}[\Lambda]$, and
(iii) $A_{s}^{c}[\Lambda]$ and $D_{s}^{c}[\Lambda]$ have no prime implicant in common.

Remark. $A_{\mathcal{N}}^{c}$ is identically true if and only if

$$
\mathfrak{G} \in \mathscr{K}_{N}^{c} \Rightarrow|\mathscr{V}(\mathfrak{G})| \leqq N-1
$$

In the next assertion $A_{\mathcal{N}}^{c}$ is characterized by means of vertex-critical graphs.
Theorem 3. Suppose that the numbers $N, c$ are such that there is $a(c+1)-v$ critical graph with $N$ vertices. $\chi_{0}=\chi_{\mathfrak{F}_{0}}[\Lambda]$ is a prime implicant of $A_{v}^{c}[\Lambda]$ if and only if
(a) $\overline{\mathfrak{G}}_{0} \in \mathscr{M}_{N}^{\hat{c}+1}$ and
(b) $\mathscr{V}\left(\bar{G}_{0}\right)=\mathscr{N}$.

We are able to give for a disjunctive normal form of $F^{c}$ a characterization which is somewhat less explicit in comparison to how $E^{c}$ has been characterized in Theorem 2.

Theorem 4. Let $N$, c be numbers as in Theorem 3. $\chi_{0}=\chi_{\mathfrak{G}_{0}}[\Lambda]$ is a prime implicant of $F_{i v}^{c}$ [1] if and only if
(a) $\overline{\mathfrak{G}}_{0}$ has no subgraph $\mathfrak{G}_{1}$ such that all the vertiçes of $\overline{\mathfrak{G}}_{0}$ are contained in $\mathfrak{G}_{1}$ and $\mathfrak{G}_{1} \in \hat{\mathscr{K}}_{N}^{c+1}$ and
(b) whenever $\mathfrak{G}_{2}$ is a subgraph of $\mathfrak{G}_{\mathbf{0}}$ then there is a subgraph $\mathfrak{G}_{3}$ of $\overline{\mathfrak{G}}_{2}$ such that $\boldsymbol{G}_{3} \in \hat{\mathscr{K}}_{N}^{c+1}$.

Moreover, if $\chi_{0}$ is a prime implicant of $F_{\mathcal{S}}^{c}[\Lambda]$, then either $\mathscr{G}_{0} \in \mathscr{P}_{\boldsymbol{N}}^{c}$ or $\mathfrak{G}_{0}$ contains a $(c+1)$-critical graph $\mathbf{~}_{4}$ such that $\mathfrak{G}_{4}$ has at most $N-1$ vertices.

## § 4. Proofs

We shall use the following well-known fact (see [1], p. 40):
Lemma 1. An isotonic truth function has a single irredundant disjunctive normal form, this form consisis of all its prime implicants:

Proof of Theorem 1. Since $D_{\sim}^{c}[\Lambda]$ is isotonic, we can use Lemma 1. By Proposition 6 and the definitions of $E^{c}, F^{c}$, we have

$$
D_{\mathscr{N}_{i}}^{c}[\Lambda]=\bigwedge_{\Omega \in \mathscr{K}_{\mathscr{N}_{i}}^{c+1}} L_{\boldsymbol{R}}[\Lambda]
$$

for any $i(1 \leqq i \leqq N)$. If we form the conjunction of these $N$ equalities (in such a manner that the conjunction of the left-hand sides and the conjunction of the right-hand sides is taken, with an equality sign between them), then the right-hand side can be simplified to $E_{N}^{c}[\Lambda]$, thus we get the assertion of Theorem 1.

Proof of Theorem 2. Let us distinguish three cases. If $N<c+1, \mathscr{P}_{\mathfrak{N}}^{c}=\emptyset$ and so $D^{c}$ is undefined. If $N=c+1$, then, by Proposition $4, E_{N}^{c} \equiv 1$, as there exists no $(c+1)$-edge-critical graph with at most $c$ vertices. So $D^{c}[\Lambda] \equiv F^{c}[\Lambda]$ whence follows the existency and unicity (in the sense of the assertion) of $A_{N}^{c}[\Lambda]$, namely $A_{N}^{c}[\Lambda] \equiv \uparrow$. If $N>c+1$, the proof runs as follows.

Our first aim is to verify that each prime implicant $\chi_{0}$ of $D_{N}^{c}[\Lambda]$ is a prime implicant of $E_{N}^{c}[\Lambda]$. By Proposition 6, any implicant $\chi_{0}$ of $D_{N}^{c}[\Lambda]$ is an implicant of $E_{N}^{c}[\Lambda]$. Let $\chi_{0}^{\prime}$ be a prime implicant of $E_{N}^{c}[\Lambda]$ such that $\chi_{0}^{\prime}$ is a subconjunction of $\chi_{0}$. By the definition of $D^{c}$, there is a graph $\sigma_{0}\left(\in \mathscr{P}_{i r}^{c}\right)$ such that $\chi_{0}=\chi_{⿷_{0}}$ [ $\Lambda$ ]. Let $\mathfrak{I}_{1}, \mathfrak{I}_{2}, \ldots, \mathfrak{I}_{c}$ be the connected components of $\mathfrak{G}_{0}$ (any of them is a complete graph). As $N>c+1,\left|\mathscr{V}\left(\mathfrak{I}_{k}\right)\right|>1$ for at least one $k(1 \leqq k \leqq c)$. Fixing such a $k$, let $r$ be an arbitrary element of $\mathscr{V}\left(\mathfrak{I}_{k}\right)$. Let an edge $e$ be chosen in $\mathfrak{G}_{0}$ such that $r, e$ are not incident. We have $\chi_{0}^{\prime}=\chi_{G_{0}^{\prime}}[\Lambda]$ for a suitable subgraph $\mathfrak{G}_{0}^{\prime}$ of $\mathfrak{F}_{0}$. Let $\mathfrak{G}_{r}^{\prime}$, be defined by $\mathfrak{G}_{o r}^{\prime}=\mathfrak{G}_{0}^{\prime} \cap \mathfrak{C}_{N_{r}}$. By Theorem 1, there is a partition graph ( $\mathfrak{G}_{P}^{\prime}\left(\in \mathscr{P}_{\mathcal{N}_{r}}^{c}\right)$ such that $\mathfrak{G}_{\mathcal{P}}^{\prime} \subseteq \mathfrak{G}_{\text {or }}^{\prime}$. If $\mathfrak{G}_{P}\left(\in \mathscr{P}_{\mathcal{N}_{r}}^{c}\right)$ is defined by $\mathfrak{G}_{P}=\mathfrak{G}_{0} \cap \mathfrak{C}_{N_{r}}$, then we have $\mathfrak{G}_{P}^{\prime} \subseteq \mathfrak{G}_{o r}^{\prime} \subseteq \mathfrak{W}_{p}$. Since $\mathfrak{G}_{P}^{\prime}, \mathfrak{G}_{P}$ are partition graphs on the same vertex set and the number of their connected components coincide, $\mathfrak{G}_{P}^{\prime} \subset \mathfrak{G}_{P}$ is impossible,
hence $\mathfrak{G}_{P}^{\prime}=\mathscr{G}_{\text {or }}^{\prime}=\mathscr{G}_{P}$. The (arbitrarily chosen) edge $e$ of $\mathfrak{G}_{0}$ belongs to $' \mathfrak{G}_{P}^{\prime}\left(\subseteq \mathfrak{G}_{0}\right)$, thus $\chi_{0}^{\prime}=\chi_{0}$.
$A_{N}^{c}[\Lambda]$ is defined as the disjunction of the prime implicants $\varphi$ of $E_{N}^{c}[\Lambda]$ such that $\varphi$. is not a prime implicant. of $D_{N}^{c}[\Lambda]$.

Lemma 2. Let $\mathfrak{5}$ be a graph such that $\mathscr{V}(5)=\{1,2, \ldots ; N\}$. The following three assertions are equivalent for $\mathfrak{G}$ :
(i) $\mathfrak{G}$ is $(c+1)$-vertex-critical,
(ii) $\mathfrak{G} \cap \mathbb{C}_{N_{i}}$ is $c$-chromatic for any $i(1 \leqq i \leqq N)$,
(iii) $\overline{5} \cap \mathbb{C}_{N_{i}}$ includes a partition graph with connected components.

Remarks. $\mathfrak{G} \cap \mathbb{C}_{N_{i}}$ results from $\mathfrak{G}$ by deleting the vertex $i$ and the edges incident to it. $\overline{\mathfrak{G}} \cap \mathbb{C}_{\mathscr{N}_{i}}$ is the complement of $\mathfrak{G} \cap \mathbb{C}_{\mathscr{N}_{i}}$ with respect to $\mathbb{C}_{\boldsymbol{N}_{i}}$.

Proof of Lemma 2. (i) and (ii) are equivalent in consequence of the definition of vertex-critical graphs. The equivalence of (ii), (iii) is obvious (cf. the statements (ii), (iii) in Proposition 2).

Proof of Theorem 3. Assume that the first sentence of Theorem 3 holds for $N, c$.

Necessity. Let $\chi_{\sigma_{0}}[\Lambda]$ be a prime implicant of $A_{N}^{c}[\Lambda]$.
First we prove that condition (ii) of Lemma 2 holds for $\overline{\mathfrak{F}}_{0}$. Let $k$ be an arbitrary element of $\mathscr{N} . \chi_{0}$ is an implicant of $D_{\mathscr{N}_{k}}^{c}$ because of Theorem 1 . So $\mathfrak{G}_{0}$ includes an element of $\mathscr{P}_{\mathscr{N}_{k}}^{c}$, say $\mathfrak{P}_{k}$. For this element $\mathfrak{P}_{k} \subseteq \mathfrak{G}_{0} \cap \mathbb{C}_{\mathscr{N}_{k}}$; thus $\boldsymbol{G}_{0}$ satisfies condition (iii) of Lemma 2, and so - by the lemma - conditions (i) and (ii) too.

Hence $\overline{\mathfrak{b}}_{0}$ is $(c+1)$-vertex-critical (by Lemma 2 ). The necessity will completely be proved if we show the maximality of $\overline{\mathfrak{G}}_{0}$.

Let $e=\overline{i j}$ be an arbitrary edge of $\mathfrak{F}_{0}$. Define the graphs $\mathfrak{G}_{1}$ and $\mathfrak{G}_{2}$ (again on the vertex set $\{1,2, \ldots, N\}$ such that
the edges of $\mathscr{G}_{1}$ are the edges of $\overline{\mathscr{G}}_{0}$ and $e$,
the edges of $\mathfrak{G}_{2}$ are the edges of $\mathfrak{G}_{0}$ except $e$.
It is clear that $\mathfrak{G}_{1}, \mathfrak{G}_{2}$ are complements of each other, and

$$
\left(\chi_{0}=\right) \chi_{\mathfrak{G}_{0}}[\Lambda]=\chi_{\mathfrak{G}_{2}}[\Lambda] \wedge \lambda_{i j} .
$$

Let the short notation $\chi_{2}$ be used for $\chi_{\sigma_{2}}[\Lambda] . \chi_{2}$ is not an implicant of $A_{N}^{c}[A]$, consequently there exists a $k(\in \mathcal{N})$ such that $\chi_{2}$ is not an implicant of $D_{\mathscr{N}_{k}}[\Lambda]$ (by Theorem 1).

If $\mathfrak{G}_{3}$ is defined by $\mathfrak{G}_{3}=\mathfrak{G}_{2} \cap \mathfrak{C}_{\mathscr{N}_{k}}$, it is clear that $\chi_{G_{3}}[\Lambda]$ is not an implicant of $D_{\mathscr{S}_{k}}[\Lambda]$.

By Proposition 2 this means that $\mathfrak{G}_{3}$ has no subgraph $\mathfrak{P}$ such that $\mathfrak{P} \in \mathscr{P}_{\mathbb{N}_{k}}^{c}$. From Lemma 2 it follows that $\overline{\mathfrak{F}}_{2} \notin \mathscr{\mathscr { N }}_{N}^{c}$. As $\overline{\mathfrak{G}}_{2}=\overline{\mathfrak{F}}_{0} \cup\{e\}$ and $e$ is an arbitrary edge of $\mathfrak{G}_{0}, \overline{\mathfrak{G}}_{0}$ is maximal $\boldsymbol{v}$-critical indeed, which completes the necessity proof.

Sufficiency. If conditions (a) and (b) are fulfilled by $\mathfrak{G}_{0}$, then
(1) $\chi_{\sigma_{0}}[\Lambda]=\chi_{0}$ is an implicant of $A_{N}^{c}$.

This can be shown in two steps.
(1.1) $\chi_{0}$ is an implicant of $E_{N}^{c}$. Indeed, $\mathfrak{G}_{0}$ satisfies condition (i) of Lemma 2, and so also condition (iii) of this lemma. This implies that the graph $\overline{\mathscr{G}}_{0} \cap \mathbb{C}_{N_{i}}$ includes an element $\mathfrak{P}$ of $\mathscr{P} \mathscr{S}_{i}$ and therefore $\chi_{0}$ is an implicant of $D_{v_{i}}^{c}$ (for every $i(\in N)$ ) by Proposition 2.

Now from Theorem 1 it follows that $\chi_{0}$ is an implicant of $E_{N}^{c}$.
(1.2) $\chi_{0}$ is not an implicant of $D_{N}^{c}$. By Proposition 2 this is true if and only if $\mathfrak{G}_{0}$ includes no element of $\mathscr{P}_{\mathscr{N}}^{c}$, that is $\chi\left(\overline{\mathscr{F}}_{0}\right)>c$. But this is now in consequence of condition (a) of our theorem.

From (1.1) and (1.2) we conclude that (1) is true. It remains to prove that
(2) $\chi$ is a prime implicant of $A_{N}^{c}$.

To prove this chose an arbitrary edge $e$ of $\boldsymbol{6}_{0}$. Let us introduce a new graph $\mathfrak{G}_{1}$ by $\mathfrak{G}_{1}=\overline{\mathfrak{G}}_{0} \cup\{e\}$. As $\mathfrak{G}_{0}$ is maximal $(c+1)$-vertex-critical, $\mathfrak{G}_{1}$ is not $(c+1)$ -vertex-critical. By Lemma 2, there exists an $r(\in \mathcal{N})$ such that the graph $\overline{\mathfrak{G}}_{1} \cap \mathbb{C}_{\mathcal{R}_{r}}$ includes no partition graph $\mathfrak{P} \in \mathcal{P}_{\mathcal{N}_{r} .}^{c}$. By Proposition 2, for this $r \chi_{\mathfrak{G}_{1}}[\Lambda]$ is not an implicant of $D_{\kappa_{r}}^{c}$ [ 1 ].

By Theorem 1, $\chi_{\mathfrak{G}_{1}}$ is not an implicant of $E_{N}^{c}[\Lambda]$, thus we have proved assertion 2. This completes the sufficiency proof.

Proof of Theorem 4. The first part of the assertions - the sufficient and necessary condition - is equivalent to Proposition 5; so it does not require any proof. To prove the last sentence of the theorem, let us distinguish two cases: (i) $\chi\left(\overline{\mathfrak{G}}_{0}\right) \geqq$ $\geqq c+1$ and (ii) $\chi\left(\bar{G}_{0}\right)<c$. In case (i) by the first part of this theorem $\left|V\left(\mathscr{F}_{0}\right)\right| \leqq$ $\leqq N-1$, which is the second alternative of the assertion to be proved. In case (ii) there exists a graph $\mathfrak{P} \in \mathscr{P}_{\mathscr{\sim}}^{\boldsymbol{c}}$ such that $\mathfrak{G}_{0} \supseteq \mathfrak{P}$ and so $\chi_{\mathfrak{P}}[\Lambda]$ is a subconjunction of $\chi_{\sigma_{0}}$. But $\chi_{\mathcal{P}}[\Lambda]$ is an implicant of $F_{N}^{c}[\Lambda]$ because it is an implicant of $D_{N}^{c}[\Lambda]$. As $\chi_{\Phi_{0}}[\Lambda]$ is a prime implicant of $F_{N}^{c}$, it cannot include $\chi_{\mathcal{P}}[\Lambda]$ properly, therefore $\chi_{⿷_{0}}[\Lambda]=\chi_{\mathfrak{P}}[\Lambda]$, that is $\mathfrak{G}_{0}=\mathfrak{P}$, proving the second part of the theorem. Thus Theorem 4 is proved.

Acknowledgement. The author wishes to thank to A. ÁDÁm for his many valuable comments and criticisms. He has rewritten the original paper to a great extent, introducing a number of notions and propositions to ease the reading.
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[^0]:    * The contents of this survey are a combination of two distinct talks. The first was at the Colloquium on Automata and Formal Languages, in Szeged, Hungary; August 30-September 2, 1977. The second was at the 6th International Symposium on Mathematical Foundations of Computer Science, in Tatranska Lomnica, Czechoslovakia, September 5-9, 1977.
    ${ }^{1}$ Unless otherwise stated, grammar is to mean context-free grammar.
    ${ }^{2}$ The pace can be determined by comparing the present survey with that given $2 \frac{1}{2}$ years ago in [5].

[^1]:    ${ }^{3}$ We assume the reader is familiar, to some extent, with context-free grammars. Here $\Sigma$ is the finite set of terminals, $V$ is the finite set of both terminals and nonterminals, $P$ is the finite set of rules each of the shape $\xi \rightarrow w$, where $\xi$ is a nonterminal and $w$ is in $V^{*}$, and $\sigma$ is in $V-\Sigma$.

[^2]:    ${ }^{4}$ For each element $a$ in $\Sigma, \mu(a)$ is $\varepsilon$-free.
    ${ }^{5}$ For each element $a$ in $\Sigma, \mu(a)$ is a finite subset of $\Sigma_{\infty}$.
    ${ }^{6} \mu$ is length preserving, and $\mu(a) \cap \mu(b)=\emptyset$ for all $a \neq b$ in $\Sigma$.

[^3]:    ${ }^{7}$ A grammar form $G=(V, \Sigma, P, \sigma)$ is completely reduced if (i) $G$ is reduced, (ii) there are no variables $\alpha$ and $\beta$ such that $\alpha \rightarrow \beta$ is in $P$, and (iii) for each variable $\alpha$ in $V-(\Sigma \cup\{\sigma\})$ there exist $x$ and $y$ in $\Sigma^{*}, x y \neq \varepsilon$, such that $\alpha \rightarrow x \alpha y$ is in $P$.

[^4]:    ${ }^{8}$ For two families $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ of languages, $\operatorname{Sub}\left(\mathscr{L}_{1}, \mathscr{L}_{2}\right)=\left\{\tau\left(L_{1}\right) / L_{1}\right.$ in $\mathscr{L}_{1}, \tau$ is a substitution on $L_{1}$ such that $\tau(a)$ is in $\mathscr{L}_{2}^{2}$ for every symbol $\left.a\right\}$.
    ${ }^{9}$ A split linear grammar is a linear grammar $G=\left(V_{1}, \Sigma_{1}, P_{1}, \sigma_{1}\right)$ such that there exist disjoint sets $A, B, C$ with the following properties: (1) $\Sigma_{1}=A \cup B \cup C$. (2) Every terminal production is of the form $\xi \rightarrow c$ for some $\xi$ in $V_{1}-\Sigma_{1}$ and $c$ in $C$. (3) Every production which is not a terminal one is of the form $\xi \rightarrow a \xi^{\prime}$ for some $\xi^{\prime}, \xi^{\prime}$ in $V_{1}-\Sigma_{1}$ and $a$ in $A$ or $\xi \rightarrow \xi^{\prime} b$ for some $\xi_{,} \xi^{\prime}$ in $V_{1}-\Sigma_{1}$ and $b$ in $B$.

[^5]:    ${ }^{10}$ Strict interpretations $I_{j}=\left(\mu_{I_{j}}, V_{I_{j}}, \Sigma_{I_{j}}, S_{I_{j}}\right), j=1, \ldots, k, k \geqq 2$, of a grammar form $(V, \Sigma, P, \sigma)$ are called compatible if $\left(\bigcup_{j=1}^{j} \mu_{I_{j}}(x)\right) \cap\left(\bigcup_{i=1}^{k} \mu_{I_{i}}(y)\right)=\emptyset$ for all $x, y$ in $V$ wih $x \neq y$.

[^6]:    ${ }^{11}$ Two derivations are equally shaped if their parse trees are equally shaped. Two derivation trees are equally shaped if each tree can be obtained from the other by relabeling nonmaximal nodes.

[^7]:    12 One of my doctoral students is now investigating this.
    ${ }^{13}$ I have been looking at this, in conjunction with Dr. John Guttag. There is nothing to report on as yet.

[^8]:    * Presented at the Conference on Automata and Formal Languages, Szeged (August 30September 2, 1977).

[^9]:    * Presented at the Conference on Automata and Formal Languages, Szeged (August 30September 2, 1977).

[^10]:    * Presented at the Conference on Automata and Formal Languages, Szeged (August 30 September 2, 1977).

[^11]:    3 Acta Cybernetica III/4

[^12]:    4 Acta Cybernetica 1II/4

[^13]:    ${ }^{1}$ The notions occuring here will be defined later.

[^14]:    ${ }^{2}$ Cf. the first sentence of $1.1 . \Phi(A)$ can be viewed as a non-directed graph because of the symmetry of $\Lambda$.
    ${ }^{3}$ Hence $\Phi(A)$ is a graph whose vertex set is $\mathcal{N}$.

