DETERMINATION OF SEASONAL MACROSYNOPTIC 'ILYPES
USING CLUSTER ANALYSIS AND ROTATED EOF ANALYSIS

by
Judith Bartholy

CENTRAL WETEOROLOGICAL INSTITUTE, BUDAPEST, HUKGARY

Evszakos wakroszinoptikus tipusrendszerek weghatirozésa rot&lt emplrikus ortogondlis flggvényana~
anallzis és clusteranalfzis felhaszndlisdval. A tanuladny rdvid Osszefoglaldsst adja sgy sokéves
vizsgdlatsorozatnak, melyben kisérlet tBriént évszakos nakrocirkuldciés osztilyozisok 18trehozdsdra az
atlanti~eurépai szektorban, illetve az északi hemiszféra térségére. A kOlBnbBzd matematikai statisztikai
modszer médszerekkel létrehozott tlpusrendszerek Osszehasonlite ‘elemzésére is kitér a dolgozat.

A short summary is presented of a research carried out in the last few years. In this work an at-
teapt was made to establish seasonal macracirculational classifications for the Atlantic-Eurcpean region
and for the Northern Hemisphere. Comparative examinations of macrosynoptic systess produced by different
mathematical statistical methods are discussed too.

1. Introduction

As early as in the 1950s and 1960s climatological and macrosynoptical
classifications were made by several researchers for example DZERDZEJEVSKI)
(1946), VANGENGEJH (BOLOTINSKAJA - 1964}, HESS and BREIDNSKY (1949), LAMB (1972) etc., with
different aims and for different geographical regions. In each case differ-
ent criteria were taken as bases of classification (the geographical posi-
tion of cyclones and anticyclones, the direction of ridges, etc.). A common
feature of these early classifications was that both creating the classes
and arranging the phenomena were subjective processes and were carried out
with the help of the human eye and synoptical practice.

With the widerspread use of high-capacity computers more objective
methods have become possible. A new branch of mathematics, cluster analysis
deals with the praoblems of classification algorithms. Some good summaries
on this topic are given by ANDERBERG (1973), SPATH (1980). Several attempts have
been made in the recent past at meteorological application of clustering
procedures: SULOCHAHA (1980) made a precipitation classification for the region
of India, HARTHAW (1984) classified the tropical cloud configurations, and
PARAGIOTIS (1984) gave a classification of weather situations in Greece. KRUIZIKGA
(1979) and HARYON (1985) made typisation on the basis of 500 mb height fields.

In the last years we have also applied several kinds of clustering
technique in our researches, and created objective macrocirculation systems
for large regions. The aim of this work was to eliminate the subjectively
coded HESS-BREZOHSKY macrosynoptic system from the analogous forecasting model
used by the Central Forecasting Institute of the Meteorological Service of
Hungary. In our first work C(AHBROIY-BARTHOLY-GULYAS (1983)] we made a system for the
Atlantic-European region. With the increased validity period of the fore-
casts, however, it become necessary to make a hemispheric scale system. So,
later on, in our experiments we made attempts at hemispherical clustering
of the 500 and 700 mb height level by means of different classification
algorithms. Probably due to the high number of dimensions, these classes
were not esepareted from each other sufficiently. Therefore[ prior to the
use of the classification algorithms a procedure for feature extraction and
for data reduction was carried out on the entire data base: the rotated
empirical orthogonal function analysis.

[

Gt



2. Attempts at clustering

Since the nmeteorological application of clustering is not yet much
used, I'm going to give a brief summary of the principles of the procedures
we used and their place among the methods of clustering. Cluster analysis,
as a rule, has a dual aim: first, to explore the structure of the set of
objects; second, to select the separate objects in such a way that the
similar ones get into the same group, while the differing ones are placed
in different classes.

The cluster analysis method can be divided into two main types: the
hierarchical and the non-hierarchical methods. The methods included in the
first group constitute a hierarchical system of clusters in such way that
any two clusters are either disjoint or one of them implies the other., The
hierarchical methods bhelong either to the agglomerative or the divisive
type, depending on whether they reach the hierarchical system of clusters
by unification or by division. Non-hierarchical methods can also be divided
into two parts, namely, the overlapping and the disjoint classifications,
depending on whether the grouping allows overlappings between the cluster
ar not.

Another important component of cluster analysis, the connection func-
tion, is also of two types: similarity function or non-uniformity function,
depending on whether they take their maximum values in case of similarity
or non-uniformity of the objects. In the past years in our researches hier-
archical agglomerative and non-hierarchical disjoint methods are used, and
in every case the classification was performed with the use of a connection
function of the similarity type.

3. Atlantic-European region

"In our first clustering attempt based on the daily S00 mb height
fields, we constructed a seasonal system for the Atlantic-European region.
Here the separate types represented the macrocirculational situations mast
characteristic of the season. For determining the classes the dynamical
"k-means” method worked out by McBUEEN (1967) was used which belongs to the
non—-hierarchical disjoint methods. In the algorithm the computation was
carried out with similarity connection functions according to EUCLIDEAK
metrics. In  the iteratively approxzimating version of method, the stability
of the system during the separate iterations was measured by the number of
objects regrouped in” a new type (non-identical with that of the previous
iteration). Figure I illustrates the pressure maps of ATzocu, RTswosi0ae and
of surface level of the 9*" spring type. The first one was obtained as a
result of clustering, and the latter two were computed on the basis of the
archive of the full time-series. The seasonal cluster system contains 19
spring, 8 summer, 15 autumn and 17 winter types. To measure the effective-
ness of the types we considered the external and internal distances of the
systems which, by definition, vrepresent the distances between the class
centers and the internal radius of the various classes respectively. Inter-
nal radius: the average distance of all the fields included in the given
type, from the cluster center.

With this classification we succeeded in reducing the internal dis-
tances by 42 per cent, and in increasing the external distances on average
by 40-70 per cent in comparison with the HESS-BREZOHSKY macrosynoptic system.
This means a better filling and spanning of the physically given BO dimen-
sional space (the Atlantic-European region is represented by 80 grid point
values). The g¢ood results of this systematization were confirmed by the
comparative verification results obtained after its insertion in to the
long-range forecasting model.

24



RTSOO/AOOO

anowa lie

Suvgace press.

Fig, 1 9*» class for spring season of the cluster systen for the Atlantic-Europaan region
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4. The Nérthcrﬁ Hemisphere

In cur further experiments the investigated geographic reqgion  was
expendad to the Northern Hemisphere; for technical reasons we switched over
to the 700 mb level (on 590 mdb there was 2 significant lack nf data for
this reglon  in the data set at our dicposally and we chose a laraer time
scale: the fields of decade averages instead of daily fields. Like FOLLAND
(1983) and HARION (1285) in their classifications for the Atlantic-furepean
region, w2 also made our hamispherical cluster syastem for & natural zeasons
{Jan,-Fehr., March-Apr., etc.) The low seople sizs does not cause a prob-
lew: as  running means of decade fields were used {n oupr reseatches, there
wag o reducticns of  the data set compared to the deily field set; onlv a
smonthing was applied. The analysis was carried cub on the data series of a
35 yesr period  (1930-1984) of  the NIC  (Mational Heteorolugical Center),
Washington, D. C,

Two attempts were made at clustering the running duecade tields. In
one case the hierarchical ayglomerative, 1n  the other case the non~hier-
archical disjoint, non dynamica)l “k-meinz” methed was used, similarly to
the 1nvestigation of the Atlantic-European region., In both cases, Yor each
season there were determined 10 types. In the investigations cach hemi--
spharic running means of 700 mo cecad2 fiwld wss characterized by 358 grid
point values, each reprezenting appronimately equal -tarritories. The re-
sults sabisfird ws moderately: the types of the tlass systems did not
separate well, presumably due to the high disension numbers.

We weare confident that carcying out an empirical orthoyonal functicn
anatysis (LOF) prior to  the wmplementation of thae clustering procedurss,
the reduction in dimension nomber alloued by the concentration of the in-
formation will give better regsults. A comparative evaluatioar af the cluster
systems will he discussad later.

5. Jolnt application of the rotated emplrfcat prthmgonni
function analysis and the clustering

For reasuns described above we arpnlied a combined mathod, in which
clustering wae done after havinn carried out the EOF analysis of the fields
and varimax rotation of .the ampilitudes. The EOF analysis was first used by
LOREN? (19560  and GILMAN (1957). In CRADDECK's investigations (1%89) the hemispheirical
500 mh fields are represented vwith the ewpansion cnefficients of the fields
expanded by eigenvectors of the correlation matrix, and the coefficients of
the field are used as the daka base of analog forecasting procedure. Go the
pracedure is appli g as a feature extraction and data reduction nethod. The
EOF analysis '~ besides its several advantages described by WALLACE (1972),
BARNITON and LIVEZEY (1385), etc. - wae u=ed by us mainly in the (RADDCCKIAN sense.
In the procedure the eigenvalue equation of the correlation matrix of the
‘grandardized data set is solved. The obtained eigenvectors are urthogonal,
but their physical interpretation 1s difficult. Carrying out the varimax
rotation analysed in detai. among othars by HIRAL (1981) and HARNAY (17500, we
obtain results that can be interpreted better physically, at.a price of a
little deterioration of orthogunality. Inside the separate modes rotation
maximalizes varianze and elimifates smoothing caused by avaraging, and it
reprasents another feature extraction procedure.

fifter the EOF analysis 'l the robation avery field of every season
is characterized by 10 coefficiunts and, after carrying out owr iterative
clustering procedure on these data as the data hase, for =ach season thera
are obiained 10 types. (n the clustaring procedure there were made sevaral
attempts at selecting the initial cluster centers in order to accelerate
the convergency of the methad. Naturally, in order to obtain the final
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Fig. 2a 7*" class for winter season

of the northern hemispherical cluster system (the sethod use
rotated EOF analysis and dynawical cluster technics), 700 ab
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Fig. 2b 7** class for minter season of the northern hemispherical cluster system (the wethod used
rotared EOF analysis and dynamical cluster technics), 700 wb, anomalies



. {
class centers, the inverse transformation of the rotation and the restora-
tion of the 700 mb cluster centers have to be accomplished on the basis of
the EOF coefficients and the eigenvectors. As an example, Figure 2 illus-
trates the 700 mb height and anomaly fields of type Ho.7 of the winter
season {(January-February).

Comparative evaluation

During the I clustering experiments for the Northern Hemisphere and
for the Atlantic-European region the stability of classifications - was
checked separately for each method. The mathematical background of the
methods ensures: the convergence of the algorithms in  the classification
procedyres used. The invariance aof the procedures on the randomly chosen
initial cluster centers was checked.

In these methods each iteration sweeps through the whole data set
once and every field is placed in a class. So, counfing the fields placed
in a new class (differing from the previous inclusion) a good index can be
aobtained for the stability of the cluster system. In Table I the final sta-
bility indices are demonstrated (for each method uniformly 12 iterations
were made). It can be seen that, while in the case of the clustering after
the hemispherical rotated EOF analysis, in the last iteratiom only 0.7 per
cent of the fields were regrouped into a new class (altogether 7 fields),
in the other two case their number was almost S-10 times higher.

The external and internal distances of the three hemispherical clus-
ter systems (using hierarchical, dynamical, EOF + dynamical methods) were
compared. These results are shown in Table II. It can be seen that the pro-
cedure applying the EOF analysis compared to the hierarchical method;
1/ ensures a separation between the clusters about 30 per cent better
lincrease of the external distances); 2/ the different clusters are concen-
trated around the type centers 22 per cent better (reduction of the inter-
nal radius af the classes). These results are mean values, after averaging
for & seasons. )

The relatively little mean internal and great mean-external distances
can be evaluated positively if it is not accompanied by extreme frequency
distribution for each type. ‘But this condition is also fulfilled, because
the amount of data included in the separate types is not less than & and
not more than 17 per cent of the whole data set. The life-time of the sep-
arate types 1is on average two weeks, but naturally, it varies greatly
varies depending on the seasons and types.

' 1t was demonstrated that out of the 3 classification methods for the

Northern Hemisphere, the system with clustering after a rotated EDF analy-
- sigs is the best ane in all aspects, therefore we are going to use this in
our long-range forecasting analog wmethod. Insertation into the model and
the verification work is being done. : ’
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Table 1

Instability indices for the two dynamical and the coabined asthods (the recorded field nusbers
by the last iteration given in percentage)

Atl. - Eur, region . Northern Heoisphere

met hodsges

.

Dynamical ) Dynamical EGF + Dynamical

instability 251% 1.31 0.31%
indices -

Table II

Separation indices between the classes and concentration indices inside tha classes (changes of external
and internal distances in percentage), calculated for each pars of the 3 methods

s e t h o d s

Hierarch, - Dynamical Dynamical -~ E0F + Dynamical Hierarch. - EOF + Dynaaical
Increasing of the i S8y . B
external distances ) . .

Decreasing of the 81 R LR 21
internal distances ’
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