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## Introduction

The exact order of the normal approximation has been obtained in [2] for $U$ statistics with a random summation index $L_{n}$ where $L_{n} / n \rightarrow \tau$ with $\tau$ a constant. In this paper it is shown that the same order bounds can be obtained in the situation that the random index $L_{n}$ satisfies $L_{n} / n \rightarrow \tau$ where now $\tau$ is a positive random variable. Moreover, a sharpening of the moment condition on the kernel is included. The results are valid for $U$-statistics with kernel of general degree $r$ but in order to avoid a cumbersome notation, the proofs of the main theorems are given for the case that $r=2$. Tools for passing from $r=2$ to an arbitrary degree $r$ are given in the preliminary lemmas which are formulated and proved for general $r$. For further information we refer to the Ph. D. thesis of one of the authors [1].

The results obtained in this paper are an extension of earlier results for random sums of i.i.d. random variables, proved in [6] and [3]. The proofs of these results use some methods which heavily rely on the i.i.d. structure. However; if one makes use of the structure of a $U$-statistic together with some technical fine-tuning, it is possible to obtain order bounds which are as sharp as in the i.i.d. case without imposing any additional condition. We also note that an asymptotic normality result contained in Theorem 1 below could in principle be obtained from Theorem 1 of [4]. However, this derivation would require some extra assumptions on the kernel function and no information on the rate of convergence could be gained.
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## Preliminary lemmas

In order to create some flexibility in the renormalization of the statistics under consideration we formulate some general lemmas, special cases of which will be needed in the proof of our main theorem. The proof of Lemma 1 is elementary and is left to the reader. Throughout the paper we use the convention $[x]=\min \{k \in \mathbf{N}$, $x \leqq k\}$.

Lemma 1. Let $(\Omega, \mathscr{A}, P)$ be a probability space and $X_{n}$ and $Y_{n}$ two sequences of random variables defined on $\Omega$. Let $C$ be a positive constant and $d_{n}$ a sequence of nonnegative real numbers. If for some $k \geqq 0$ and some $\alpha>1, S_{n}^{k, \alpha}$ denotes the set on which $Y_{n}>k \alpha /(\alpha-1)$, then

$$
S_{n}^{k, \alpha} \cap\left\{\left|\frac{X_{n}-k}{Y_{n}-k}-1\right|>\alpha C d_{n}\right\} \subset S_{n}^{k, \alpha} \cap\left\{\left|\frac{X_{n}}{Y_{n}}-1\right|>C d_{n}\right\} .
$$

Lemma 2. Let $(\Omega, \mathscr{A}, P)$ be a probability space and $X_{n}$ and $Y_{n}$ two sequences of positive random variables defined on $\Omega$. If there exist positive constants $c_{1}$ and $c_{2}$ and a sequence of positive numbers $\varepsilon_{n}$ with $\varepsilon_{n} \rightarrow 0$ for $n \rightarrow \infty$, such that

$$
\begin{equation*}
P\left(\left|\frac{X_{n}}{\left[Y_{n}\right]}-1\right|>c_{1} \varepsilon_{n}\right)=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(Y_{n}<c_{2} \varepsilon_{n}^{-1 / \delta}\right)=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty, \quad 0<\delta \leqq 1 \tag{2}
\end{equation*}
$$

then, for every integer $k \geqq 0$, there exists a constant $M_{k}$.such that

$$
\begin{equation*}
P\left(\left|\frac{\sqrt{\left[Y_{n}\right]}}{\sqrt{X_{n}}} \frac{X_{n}\left(X_{n}-1\right) \ldots\left(X_{n}-k\right)}{\left[Y_{n}\right]\left(\left[Y_{n}\right]-1\right) \ldots\left(\left[Y_{n}\right]-k\right)}-1\right|>M_{k} \sqrt{\varepsilon_{n}}\right)=O\left(\sqrt{\left.\overline{\varepsilon_{n}}\right)}, \quad n \rightarrow \infty\right. \tag{3}
\end{equation*}
$$

Proof. The proof is by induction. For $k=0$, (3) follows by taking $M_{0}=\sqrt{c_{1}}$. Assume that (3) holds true when $k=r-1$ for some $r \in \mathbf{N}_{0}$. Putting

$$
Z_{i n}=\frac{\sqrt{\left[\overline{Y_{n}}\right]}}{\sqrt{X_{n}}} \frac{X_{n}\left(X_{n}-1\right) \ldots\left(X_{n}-r+1\right)}{\left.\left[Y_{n}\right]\left(\left[Y_{n}\right]-1\right) \ldots\left(\bar{Y}_{n}\right]-r+1\right)},
$$

the induction hypothesis yields that $P\left(\left|Z_{n}-1\right|>M_{r-1} \sqrt{\varepsilon_{n}}\right)=O\left(\sqrt{\varepsilon_{n}}\right), n \rightarrow \infty$, for some constant $M_{r-1}$. Now choose $M_{r}$ such that $M_{r} \geqq \max \left(3 M_{r-1}, 6 c_{1}\right)$ and then take $n$ so large that

$$
\begin{equation*}
\varepsilon_{n}<\min \left\{1,\left(c_{2} / 2 r\right)^{\delta}, 9 /\left(M_{r}^{2}\right)\right\} \tag{4}
\end{equation*}
$$

is satisfied. Since (4) implies that..: $\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]>2 r_{\text {; }}$ one has, using the Bonferroni ine-
quality and (2)

$$
\begin{gathered}
\therefore P\left(\left|Z_{n} \frac{X_{n}-r}{\left[Y_{n}\right]-r}-1\right|>M_{r} \sqrt{\varepsilon_{n}}\right) \leqq P\left(Y_{n}<c_{2} \varepsilon_{n}^{-1 / \delta}\right)+ \\
+P\left(\left|\left(Z_{n}-1\right)\left(\frac{X_{n}-r}{\left[Y_{n}\right]-r}-1\right)+\left(\frac{X_{n}-r}{\left[Y_{n}\right]-r}-1\right)+\left(Z_{n}-1\right)\right|>M_{r} \sqrt{\varepsilon_{n}},\left[Y_{n}\right]>2 r\right) \leqq \\
\leqq O\left(\sqrt{\varepsilon_{n}}\right)+P\left(\left|Z_{n}-1\right|>\frac{M_{r}}{3} \sqrt{\varepsilon_{n}}\right)+P\left(\left|\frac{X_{n}-r}{\left[Y_{n}\right]-r}-1\right|>\frac{M_{r}}{3} \sqrt{\varepsilon_{n}},\left[Y_{n}\right]>2 r\right)+ \\
+P\left(\left|\left(Z_{n}-1\right)\left(\frac{X_{n}-r}{\left[Y_{n}\right]-r}-1\right)\right|>\frac{M_{r}}{3} \sqrt{\varepsilon_{n}},\left[Y_{n}\right]>2 r\right) .
\end{gathered}
$$

It is easy to see, using the choice of $M_{r}$, the induction hypothesis, (1), (4), and Lemma 1 with $C=M_{r} / 6, \alpha=2, d_{n}=\sqrt{\varepsilon_{n}}$ and $k=r$, that the second and third terms here are $O\left(\sqrt{\varepsilon_{n}}\right)$. But by (4) the fourth term is not greater than

$$
\begin{gathered}
P\left(\left|\left(Z_{n}-1\right)\left(\frac{X_{n}-r}{\left[Y_{n}\right]-r}-1\right)\right|>\frac{M_{r}}{3} \sqrt{\varepsilon_{n}}, \quad\left[Y_{n}\right]>2 r,\left|Z_{n}-1\right| \leqq 1\right)+P\left(\left|Z_{n}-1\right|>1\right) \leqq \\
\leqq P\left(\left|\frac{X_{n}-r}{\left[Y_{n}\right]-r}-1\right|>\frac{M_{r}}{3} \sqrt{\varepsilon_{n}},\left[Y_{n}\right]>2 r\right)+P\left(\left|Z_{n}-1\right|>\frac{M_{r}}{3} \sqrt{\varepsilon_{n}}\right),
\end{gathered}
$$

and the lemma follows.
The next lemma, which states the rate of convergence to normality for nonstochastically indexed $U$-statistics, plays a crucial role in the proof of the main theorem. It determines, together with the asymptotic behaviour of the random index $L_{n}$, the final approximation order for random $U$-statistics.

Lemma 3. Let $(\Omega, \mathscr{A}, P)$ be a probability space and $X_{1}, X_{2}, \ldots$ i.i.d. random variables defined on $\Omega$. Let $U_{n}=\binom{n}{r}^{-1} \Sigma^{(n, r)} h\left(X_{i_{1}}, \ldots, X_{i_{r}}\right)$ be a $U$-statistic with $E h\left(X_{1}, \ldots, X_{r}\right)=\theta$ and put $g\left(X_{1}\right)=E\left(h\left(X_{1}, \ldots, X_{r}\right)-\theta \mid X_{1}\right)$. Assume that $\sigma^{2}=$ $=\operatorname{Var} g\left(X_{1}\right)$ is strictly positive, and that for some $\delta, 0<\delta \leqq 1$, one has that $E\left|g\left(X_{1}\right)\right|^{2+\delta}<\infty$ and $E\left|h\left(X_{1}, \ldots, X_{r}\right)\right|^{(4+\delta) / 3}<\infty$. Then, one has:

$$
\left.\sup _{x} \left\lvert\, P\left\{\frac{\sqrt{n}\left(U_{n}-\theta\right)}{r \sigma} \leqq x\right\}-\Phi(x)\right.\right\}=O\left(n^{-\delta / 2}\right), \quad n \rightarrow \infty
$$

Proof. The proof is essentially based on an improvement of a Berry-Esseen bound for more general non-parametric statistics (see [5]). For details of the proof we refer to [1], where it is also shown that the result of Lemma 3 is valid for statistics with structure $\sum_{i=1}^{p} g\left(X_{i}\right)+\dot{Y}_{k}$ as used in the proof of our main theorem.

## Main result

Theorem 1. Let $(\Omega, \mathscr{A}, P)$ be a probability space and $X_{1}, X_{2}, \ldots$ i.i.d. random variables defined on $\Omega$. Let $U_{n}=\binom{n}{2}^{-1} \sum_{1 \leq i<j \leqq n} h\left(X_{i}, X_{j}\right)$ be a U-statistic with $E h\left(X_{1}, X_{2}\right)=\theta$ and put $g\left(X_{1}\right)=E\left(h\left(X_{1}, X_{2}\right)-\theta \mid X_{1}\right)$. Assume that $\sigma^{2}=\operatorname{Var} g\left(X_{1}\right)$ is strictly positive, and that for some $\delta, 0<\delta \leqq 1$, one has that $E\left|g\left(X_{1}\right)\right|^{2+\delta}<\infty$ and $E\left|h\left(X_{1}, X_{2}\right)\right|^{(4+\delta) / 3}<\infty$. Further, let $\varepsilon_{n}$ be a sequence of positive numbers tending to zero and such that, for $n$ large, $n^{-\delta} \leqq \varepsilon_{n}$. Let $L_{n}: \Omega \rightarrow\{2,3,4, \ldots\}$ and $\tau: \Omega \rightarrow(0, \infty)$ be random variables satisfying, for some constants $c_{1}, c_{2}>0$ :

$$
\begin{equation*}
P\left(\left|\frac{L_{n}}{[n \tau]}-1\right|>c_{1} \varepsilon_{n}\right)=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
P\left(\tau<\frac{c_{2}}{n} \varepsilon_{n}^{-1 / \delta}\right)=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty \tag{6}
\end{equation*}
$$

(7)

$$
\tau \text { is independent of } X_{k}, \quad k=1,2, \ldots
$$

then, one has:
(i) $\sup _{x}\left|P\left(\frac{\sqrt{n \tau}}{2 \sigma}\binom{n \tau}{2}^{-1} \sum_{1 \leqq i<j \leqq L_{n}}\left(h\left(X_{i}, X_{j}\right)-\theta\right) \leqq x\right)-\Phi(x)\right|=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty$
(ii)

$$
\sup _{x}\left|P\left(\frac{\sqrt{L_{n}}}{2 \sigma}\left(U_{L_{n}}-\theta\right) \leqq x\right)-\Phi(x)\right|=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty
$$

and, if $\sigma_{n}^{2}=\operatorname{Var} U_{n}$ exists:
(iii)

$$
\sup _{x}\left|P\left(\sigma_{L_{n}}^{-1}\left(U_{L_{n}}-\theta\right) \leqq x\right)-\Phi(x)\right|=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty
$$

Proof. W.l.g. we assume that $\theta=0$. The following notation will be used:

$$
\begin{gathered}
\mathbf{N}_{1}=\{2,3,4, \ldots\} \\
I_{n}^{* *}=I_{n}^{* *}(\omega)= \\
=\left\{j \in \mathbf{N}_{1} \mid[n \tau(\omega)]\left(1-c_{1} \varepsilon_{n}\right) \leqq j \leqq L_{n}(\omega) \text { or } L_{n}(\omega)<j<[n \tau(\omega)]\left(1-c_{1} \varepsilon_{n}\right)\right\}, \\
I_{n}^{*}=I_{n}^{*}(\omega)=\left\{j \in \mathbf{N}_{1} \mid j<[n \tau(\omega)]\left(1-c_{1} \varepsilon_{n}\right)\right\}, \\
I_{k}=\left\{j \in \mathbf{N}_{1} \mid j<k\left(1-c_{1} \varepsilon_{n}\right)\right\}, \\
J_{n}^{*}=J_{n}^{*}(\omega)=\left\{j \in \mathbf{N}_{1} \mid[n \tau(\omega)]\left(1-c_{1} \varepsilon_{n}\right) \leqq j \leqq[n \tau(\omega)]\left(1+c_{1} \varepsilon_{n}\right)\right\}, \\
J_{k}=\left\{j \in \mathbf{N}_{1} \mid k\left(1-c_{1} \varepsilon_{n}\right) \leqq j \leqq k\left(1+c_{1} \varepsilon_{n}\right)\right\}, \\
\cdots \quad \delta_{n}=\delta_{n}(\omega)=\left\{\begin{aligned}
1 & \text { if }[n \tau(\omega)]\left(1-c_{1} \varepsilon_{n}\right) \leqq L_{n}(\omega) ; \\
-1 & \text { otherwise. }
\end{aligned}\right.
\end{gathered}
$$

Proof of ( $i$ ). We first prove ( $i$ ) with $n \tau$ replaced by [ $n \tau]$. Choose $n$ large enough so that $\varepsilon_{n}<c_{2}^{\delta}$ and, using (6), remark that

$$
\begin{equation*}
P\left([n \tau]<\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right) \leqq P\left(\tau<\frac{c_{2}}{n} \varepsilon_{n}^{-1 / \delta}\right)=O\left(\sqrt{\varepsilon_{n}}\right) \tag{8}
\end{equation*}
$$

Hence

$$
\begin{gathered}
\sup _{x}\left|P\left(\frac{\sqrt{[n \tau]}}{2 \sigma}\binom{[n \tau]}{2}^{-1} \sum_{1 \leqq i<j \leqq L_{n}} h\left(X_{i}, X_{j}\right) \leqq x\right)-\Phi(x)\right| \leqq \\
\leqq \sup _{x} \left\lvert\, P\left(\frac{\sqrt{[n \tau]}}{2 \sigma}\binom{[n \tau]}{2}^{-1} \sum_{1 \leqq i<j \leqq L_{n}} h\left(X_{i}, X_{j}\right) \leqq x,[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)-\right. \\
-\Phi(x) P\left([n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right) \mid+O\left(\sqrt{\varepsilon_{n}}\right) .
\end{gathered}
$$

Putting $\psi\left(X_{i}, X_{j}\right)=h\left(X_{i}, X_{j}\right)-g\left(X_{i}\right)-g\left(X_{j}\right)$, the following decomposition holds on the set where $[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]$ :

$$
\begin{gathered}
\frac{\sqrt{[n \tau]}}{2 \sigma}\binom{[n \tau]}{2}^{-1} \sum_{1 \leqq i<j \leqq L_{n}} h\left(X_{i}, X_{j}\right)= \\
=\frac{1}{\sigma \sqrt{[n \tau]}} \sum_{i=1}^{L_{n}} g\left(X_{i}\right)+\frac{1}{\sigma \sqrt{[n \tau]}([n \tau]-1)} \sum_{j \in I_{n}^{*}} \sum_{i=1}^{j-1} \psi\left(X_{i}, X_{j}\right)+ \\
+\left(\frac{L_{n}-1}{[n \tau]-1}-1\right) \frac{1}{\sigma \sqrt{[n \tau]}} \sum_{i=1}^{L_{n}} g\left(X_{i}\right)+\frac{\delta_{n}}{\sigma \sqrt{[n \tau]}([n \tau]-1)} \sum_{j \in I_{n}^{* *}} \sum_{i=1}^{j-1} \psi\left(X_{i}, X_{j}\right)= \\
=\mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV} .
\end{gathered}
$$

Using a Slutsky argument and the Bonferroni inequality, it suffices to prove that (i.A)
$\sup _{x}\left|P\left(\mathrm{I}+\mathrm{II} \geqq x,[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)-\Phi(x) P\left([n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)\right|=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty$

$$
\left.\begin{array}{ll}
P(\mid I I I ~
\end{array}>\frac{\sqrt{\varepsilon_{n}}}{2} ;[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)=O\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty, ~=\left(\sqrt{\varepsilon_{n}}\right), \quad n \rightarrow \infty .
$$

Proof of (i.A)

$$
\begin{align*}
& \sup _{x}\left|P\left(I+I I \leqq x ;[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)-\Phi(x) P\left([n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)\right| \leqq  \tag{9}\\
\leqq & \sum_{k=\left[c_{1} \varepsilon_{n}^{-1 / g}\right.}^{\infty} P([n \tau]=k) \sup _{x}\left|P\left(\sum_{i=1}^{L_{n}} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x) \mid[n \tau]=k\right)-\Phi(x)\right|
\end{align*}
$$

with $b_{k}(x)=\bar{x} \bar{\sigma} \sqrt{k}$ and $Y_{k}=\frac{1}{k-1} \sum_{j \in I_{k}} \sum_{i=1}^{j-1} \psi\left(X_{i}, X_{j}\right)$. On the summands in the r.h.s. of (9) we use the following inequality:

$$
\begin{gather*}
\sup _{x}\left|P\left(\sum_{i=1}^{L_{n}} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x) \mid[n \tau]=\dot{k}\right)-\Phi(x)\right| \leqq  \tag{10}\\
\leqq \sup _{x}\left|P\left(\sum_{i=1}^{k} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x)\right)-\Phi(x)\right|+ \\
+\sup _{x}\left|P\left(\sum_{i=1}^{L_{n}} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x), L_{n} \in J_{k} \mid[n \tau]=k\right)-\dot{P}\left(\sum_{i=1}^{k} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x)\right)\right|+ \\
+P\left(L_{n} \notin J_{k} \mid[n \tau]=k\right) .
\end{gather*}
$$

Putting

$$
\begin{gathered}
r_{k}(x)=P\left(\sum_{i=1}^{L_{n}} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x), L_{n} \in J_{k} \mid[n \tau]=k\right), \\
s_{k}(x)=P\left(\sum_{i=1}^{k} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x)\right), \\
A_{k}(x)=\left\{\omega \mid \max _{m \in J_{k}} \sum_{i=1}^{m} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x)\right\}, \\
B_{k}(x)=\left\{\omega \mid \min _{m \in J_{k}} \sum_{i=1}^{m} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x)\right\},
\end{gathered}
$$

one has that $P\left(A_{k}(x)\right) \leqq S_{k}(x) \leqq P\left(B_{k}(x)\right)$ and $P\left(A_{k}(x), L_{n} \in J_{k}[[n \tau]=k) \leqq r_{k}(x) \leqq\right.$ $\leqq P\left(B_{k}(x)\right)$, where we have used (7) to obtain the last inequality. Since $P\left(A_{k}(x)\right)=$ $=P\left(A_{k}(x), L_{n} \in J_{k} \mid[n \tau]=k\right)+P\left(A_{k}(x), L_{n} \ddagger J_{k} \mid[n \tau]=k\right)$ it follows that $\left|r_{k}(x)-s_{k}(x)\right| \leqq$ $\leqq P\left(B_{k}(x)\right) \div P\left(A_{k}(x)\right)+P\left(A_{k}(x), L_{n} \notin J_{k} \mid[n \tau]=k\right)$ and hence that

$$
\begin{equation*}
\sup _{x}\left|r_{k}(x)-s_{k}(x)\right| \leqq \sup _{x}\left(P\left(B_{k}(x)\right)-P\left(A_{k}(x)\right)\right)+P\left(L_{n} \notin J_{k} \mid[n \tau]=k\right) . \tag{11}
\end{equation*}
$$

An application of Lemma 3 yields that there exists a constant $C$ such that

$$
\begin{equation*}
\sup _{x}\left|P\left(\sum_{i=1}^{k} g\left(X_{i}\right)+Y_{k} \leqq b_{k}(x)\right)-\Phi(x)\right| \leqq C k^{-\delta / 2} \tag{12}
\end{equation*}
$$

Applying (11) and (12) on the r.h.s. of (10) and using the obtained inequality in (9) leads to:

$$
\begin{gathered}
\sup _{x}\left|P\left(\mathrm{I}+\mathrm{II} \leqq x,[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)-\Phi(x) P\left([n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / d}\right]\right)\right| \leqq \\
\vdots \leqq \sum_{k=\left[c_{2} \varepsilon_{n}^{-1 / \delta]}\right.}^{\infty} P([n \tau]=k) \sup _{x}\left(P\left(B_{k}(x)\right)-P\left(A_{k}(x)\right)\right)++ \\
+2 \sum_{k=\left[c_{2} e_{n}^{-1 / \delta}\right]}^{\infty} P\left(L_{n} \notin J_{k} \mid[n \tau]=k\right) P([n \tau]=k)+C \sum_{k=\left[c_{2} e_{n}^{1 / \delta}\right]}^{\infty} k^{-\delta / 2} P([n \tau]=k) .
\end{gathered}
$$

Now, remark that

$$
\begin{equation*}
\sum_{k=\left[c_{2} \varepsilon_{n}^{-1 / \delta j}\right.}^{\infty} k^{-\delta / 2} P([n \tau]=k) \leqq c_{2}^{-\delta / 2} \sqrt{\varepsilon_{n}} P\left([n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right)=O\left(\sqrt{\varepsilon_{n}}\right) \tag{13}
\end{equation*}
$$

and that; using (5),

$$
\begin{equation*}
\sum_{k=\left[c_{2} \varepsilon_{n}^{-1 / / 4}\right]}^{\infty} P\left(L_{n} \nsubseteq J_{k} \mid[n \tau]=k\right) P([n \tau]=k) \leqq P\left(L_{n} \notin J_{n}^{*}\right)=O\left(\sqrt{\varepsilon_{n}}\right) . \tag{14}
\end{equation*}
$$

Hence, it suffices to show that

$$
\begin{equation*}
\sum_{k=\left[c_{2} \varepsilon_{n}^{1 / d}\right]}^{\infty} P([n \tau]=k) \sup _{x}\left(P\left(B_{k}(x)\right)-P\left(A_{k}(x)\right)\right)=O\left(\sqrt{\varepsilon_{n}}\right) \tag{15}
\end{equation*}
$$

Putting $p=\min J_{k}, q=\max J_{k}, r=\max I_{k}$ and remarking that $r=p-1$, it follows from Lemma 2 in [2] that

$$
\begin{gathered}
P\left(B_{k}(x)\right)-P\left(A_{k}(x)\right) \leqq c\left\{P\left(\sum_{i=1}^{p} g\left(X_{i}\right) \leqq b_{k}(x)-Y_{k}, \sum_{i=1}^{q} g\left(X_{i}\right) \geqq b_{k}(x)-Y_{k}\right)+\right. \\
\left.+P\left(\sum_{i=1}^{p} g\left(X_{i}\right) \geqq b_{k}(x)-Y_{k}, \sum_{i=1}^{q} g\left(X_{i}\right) \leqq b_{k}(x)-Y_{k}\right)\right\}
\end{gathered}
$$

for some constant $c$. We now use Lemma 3 from [2] with $X$ replaced by $\sum_{i=1}^{p} g\left(X_{i}\right)+Y_{k} ; Y$ by $\sum_{i=p+1}^{q} g\left(X_{i}\right) ; b$ by $\sigma \sqrt{k} ; d$ by $C k^{-\delta / 2}$ and $t$ by $b_{k}(x)$. We then obtain that for constants $K$ and $L$ :

$$
\sup _{x}\left(P\left(B_{k}(x)\right)-P\left(A_{k}(x)\right)\right) \leqq K k^{-\delta / 2}+\left.L k^{-1 / 2} E\right|_{i=p+1} \sum_{i}^{q} g\left(X_{i}\right) \left\lvert\, \leqq K k^{-\delta / 2}+\sigma L \sqrt{\frac{q-p}{k}} .\right.
$$

where the last inequality follows from $E\left|\frac{1}{\sqrt{q-p}} \cdot \sum_{i=p+1}^{q} g\left(X_{i}\right)\right| \leqq \sigma$ by the moment inequality and the independence of the $X_{i}^{\prime}$ 's together with $E g\left(X_{1}\right)=0$. Inserting this result into the l.h.s. of (15), after remarking that $\sqrt{\frac{q-p}{k}} \leqq \sqrt{2 c_{1} \varepsilon_{n}}$, and using (13), one arrives at the desired order bound $O\left(\sqrt{\varepsilon_{n}}\right)$, completing the proof of (i.A).

Proof of (i.B). From (8) and (14) it follows that

$$
\begin{equation*}
P\left(|I I I|>\frac{\sqrt{\varepsilon_{n}}}{2},[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right) \leqq O\left(\sqrt{\varepsilon_{n}}\right)+ \tag{16}
\end{equation*}
$$

$$
+\sum_{k=\left\{c_{c_{0}^{-1 / g}}^{\infty}\right.}^{\infty} p\left(\left|\left(\frac{L_{n}-1}{k-1}-1\right) \frac{1}{\sigma \sqrt{k}} \sum_{i=1}^{L_{n}} g\left(X_{i}\right)\right|>\frac{\sqrt{\varepsilon_{n}}}{2}, L_{n} \in J_{k} \mid[n \tau]=k\right) P([n \tau]=k)
$$

Using (7) and the fact that $\max _{m \in J_{k}}|m-k| \leqq k c_{1} \varepsilon_{n}$, one obtains:

$$
\begin{gathered}
\because P\left(\left|\frac{L_{n}-1}{k-1}-1\right|\left|\sum_{i=1}^{L_{n}} g\left(X_{i}\right)\right|>\frac{\sigma \sqrt{k \varepsilon_{n}}}{2}, L_{n} \in J_{k} \mid[n \tau]=k\right) \leqq \\
\leqq P\left(\max _{m \in J_{k}}\left|\frac{m-k}{k-1}\right| \max _{m \in J_{k}}\left|\sum_{i=1}^{m} g\left(X_{i}\right)\right|>\frac{\sigma \sqrt{k \varepsilon_{n}}}{2}\right) \leqq P\left(\max _{m \in J_{k}}\left|\sum_{i=1}^{m} g\left(X_{i}\right)\right|>\frac{\sigma(k-1)}{2 c_{1} \sqrt{k \varepsilon_{n}}}\right) .
\end{gathered}
$$

Since $\sum_{i=1}^{m} g\left(X_{i}\right), \quad m=1,2, \ldots$, forms a martingale, the Kolmogorov inequality yields that

$$
\begin{gathered}
\left.P\left(\max _{p \leqq m \leqq q}\left|\sum_{i=1}^{m} g\left(X_{i}\right)\right|>\frac{\sigma(k-1)}{2 c_{1} \sqrt{k \varepsilon_{n}}}\right)\right) \leqq \frac{4 c_{1}^{2} k \varepsilon_{n}}{\sigma^{2}(k-1)^{2}} E\left(\sum_{i=1}^{q} g\left(X_{i}\right)\right)^{2}= \\
=4 c_{1}^{2} q k \varepsilon_{n} /(k-1)^{2}=O\left(\sqrt{\varepsilon_{n}}\right)
\end{gathered}
$$

showing that the r.h.s. of $(16)$ is of the order $O\left(\sqrt{\varepsilon_{n}}\right)$.
Proof of (i.C). Using the same reasoning as in the proof of (i.B) and remembering that $\delta_{n}=1$ if $[n \tau]\left(1-c_{1} \varepsilon_{n}\right) \leqq L_{n}$, one has:

$$
\begin{gathered}
P\left(|\mathrm{IV}|>\frac{\sqrt{\varepsilon_{n}}}{2},[n \tau] \geqq\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]\right) \leqq \\
\leqq \sum_{k=\left[c_{2} \varepsilon_{n}^{-1 / \delta}\right]}^{\infty} P\left(\max _{m \in J_{k}}\left|\sum_{j=p}^{m} \sum_{i=1}^{j-1} \psi\left(X_{i}, X_{j}\right)\right|>\frac{\sigma \sqrt{k \varepsilon_{n}}(k-1)}{2}\right) P([n \tau]=k)+O\left(\sqrt{\varepsilon_{n}}\right) .
\end{gathered}
$$

Further, it is well-known that $V_{m}=\sum_{j=p}^{m} \sum_{i=1}^{j-1} \psi\left(X_{i}, X_{j}\right), m=p, p+1, \ldots, q$, and also $\boldsymbol{W}_{k}=\sum_{i=1}^{k} \psi\left(X_{i}, X_{j}\right), k=1,2, \ldots, j-1$ are martingales. An application of the Kolmogorov inequality and a theorem in [8] lead to (denote $\frac{4+\delta}{3}$ by $s$ )

$$
\begin{gathered}
P\left(\max _{p \leqq m \leqq q}\left|\sum_{j=p}^{m} \sum_{i=1}^{j-1} \psi\left(X_{i}, X_{j}\right)\right|>\frac{\sigma \sqrt{k \varepsilon_{n}}(k-1)}{2}\right) \leqq 2^{s} \sigma^{-s}(k-1)^{-s}\left(k \varepsilon_{n}\right)^{-s / 2} E\left|V_{q}\right|^{s} \leqq \\
\leqq K(k-1)^{-s}\left(k \varepsilon_{n}\right)^{-s / 2} \sum_{j=p}^{q} E\left|W_{j-1}\right|^{s} \leqq K^{\prime}(k-1)^{-s}\left(k \varepsilon_{n}\right)^{-s / 2}(q-p+1) q
\end{gathered}
$$

where $K$ and $K^{\prime}$ are constants. A short computation, using $q-p \leqq 2 k c_{1} \varepsilon_{n}$ and $q \leqq k\left(1+c_{1} \varepsilon_{n}\right)$, yields the desired order bound $O\left(\sqrt{\varepsilon_{n}}\right)$. To complete the proof of (i), we have to show that $[n \tau]$ can be replaced by $n \tau$. An application of Lemma 1 of [7] yields that it is sufficient to prove that for some constant $C$

$$
\begin{equation*}
P\left(\left|\frac{\sqrt{n \tau}(n \tau-1)}{\sqrt{[n \tau]}([n \tau]-1)}-1\right|>C \sqrt{\varepsilon_{n}}\right)=O\left(\sqrt{\varepsilon_{n}}\right) \tag{17}
\end{equation*}
$$

That (17) holds follows from Lemma 2 with $X_{n}=Y_{n}=n \tau$ and $k=1$, checking by (6) that (1) and (2) are satisfied.

Proof of (ii). As above, it can be shown that [ $n \tau$ ] may also be replaced by $L_{n}$. We take $X_{n}=L_{n}, Y_{n}=n \tau$ and $k=1$. in Lemma 2. Since (1) and (2) then coincide with (5) and (6), the proof of (ii) is complete.

Proof of (iii). We first show that

$$
P\left(\left|\frac{L_{n} \sigma_{L_{n}}^{2}}{4 \sigma^{2}}-1\right|>C^{2} \varepsilon_{n}\right)=O\left(\sqrt{\varepsilon_{n}}\right) \text { with } C^{2}=\frac{2 E \psi^{2}\left(X_{1}, X_{2}\right)}{c_{2} \sigma^{2}}
$$

Using that $n \dot{\sigma}_{n}^{2}=4 \sigma^{2}+\frac{2}{n-1} E \psi^{2}\left(X_{1}, X_{2}\right)$, this follows from condition (6) after easy manipulation. Since

$$
P\left(\left|\frac{\sigma_{L_{n}} \sqrt{L_{n}}}{2 \sigma}-1\right|>C \sqrt{\varepsilon_{n}}\right) \leqq P\left(\left|\frac{L_{n} \sigma_{L_{n}}^{2}}{4 \sigma^{2}}-1\right|>C^{2} \varepsilon_{n}\right)=O\left(\sqrt{\varepsilon_{n}^{\prime}}\right)
$$

a lemma of [7] makes it possible to go from (ii) to (iii). This finishes the proof of the theorem.

We close with a result concerning the case when the indices are independent of the basic sequence. The details of the proof are of course simpler than in the general case (for instance, there is no need for the decomposition of $U_{n}$ ) and therefore are not given here.

Theorem 2. Let the assumptions of Theorem 1 be fulfilled with (5) deleted and (7) replaced by: $L_{n}, \tau$ and $X_{k}, k=1,2, \ldots$ are independent for each $n=1,2, \ldots$. Then
(a) if $P\left(\left|\frac{L_{u}}{[n \tau]}-1\right|>c_{1} \sqrt{\varepsilon_{n}}\right)=O\left(\sqrt{\varepsilon_{n}}\right)$, the results (i), (ii) and (iii) of Theorem 1 hold;
(b) if $P\left(\frac{L_{n}}{[n \tau]}<1-\alpha\right)=O\left(\sqrt{\varepsilon_{n}}\right)$ for some constant $\alpha<1$, the results (ii) and (iii) of Theorem 1 hold.
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