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Absolute summability of double orthogonal series 
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Dedicated to Professor B. Sz.-Nagy on his 75th birthday 

1. Introduction: Summability of numerical series 

We consider a quadruply infinite matrix 

T = {t?k
n: i,k,m,n = 0 ,1 , . . . } 

of real numbers such that 

(1.1) (m, h = 0, 1, ...). 
i=0 *=0 

Condition (1.1) is trivially satisfied if the matrix T is such that for each m and n there 
exists an integer yem„ with the property that tfk=0 whenever max(/, k)>xm„. In 
this case T is called generalized triangular. In particular, T is called triangular if for 
each m and n we have tfk=0 whenever at least one of the relations z=-m and k>n 
is satisfied. 

With every double series 

(1.2) 2 2 
¡=0 lc=0 

of real numbers, we associate a double sequence {amn} given by 

(1.3) omn = 2 2 WUik (m, n = 0,1, ...), 
i = 0 fc=0 

provided the double series on the right converges in the sense of Pringsheim. This is 
the case if (1.1) is satisfied and the terms uik of series (1.2) are bounded. We note that 
in this case the series on the right (1.3) is even absolutely convergent. 

The authors are indebted to the referee for valuable hints. 
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If amn tends to a finite limit s as min (m, we say that series (1.2) is T-
summable to the sum s. The <xm„ are called the T-means of (1.2). 

We introduce the following notation: 

( 1 . 4 ) ¿mn = <rmn-<Tm-l,n-<rm,n-l + trm-l,n-l 

with the agreement that 

(1.5) <r_1>B = <rm,-i = ff-i,-! = 0 (m,n = 0 ,1 , . . . ) . 

We say that series (1.2) is absolutely T-summable (shortly: \T\-summable) if 

(1.6) 2 ¿MJ m=0n=0 

Clearly, |r|-summability implies T-summability. In addition, | r|-summability 
also implies that amn converges as n — for each m=0, 1, ... and that amn converges 
as m-+ °° for each / 2 = 0 , 1 , . . . . 

2. Main results: Summability of orthogonal series 

Let <p = {<Ptk(x)'- i, k=0,1,...} be a real-valued orthonormal system (in abbre-
viation : ONS) defined on a positive measure space (X, SF, ju). We consider the double 
orthogonal series 

(2.1) 2 2 ctik<pik(x), 
i=0k=0 

where {aik: i, k=0, l,...} is a double sequence of real numbers such that 

(2.2) 

¡=0 k=0 

The T-means of series (2.1) are defined according to (1.3): 

eo co ffmnto = 2 2 t?k"aik<Pik(x) (m, n = 0,1, ...). 
i=0k=0 

If conditions (1.1) and (2.2) are satisfied, then amn(x) is well defined n-a.s. for 
each m and n. In fact, it follows from (2.2), via B. Levi's theorem, that 

Jim aik<pik(x) = 0 ¡i-a.s., 

and, a foriori, the terms aikq>ik(x) are bounded ju-a.s. 
We introduce the following notation: 

(2.3) t f f = / f f - í ¡ r 1 • • - * 5 • - l + / ¡ r , • - 1 
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with the agreement that 

(2.4) tn1-" = ®'-1 = tZ1'-1 = 0 (i, k, m, n = 0, 1, ...). 

Theorem 1. If conditions (1.1), (2.2) are satisfied and 

(2.5) 2 2 { 2 2KT<4}1/2< 
m=0/i=0 i = 0 fc=0 

then series (2.1) is \T\-summable ¡i-a.e. on X. 

The surprising fact is that condition (2.5), under a mild assumption on T, is 
not only sufficient but also necessary for the ¿¿-a.e. |r|-summability of series (2.1) 
if all ONS (p are taken into consideration. 

To be more specific, let (X, 3F, ¡J.) be the familiar unit square 

U={x = (*!, x2): O ^ X j ^ l for j = 1, 2} 

with the Borel measurable subsets as 2F and with the planar Lebesgue measure as \i. 
We remind that the ordinary one-dimensional Rademacher system {r; is defined 
as follows 

ri(*i) = s '§n s i n (2'nxx) (i = 0, 1, ...; 0 ^ Xx ^ 1) 

(see, e.g. [1, p. 51] or [15, p. 212]). 

Theorem 2. Assume that conditions (1.1), (2.2), are satisfied and 

(2.6) J ¿ W ( i , k = 0, 1, ...). 
m=0 n=0 

If condition (2.5) is not satisfied, then the two-dimensional Rademacher series 

(2.7) i i o ^ i W ^ W 
¡=0 k=0 

is not | T\-summable a.e. on U. 

Putting Theorems 1 and 2 together, we obtain the following 

Corol lary 1. Assume that conditions (1.1), (2.2), and (2.6) are satisfied. Then 
series (2.1) is \T\-summable a.e. for every double ONS <p defined on U if and only if 
condition (2.5) is satisfied. 

The corresponding results for single ONS defined on the unit interval 
I = { x i . O ^ x ^ L } were proved by LEINDLER and TANDORI [8]. 

As an application, we will conclude a number of results on |C, a, /?|-summability 
of double orthogonal series for a > —1 and /?> — !. As is known, (C, a, jS)-sum-
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mability is defined by means of the triangular matrix T={t"k"}: 

ALk for i = 0, 1, . . . , m; k = 0, 1, ..., n; 
(2.8) tmn , lik ~ A'm AH ' m, n = 0, 1, ...; 

o, otherwise. 
Here 

= + = ( g + l ) ( a + 2 ) . . . ( a + m ) = a 

K m ) ml 

is the binomial coefficient. 

3. Proofs of Theorems 1 and 2 

Similarly to (1.4) and (1.5), we set 

(3.1) = f B W - ^ - M W - ^ . - i W + ^ - M - i W 

with the agreement that 

= = = 0 n = 0, 1, ...) 

for every x in X. 

Proof of Theorem 1. By Minkowski's inequality, orthogonality, and (2.5), 
we get in turn that 

{ / [ i ¿14-ttlTdnix)}1'2 s 1 ¿{/AlMd^ix)}1'2 = yx m=0 "=0 ' m=0 n=0 

= 2 2 { 2 m=0 n—0 i=0k=0 
This means that 

m = 0 n = 0 

and, in particular, series (2.1) is |r|-summable fi-a.e. 
The proof of Theorem 1 is complete. 
In the proof of Theorem 2 we need the following auxiliary result proved in [9]. 

Theorem A. Given any measurable set E ( c U) of positive measure, then 
there exist an integer n0 and a constant Ci>~ 0 such that for every finite sum 

M N 
P(xi,*a)= 2 2 rk(Xi) 

i = m k=n 
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with m a x ( m , r i ) ë n 0 , M ^ m s O and JVënSO we have 

f f \P(Xl, x2)| dXx dx2 ^ J J1
 a\ 

E i=*mk = n 

We note that this is an extension of a result due to ORLICZ [10] from the one-
dimensional Rademacher system to the two-dimensional one. 

P r o o f o f T h e o r e m 2. We will prove that if series (2.7) is |r|-summable on 
a subset of U with positive measure,, then condition (2.5) necessarily holds. 

To realize this goal, then by Egorov's theorem there exist a constant C2 and a 
subset E (<zU) of positive measure such that 

CO oo 
(3.2) Z ^Mm„(*l,*2)l S C , for (Xl,X2KE, 

m=0n—0 

where this time ^m„(x l5 x2) is defined by (3.1) in the case of the two-dimensional 
Rademacher functions and x=(x1,x2). 

We are going to apply Theorem A formulated above. To this effect, we must get 
rid of the functions r^Xj), rk(x2) in the definition of Amn(x1, x2) for which 
max (/, &)<w0. Therefore, we set 

(aik if max(i, k) ^ n0, 
&ik 10 if max(i, k) < «„; 

and denote by Amn (jq, x2) the corresponding difference of the T-means for the 
"truncated" double series 

(3.3) Z 
¡=0(1=0 

Since (JCI)rfc(x2)| = 1 for every xx, x2, an elementary estimation shows that 

Z 2 MmnOl, x2)\ - 2 2 1 m=0 n=0 m=0 n=0 

min(m,n0—1) rain(n,n0—1) 
s 2 2 2 2 №1*1 = 

max(m.n)^R 0 ¿=0 Jc=0 

w0—1 1*0—1 Rq—1 00 00 Rj—1 00 00 
= 2 2 \°ik\{2 2 + 2 2 + 2 

i = 0 k =0 m~i n — nQ m=n0n=k m=mQ n = nQ 

BJ—1 "Q—1 CO 00 
S3 z Z l««l Z 2\x7k \ 

i=0 k = 0 ms=i n=/c 

the last inequality is due to (2.6). Consequently, the |T|-summability of series (2.7) 
and (3.3) are equivalent for every jq, x2. 
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So, we may assume without loss of generality that aik=0 in (2.7) for i, k= 
=0,1 , ..., 71q— 1, and use the notations a^ and 4mn(Xi, x2) rather than alk and 
Amn(xu x2). On the one hand, by (3.2), 

(3.4) 2 2 f f I4» (* i , xd \ dx,dx2 s Ca/i(£), 
m=0 n=0 £ 

fi being the plane Lebesgue measure here. On the other hand, applying Theorem A 
yields 

(3.5) 2 2 If Mm„(*i, dxxdx2 s 
m=0n=0 £ 

s c , 2 2 { 2 ¿[tT]2^}1'2. 
m=0 n—0 ¡=0 t=0 

Combining inequalities (3.4) and (3.5) results in (2.5) to be proved. 

4. Application of Theorem 1: Sufficient conditions 
for |C, a, /7|-summability of orthogonal series 

The next seven theorems will be consequences of Theorem 1. We make the 
following convention: by 2 - 1 we mean 0 in this paper. 

Theorem B. If oc>l/2, 0 > l / 2 , and 
co co a'-i 2«-i 

(4-1) 2 2{ 2 2 
p=0 4 = 0 i-2P-1k=2i-1 

then series (2.1) is |C, a, f}\-summable fi-a.e. 

This theorem was proved in [9] by the first named author, extending the relevant 
results of TANDORI [14] ( a = l ) and LEINDLER [5] (a> l /2 ) from single to double 
orthogonal series. The proving method in [9] is a direct one. Nevertheless, it is ins-
tructive to present here how Theorem B can be deduced from Theorem 1. Since the 
same technique will be used in the proofs of Theorems 3—8 below, we enter into 
full details. 

Proof of Theorem B. We will prove that condition (4.1) implies (2.5), and 
a fortiori, Theorem 1 implies Theorem B. 

To this end, we introduce the notations 

i 2 "' 1 i f 9 = 1 . 2 , - . 
(4"2) n< = [ 0 if , = 0; 
and 

(4.3) stmn = { 2 2№?<*%Y'2 (m,n = 0 ,1 , . . . ) . 
¡=0 k=o 
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Thus, the left-hand side of (2.5) can be rewritten as follows 

(4-4) 2 2 { 2 2 [*r*T<4}1/2 = ̂ 00+ 2<n + 2 2 2¿mn-
»1=1 m=l 

(4.5) 
whence 
(4.6) 

m=0 n=0 ¡=0 k=0 

According to this, the proof is divided into four parts. 

Part 1. By (2.3), (2.4) and (2.8) 

= 1 and TJ£ = 0 otherwise, 

d00 = l«ool-

Part 2. By definition, for n~ 1,2, ... 

-ON "ok — 
K AU 
1 

Ai 

if k = 0, 1 , . . . , /i — l ; 

if k = n\ 

and t°ik=0 if i > 0 or k=~n. Using the relevant estimates in [5], we have, for 

(4.7) T?t" = ( 
Oß(kn~ß~1(n+1 -fc)" - 1) if fc = 0, 1, . . . , n; 

if i > 0 or k > n (n = 1, 2,. . .) . 

By the Cauchy inequality, 

2 <n = 2 { 2 №]2<4}1/2 = 2 "2 { 2 №]2<&}1/2 
n=l 11=1 k=0 «=0n=n„+l k—0 

4 = 0 
i{K+i-«4) 2 ¿№]2«o\}1/2 = • " n=n. + l k=0 

= o(i) 2{(nq+1-nq) "z 
«=1 » = n. + l fc=0 

+ 0 ( 1 ) 2 { (" ,+! -« , ) 2 n-»alY* = 0{l)(Z1+r2), say. 
«=0 "«="„+1 

Since 

(4.8) nq+1-nq = nq (q=1,2,...), 

it immediately follows from (4.1) that I 



356 F. Móricz, I. Szalay . . 

Now we turn to A simple computation gives that 

CO "q + 1 4 min(nr + 1,n)-l 
^1= Z {(»,«-»«) 2 2 2 V n - ' f i - H n - k y - t a i y ^ 4=1 n=ng + l r=0 fc=nr 

= 5{K+i-k,) 2 2"1 "if ^«-^-^«-fc)2"-2^,}1/2 ^ 

4=1 r=0 k=nr n=max(nQ,fc)+l 

00 4-2 " r + l - l s 2 {("4+1-"«) 2" Z 2 /c2rt - 2 P - 2(« —k)2í-2űo*}1/2 + 

4=2 r=0 fc = nr n-itq + l 

•» 4 "r+l-1 "« + 1 + Z ( » 4 + l - " 4 ) 1 / 2 < - 1 2 { 2 2 ("-fc)2"-2}1 / 2 = 4=1 r = 4—1 k=nr n=max(na,li)+l 
= i u + r 1 2 i say. 

It is easy to see that 

V+i 
(4.9) 2 (/2—k) = O « - 1 ) 

n=max(ng,ii)+l 

if ftq—i — k «4+1 = 1, 2, . . .; P 

Consequently, (4.1) and (4.8) yield Now we treat Eu. It is not hard to check that 
(4.10) ( n - / c ) 2 P " 2 s 4 ( « i - n r + 1 ) 2 / ' - 2 

if nq < n s nq+1; nr =2 k < 

r = 0, 1, . . . , 5 - 2 ; ? = 2,3, . . . ; 0 > y . 

Using this inequality together with 

(u+v+...)1,!i m ul'2+v1'z + ... ...), 
we find that 

¿11 = 2 {(«4+1 - » 4 ) "2 2 2 " 1 fc2«-2"-2(«-k)2'-2^}1'2 S 
4=2 n=n8 + l r=0 n=nr 

00 4-2 nr + t—1 
s 2 (»4 + 1 - V " 1 {(», + 1 - V 2 ("4 - *r + l)2"-2 2 = 

4=2 r=0 *=nr 

~ 4-2 "r + l-1 - 0(1) 2 ("4 + 1 -"4) "4-"-1 2 n r ( n q - n T ^ { 2 < } 1 / 2 = 4=2 r=0 ik=nr 
00 00 

= 0 ( \ ) 2 n r { 2 < Y > 2 2 (nq+i-"*)n;l'-1(r'q-nr+IY-1 = Z, say. r=0 t=n 4=r+2 
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It is easy to see that 
(4.11) ( n q - n r + i y ~ i = O ^ - 1 ) 

if + 2; r = 0, 1, ...; j ? > y . 

Using this, (4.1) and (4.8) we can conclude that 

(4.12) I = O(i) 2 " r i z ' 1 <4}1/2 2 n-1 = 0(1)2 C f 1 0 1 ' 2 < 
r=0 k=nr 4=r+2 r=0 k = nr 

Consequently, and 

(4.13) 
n=l 

Remark. A careful examination of the method used just above shows that if 
{Ck: k=0, 1, ...} is a sequence of nonnegative numbers, then 

(4.14) 2 { 2 №1 2 Q} 1 / 2 = 0„(l) 2 { T Q}1 / 2 . 
n=l t=0 r=0 t=nr 

where 0^(1) does not depend on {CJ and as before nr=2r_1. 
In a similar way, we can obtain that for every sequence i=0, 1, ...} of 

nonnegative numbers we have 

oo m « "r + i-1 
(4-15) 2" { 2 t^o0]2*,}1'2 = 0.( 1) 2 { 2 B,}1'2-

m=l i--0 r=0 ¡ =n r 

Part 3. According to (4.15), 

(4.16) 
m=l 

Part 4. It remains to prove that 

(4.17) 2 
m=ln=l 

To this end, first we observe that 

(4.18) TJJ- = T M (i, k = 0, 1, ...; m, n = 1, 2, . . . ) . 

In particular, this implies that 

T-J" = 0 if i > m or k =• n. 
Then setting 

(4.19) ck= (fc = 0, 1, ...) 
¡=o 
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and 

(4.20) of» («" = 0 ,1 , . . . ) , 
k = nr 

we can proceed as follows 

oo eo oo co m H 

2 2 * « = 2 2 { 2 2[tMP^}1'2 = 2" 2{2OTQ}1" = m=ln=l m=ln=l i=0 *=0 m = ln=l k=0 

= o , ( i ) 2 2 C 2 1 2 M0]2«?*}1'2 = 0 ,(1) 2 2 { 2 W W 2 = msl r=0 *=n_ ¿=0 m=lr=0 i=0 
OO CO 

= 0 , (1 )0 , (1 ) 2 2 C 2 1 " 2 - 1 <&}1/a 
p=0 r=0 i = np ft=nr 

the last inequality being (4.1). This proves (4.17). 
Combining (4.4), (4.6), (4.13), (4.16) and (4.17) completes the proof of Theo-

rem B. 

Now we introduce the following notations: 

if q= 1 , 2 , . . . , 
(4-21> m* = l 0 if 9 = 

(4.22) ip = pW-2«) if p = 0 , 1 , . . . ; 

(4.23) kq = qV<x-M if q = 0, 1, .... 
V 

We agree that if u and v are real numbers, uSv then by 2 w e mean the sum n = u 

extended for all integers n such that u^nS.v. 

Theorem 3. If CO CO IB + 1-lm +1-1 
(4.24) 2 2 { 2 2 

p—0 4 = 0 i=mp k=mq 

then series (2.1) is |C, 1/2, l/2\-summable ¡i-a.e. 

Theorem 4. If 0s=a<l/2, 0 s j ? < l / 2 , and 
CO oo ip + 1 —1 + 1_1 

(4.25) 2 2 { 2 2 
p=04=0 i=ip fc=*=a 

//je« im'ej (2.1) /'i |C, a," fi\-summable ¡i-a.e. 

Theorems 3 and 4 are the extensions of the corresponding theorems of LEINDLER 
and SCHWINN [7] from single to double orthogonal series. 

Conditions (4.26) and (4.27) below imply the fulfilment of conditions (4.24) 
and (4.25), respectively, through an appropriate grouping and the Cauchy inequality 
(cf. [6]). In this way we obtain the following two corollaries. 
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Corol lary 2. If 

(4.26) J 2 {(P +1) (9+1) V2 Y <4}1/2 < ~> 

f=0 !=0 ¡=ap-it = 2«-1 

then series (2.1) is \C, 1/2, 1/2|-summable fi-a.e. 

Corol lary 3 S / / 1/2, O s 0 < l / 2 , and 

(4.27) 2"1 affc}1/2 

p=o 4=0 i=a*-»*=2«-> 

then series (2.1) iy |C, a, /?|-summable \i-a.e. 

Corollaries 2 and 3 as well as Theorem 5 below are the extensions of the cor-
responding theorems of LEINDLER [5] from single to double orthogonal series. 

Theorem 5. If — l < a < 0 , —1</?«=0, and condition (4.27) is satisfied, then 
series (2.1) is |C, a, ß\-summable p-a.e. 

Proofs of Theorems 3 and 4. We follow the scheme of the proof of 
Theorem B, changing it only at the reference numbers indicated by * or * * . Ins-
tead of (4.1), (4.2), (4.8)—(4.12) we have to take (4.24), (4.21), (4.8*)—(4.12*) and 
(4.25), (4.22)—(4.23), (4.8**)—(4.12**), respectively, and the proofs run along the 
same line as the proof of Theorem B. The * estimates below are valid for ß = l/2, 
while the * * estimates are valid for 1/2, but some of them remain valid for 
/ ? > - l too. 

The appropriate estimates are the following: 

(4.8*) m q + 1 - m q = 0 { ^ ) 
and 

(4.8**) kt+l-k, = Op(k\") 

(this latter estimate holds true for /?> — 1); 

(4.9*) m2 (n-k)~i = O (log mq) 
B=max(ina,<t)+1 

and 

(4.9**) *2 (n-k)»-=* 0,(1); 
n=max(ki,k)+l 

(4.10*) ( « - / c ) - 1 S i m . - m ^ J - 1 
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and 
(4.10**) (n-ky*-* S (fc4-/c,+1)2/í-2; 

[Ir^iq-l-ryWm-H* if r + 2 Sqrá r + r1'*, 
(4.11*) ( V ^ í ^ i f r + r u ^ q . 

and 
. í O p O í í í - l - r Z - i / c ^ / - « if r + 2 s « s 2 r + l, 

(4.11**) (kq — kr+1) ' - t o ^ f c j - i i f 2 r + l < g ; 
finally, for /5=1/2, 

OO + J — 1 oo 
(4.12*) I = 0(1) 2 m,{ 2 <4}1 /2 2 m , - ^ K - » n r + 1 ) - ^ l o g - i m , = 

r=4 k~mr 4=r+2 
~ mr + 1 - l - r + r1'« 

= 0(1) 2" ^ m } " 2 <4}1/2 2 m - V 2 ( g - l - r ) - V 2 l o g - i m 9 - ) -
r=4 k = mr g=r+2 

oo njr + 1 —1 oo 
+ 0 ( \ ) 2 m r { 2 «0 *}1/2 2 , m - 1 log- 1 in, = 

oo mr + 1—1 î/* 
= o(i) 2»-1/4{ 2 <4}1/22 q~m+ 

r=4 k=mr 4=1 
oo Rlr oo + 0(1) 2 mr { 2 <4}1 /2 2 m - 1 log"1 m, < r=4 Jt = mr 4=r+l 

while for 0 < / 5 < 1/2, 
~ fcr + l - 1 _ oo 

(4.12**) i = 0 , (1 ) 2 K{ 2 <}m 2 K-^K-K+y-1 = 
r=l k=kr 4=r+ 2 

= 0 , (1 ) i fcW-1) { " T 1 a2»}1'2 2 1 ( 9 - 1 r=l k=kr 4—r+2 

+o,(i) 2 M 2 <4}1/2 2 
r=l &=*,. 4=2r+2 

and for /5=0, 

(4.13**) 2<n = 2{2№!2<&}1/2 = 2 l « d < 
11=1 n=l *=0 n=l 

These inequalities completes the proof of Theorems 3 and 4. 

P r o o f o f T h e o r e m 5. We use notation (4.2) and follow the pattern of the 
proof of Theorem B again. By (4.8) and (4.27), 

nQ +1 .. . 00 , nq +1 
2 { K + i - " « ) 2 2 { ( » , « - » , ) » ; # 2 X l / 2 -4=0 n=n?+l 4=0 n=n, + l 

= 0 , (1 ) ¿ {2 i ( 1 - 2 "> 2 <4}1 /2 

4=0 B=2«"1+l 
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and 
OO Bfl + 1 9 ®in(Br + l»n)~l 

Zi= 2 {(nq+i-n9) 2 2 2 Vn-v-'in-ky-'aiy»*: «=1 n=Ba+l r=0 »=11, 

= Ot,(1) 1 {2-«(1+2">i " z ' 1 k*al "'£ (n-k)*l>-*y'* = 8=1 r=0 t=n, n=max(ns,*)+l 

= 0 / 1 ) 2 {2- , ( 1 + 2 / ! ) 2 22r ° 2 1 J (rc—2r)2i-2}1/2+ 
«=2 r=0 k=nr 11=2« ->+1 

+ 0 / 1 ) 2 { 2 - « 1 + * « 2 22'" 2 1 <4}1/2 = 
«=1 r=«-l 

= o / i ) ( i + 2 {2~? ( 1 + 2 i ) 2 22r " '2 1 flS^«2'-»}1'3) = 
«=2 r=0 *=n, 

= 0 , ( 1 ) 0 + Z ^ C f 1 a «} 1 / 2 ¿ 2 " 4 ) r=0 4=r 

Tliese calculations show that (4.13) is satisfied. 
In the above manner (cf. Remark in the proof of Theorem B), we can conclude 

that if {Ck: A:=0, 1, ...} is a sequence of nonnegative numbers, then 

(4.14*) 2 { 2 №1 2 Q} 1 / 2 = (9 /1) 2 {2r(1-2/" n 2 _ 1 Q}1 / 2 

»=1 t=0 r=0 k=ar 

and if {5,: j=0, 1, ...} is a sequence of nonnegative numbers, then 

(4.15*) 2 { 2 Wo0]2*,}1'2 = o a ( i ) 2 {2r(1"2a) "'I"1 £,}1/2. 
m = l 1=0 r=0 i=np 

The latter inequality implies the fulfilment of (4.16). 
As to the fulfilment of (4.17), we use notation (4.19) and set 

(4.20*) Bl = " '2 1 fc1-2'*?* (« = 0, 1, ...). 
k=nr 

We proceed as follows (cf. (4.18)) 

2,2^mn = 2 2 { 2 №12 2 №] 2 <4} 1 / 2 = m=ln=l m=ln=l *=0 1—0 

= 0 / 1 ) 2 2 { 2 4 ( 1 - 2 / , ) B , 2 " 1 J k T 4 } 1 , 8 = 
m=l «=0 k=n, (+0 

= o / i ) 2 2 { J [ < ] 2 n , 2 _ 1 fc1-2'^}1'2 = 
m - l « = 0 i=0 Jt=B 4 

9» 
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= 0 , (1 )0 . (1 ) 2 2 {2p(1"2a) T T P-Vaiyi* = . 
P= 0 9=0 í = /tp k — ttg 

= 0 / 1 ) 0 . ( 1 ) 2 2{2p(1-2')2'>^"P21 "'l"1«?*}1'2^ 
p=0 4=0 i=np *=», 

completing the proof of Theorem 5. 
The following three theorems cover the so-called "mixed" cases. We remind 

notations (4.2), (4.21)—(4.23). 

Theorem 6. If a > l / 2 , 0 = 1/2 and . 

" oo n p + 1 - l m , + ,—1 

(4.28) 2 2{ 2 2 
H ,1=0 i = n p i = m , : .. 

or if a > 1/2, 0r§jS<l/2 and 

oo OO np + tr-l ^ , + 1 7 ! . . . (4.29) 2 2 
p = 0 4=0 i = n p J t=t 4 

or / / a=-l/2, — 0 .'*, '.' 

(4.30) 
,=0 4=0 . tip k=nq 

then series (2.1) Z'J |C, a, fi\-summable fi-a.e. 

Theorem 7. 7/ a = l/2, 0rS/5< 1/2 W , 

00 00 mp + 1—1 k,„-1 
(4.31) 2 2 { 2 2 

p=0 4=0 ¡=111,, 

or 1/ a = 1/2, —l<jS<0 and 

CO ~ mp + l _ 1 ", + t - 1 , (4.32) 2 2{2* ( 1 - 2 / , ) 2 2 p=0 4=0 i=mp t=n4 

tfiew series (2.1) is |C, a, P\-summable ¡x-a.e. 

Theorem 8. If 0 ^ a < l / 2 ; - l < / ? < 0 and 

(4.33) 2 2 {2S(1 '"2 1 "°21 <4}1 / 2 '< . 
p=0 4=0 i=i„ k=ns 

then series (2.1) is |C, a, fi\-summable [x-a.e. 

Combining the proofs of Theorem B and Theorems 3—5 yields Theorem 6, 
combining those of Theorems 3 and 4 yields Theorem 7, while combining those of 
Theorems 4 and 5 yields Theorem 8. .... 
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As an example, we sketch the proof for the case a >1/2 and >5 = 1 /2. Similarly 
to (4.14), for any sequence {Ck: k=0, 1, . . .} of nonnegative numbers we have 

(4.14**) f { 2 b%WCkyi* = op( 1)^2 1 Q}1'2-
1 

. . . 2" n=l k=0 k=m, 

Furthemore, we have (4.15). 
Assume (4.28) is satisfied. First, setting Ck=alk and Bi=a% we can derive 'I and P 

(4.13) and (4.16). Second, using notation (4.19) and setting 

(4.20**) "2 d 

we can conclude (4.17). So, applying Theorem 1 provides the first statement in Theo-
rem 6. 

The next two corollaries of Theorems 6 and 7 can be deduced via the Cauchy 
inequality. 

Corol lary 4. If a > l / 2 , 0 = 1/2 and 
oo oo 2" — l 21 — 1 

(4.34) 2 2 {(9+1) 2 2 «?*}1/2<~> 
p=0 8=0 ¡=2»-» ft = 2«"1 

or (/" a > 1/2, —1</?< 1/2 and condition (4.30) w satisfied, then series (2.1) ir |C, a, 
summable pi-a.e. 

Corollary 5. If a = 1/2, - 1 < j 5 < 1 / 2 am/ 

(4-35) 1 i { ( p + l ) 2 « & " « » V 2 Y a i y i * ^ - , 
p=0 8=0 i=2"-1 k = 21-1 

or if - l < o : < 1/2, —1</?< 1/2 and condition (4.27) w satisfied, then series (2.1) w 
|C, a, P\-summable ¡x-a.e. 

Corollaries 4 and 5 as well as Corollaries 2 and 3 were proved by PONOMA-
RENKO and TIMAN [11] for the two-dimensional trigonometric system. 

We remind that a double sequence {Xik: i, k=0,1, ...} of numbers is said to 
be nondecreasing if 

Xik ^ min {Ai+1>fc, 

and to be rionincreasing if 

Xik S max {Ai+l t , X,t k + 1} (i, k = 0, 1, ...). 

In Corollaries 6 and 7 below, let be a nondecreasing sequence of positive numbers 
such that 

( 4 J 6 ) JoJoG+l)(k+l)A i t
<00' 
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or equivalently, 

~ - 1 
p = 0 9=0 /-2", 2« 

Applying the Cauchy inequality to series (4.1), (4.26), (4.27) and then to series (4.34), 
(4.30) and (4.35) results in the following two corollaries. 

Corol lary 6. If a » 1/2, J?>l/2 and 

i=0k=0 
or if a=1/2, /3 = 1/2 and 

2 j № * l o g ( i + 2 ) l o g ( f c + 2 ) < ~ , 
¡=0 *=0 

or if — l - c a c 1/2, - l < / J < l / 2 and 

1 2 A it(/+l)1~2"(fc+1)1"2* < ¡=0 (t=0 

then series (2.1) is \C, a, -summable p-a.e. 

Corol lary 7. If a> l /2 , 0 = 1/2 anrf 
OO OO 

2 2aSM*l0g(fc+2)^oo, 
1 = 0 k = 0 

or if a>1/2, —1</}< 1/2 £№!</ 

2 ¡=0 *=0 

or if a=1/2, - l r = / 3 < l / 2 and 

2 2 a%Xik(k+1)*-" log (¿+2) < 
(=0 4=0 

then series (2.1) w |C, a, /?|-summable ¡i-a.e. 

Corollary 6 is the extension of the corresponding results of UL'JANOV [15, pp. 
46—37 and 51—52] from single to double orthogonal series. 
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5. Application of Theorem 2: Necessary conditions 
for |C, a, /?|-summability of orthogonal series 

The sufficient conditions (4.24), (4.25) and (4.27)—(4.32) are the best possible. 
To see this, we consider the special case where the double sequence 
i,k=0, 1, ...} is nonincreasing. Then (4.24) is equivalent to (4.26), and both are 
equivalent to the condition 

(5.1) S,= Z 2(P+ l ) 1 / , ( i+l ) 1 / , 2' / 1 2«/« |c^ I „ |<oo; 
p ^ O 8 = 0 

while (4.25), (4.27) and (4.33) are also equivalent to each other, and each of them is 
equivalent to the condition 

(5.2) Z 2 2p<1-a>2«1-">|a2„,2,| ( - 1 <a, p < 1/2). 
p=0 8 = 0 

Similarly, in the special case where is nonincreasing in k for each fixed i 
both (4.28) and (4.34) are equivalent to the condition 

(5.3) z 2(4+1)1/229/2{ Y 
p = 0 9 = 0 i = 2P'1 

while both (4.29) and (4.30) are equivalent to the condition 

(5.4) St= Z Z g ^ i Y "?J1/2 1/2). 

Furthermore, in the special case where again the double sequence is 
nonincreasing, each of the conditions (4.31), (4.32) and (4.35) is equivalent to 

(5.5) 2 2 (p+iyi*2<"22^-V \av.„\ < ~ ( - 1 -= /? < 1/2). « 
p=0 9 = 0 

As an illustration, we show the equivalence in two cases. 

Case 1. The equivalence of (4.24), (4.26) and (5.1). We remind notation (4.21). 
First, we show that (4.26) implies (4.24) without any restriction. By the Cauchy 

inequality, 
O© oo n , t l - l « . + t - l OO CO 

2 2{ 2 2 a?k}1/2 — 2 z Z(m+i)^(n+i)1/8x 
p=09=0 i—mp k=mq m—0n=0 

mj> + i _ 1 m« + i—1 

x{ z Z 2 2 
p:2m~1Sm„«=2m 9 : 2 " - 1 S n i - = 2 " i=m_ k=m. 
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since for every m = 1, 2, ... the number of those integers for which 2 m _ 1 ^ m p < 2 m 

is less than 2m. Taking into account that the quadruple sum in the last square root 
does not exceed the double sum 

2m +1 — 1 2', + ,—1 
2 2 "I, j_2»i-l 

we get implication (4.26) =>(4.24). 
Second, if we use the monotonicity of {|ay |} we can immediately see that 

ct» eo 2P —1 24 — 1 
2 2 {(P+Ufo+D 2 2 

p = 0 4 = 0 t=2"-1k=2i-1 

2 2 (/>+1)1/2(?+1 )i/2 2P/2 2"/2 i a 2P -», - JI, 
p=0 «=0 

which shows implication (5.1) =>(4.26). 
Third, we show implication (4.24) =>(5.1) in the monotonic case. Again by the 

Cauchy inequality, 

Si = 0 ( i ) i 2 "£ 2°£ l"»lx 
p=0 4 = 0 m = 2 p - 1 n=2i-1 

X ( u + l ) - 1 / 2 ( « + l ) _ 1 / 2 log1'2 (m -I- 2) log1'2 (n+2) = 

eo eo 
= 0(1) 2 2 lamnl(m + l )~1 / 2(»+l)_ 1 / 2 l0g1 / 2(»J + 2)l0g1/2(7I + 2) = 

m=0n=0 
oo eo flip + 1—1 m . + 1—1 

= 0 ( 1 ) 2 " 2 2 2 l a j x 

p = 0 4 = 0 m = m p n=m g 

X(m + 1 ) - 1 / 2 ( « + 1 ) _ 1 / 2 log1/2 (m+2) log1 / 2(«+2) = 

^ oo oo m_ + |—1 + 1 — 1 = 0 ( 1 ) 2 2 ( 2 2 aL} l l 2XP q , p=04=0 m=m0 n=ma 

where by (4.8*), 

= { ' 2 l m ' 2 * (m +1) - 1 (n + 1 ) - 1 log (m+2) log (n+2)}1 / 2 ^ 
HI = IH_ n — ffl _ 

{ (m p + 1 -m p ) (m q + 1 — mq)(mp+ l )- i(m9 + i)-ipv2qv^v» = 0 ( 1 ) 

This proves implication (4.24)=>(5.1). 

Case 2. The equivalence of (4.29), (4.30), and (5.4). This time we use notation 
(4.23). 
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First, we show that (4.30) implies (4.29) without any restriction. By the Cauchy 
inequality, 

CO oo 2 p —1 d̂ + t - 1 

S* = 2 2 2 { 2 2 . <4}1/2^ 
p = 0 n = 0 9 : 2 n - l s k , - = 2 n i = 2 1 ' - 1 k—kQ 

oo OO 2P—1 + 1 
2 2 2 <4} 1 / 2 x{ 2 i}1/2-

p=0 n=0 q:2"-lmkt*:2n i=2P-* k=kg 4 : 2 " - » S t s < 2 " 

Since the number of those integers q for which 2" -1^/c„<2n is OA2n(x~m) thus Q 
2"-l 2rt+1—1 

s4 = o / i ) 2 2 { 2 " ( 1 " 2 « 2 2 <4}1/2-
p = 0 11 = 0 i=2P"l ' t = 2 " - » 

This proves implication (4.30) =>(4.29). 
Second, using the monotonicity of {|ait|} we can easily get implication (5.4) => 

(4.30) as follows 

2 2 2 1 2 1 «*}1/2 ^ 2 2 2» ( 1-«{ 2 1
 2«-i}1/2-

p = 0 4 = 0 i = 2 ' - l k = 2"~l p=0 4 = 0 ( = 2 ' 

Third, we show implication (4.29) =>(5.4) in the monotonie case. By the Cauchy ine-
quality again, 

2 2 2 ? ( 1 -«{ 2 1 « 2 J 1 / 2 = o , ( i ) 2 2 2 1 fc"'{ 2 1 «?*}1/2 = 
p = 0 4 = 0 i = 2 * " 1 ' p=0 4 = 0 fc = 2 « - 1 v i = 2 P - l 

= 0,(1) i 2 1 <4}1/2 = o / D 2 2 ^ " V ' f 2 1 a?41/2 = 
P = 0 fc=0 ^ Ï P - 1 P = 0 4 = 0 fc=fca i = 2 P - l 

oo oo + 2 P - 1 * a + , - l 

= 0 / 1 ) 2 2 ( 2 fe-2T2{ 2 2" <4}1/2-
p = 0 4 = 0 k=kq » = 2 » - » J t=t 9 

Since (4.8**) holds true for /?> — 1 we have 

* 2 V 2 " ^ ( K + i - ^ K 2 0 = o / i ) , 

proving implication (4.29)=>(5.4). 
After these preliminaries, the point is that if {|ait|} is nonincreasing in a certain 

sense indicated above, then conditions (5.1)—(5.5) are not only sufficient, but also 
necessary for the a.e. |C, a, /?|-summability of series (2.1), for a fixed pair of a and p 
in the appropriate domain, if all ONS (p are considered. 

To go into details, the case min (a, >?)=-1/2 was studied in [9] without any 
additional restriction on Theorem C obtained there extends the corresponding 
results of BILLARD [2] (a= 1) and GREPACHEVSKAJA [4] (a >1/2) from single to double 
orthogonal series. 



368 F. Móricz, I. Szalay . . 

Theorem C. //" a > l / 2 , 0 > 1/2 and condition (4.1) is nof satisfied, then the 
two-dimensional Rademacher series (2.7) is not \C, a, fl\-summable a.e. 

The following theorems cover various cases in the domain — 1 < min (a, 0) ^ 1 /2. 

Theorem 9. If the double sequence {|firi4|} is nonincreasing and condition (5.1) 
is not satisfied, then series (2.7) is not \C, 1/2, \l2\-summable a.e. 

Theorem 10. If — l < a < 1/2, — l < 0 c l / 2 , i/ie double sequence {|att|} w 
nonincreasing, and condition (5.2) is not satisfied, then series (2.7) is not |C, a, 0|-
summable a.e. 

Theorems 9 and 10 are the extensions of the corresponding results of GRE-
PACHEVSKAJA [4] from the one-dimensional Rademacher system to the two-dimen-
sional one. Theorem 10 for two-dimensional trigonometric series was proved by 
PONOMARENKO and TIMAN [11], assuming that {a i t} is a nonincreasing sequence of 
nonnegative numbers. 

Serving as a pattern, we present here the proof of Theorem 9. In this case, t™k" 
is defined by (2.8) for a = 0 = 1/2. 

First, we check that condition (2.6) is satisfied. This is simple by the means of 
estimates (4.18), (4.7), and the corresponding estimate on all applied in the case 
a = 0 = 1/2. 

Second, we verify that condition (2.5) is not satisfied. Thus, we can apply Theo-
rem 2 and conclude the statement of Theorem 9. In fact, again by (4.18), (4.7) and its 
symmetric counterpart as well as by the monotonicity of {|a№|}, 

(5.6) , s u = 2 j h ' ^ V ' V ' 2 ! « ^ * ! = 
P = 1 4 = 1 

= 0(1)2 2 V £ |aJ/n-1/2n-^log1/2(m + l)log1/2(«+l) = 
p = l 4 = 1 m = 2 p " 1 / 1 = 2 ' - 1 

= 0(1) 2 2 1°™! m_ 1 / 2n"1 / 2 log1 / 2(m+1) log1 / 2(«+1) = 
m=ln—1 

= o(i)2 2 I O " J ~ 3 / 2 " _ 3 / 2 { 2 iz(m+1 -0_1 2 fc2(«+i-fe)-i}1/2 = 
m = l ij = l i=m/2 k = n/2 

oo oo m n 

= 0(1)2 2 { 2 2"li*m-3(m+l-i)-1X 
m = l n = l i = 0 k = 0 

xJt2«-3(«+i-fcri}1/2 = o(i) 2 m=l/1 = 1 
(cf. notation (4.3)). 
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Similarly, we can obtain that 

(5.7) S 0 1 = 2 2" '2QL L 2 \A0M = 0 ( 1 ) 
4 = 1 n = l 

and 

(5.8) S10 = 2 2mPll2M = 0(1) 2 
p=l m =1 

Collecting (5.6)—(5.8) we find that 

Si = |<tj + S01+S10+Su = 0(1) 2 2 mn 
m-0n=0 

(see also (4.6)). Since, by assumption S1 = °° condition (2.5) cannot be satisfied 
either. Applying Theorem 2 gives the statement of Theorem 9. 

The last two theorems in this Section are concerned with the "mixed" cases. 

Theorem 11. Assume that the sequence {|flik|} is nonincreasing in k for each 
fixed i. If a > 1/2, 0 = 1 / 2 and condition (5.3) is not satisfied, or if a > 1/2, — 1 / 2 
and condition (5.4) is not satisfied, then series (2.7) is not |C, a, fi\-summable> a.e. 

Theorem 12. If a = 1/2, — l< /?< l /2 , the sequence { | a j } is nonincreasing, 
and condition (5.5) is not satisfied, then series (2.7) is not |C, a, P\-summable a.e. 

Theorems 10—12 can be proved in a similar fashion to as Theorem 9 is proved 
above on the basis of Theorem 2. 

6. Generalized |C, a, /?|,-summability of orthogonal series 

Let / ^ 1 be a real number. Following FLETT [3], series (2.1) is said to be 
|C, a, p\t-summable at x if 

m=0n=0 
where A%n(x) is defined in (3.1) with the matrix given by (2.8). The case / = 1 gives 
back the ordinary |C, a, /?|-summability. Using the same techniques which occur in 
the proofs of Theorems 3—12 and Corollaries 2—7, we can derive both necessary 
and sufficient conditions on the a.e. |C, a, j?|,-summability of series (2.1). Here we 
present only three samples of these extensions. We use the notation mp=2 (p~1)1" , / ,. 

Theorem 3*. If l s s / ^ 2 and 
~ oo mp+1—1 m.+1—1 

(6.1) 2 2{2 2 p=0 4=0 i=mp k = mq 

then series (2.1) is |C, 1/2, l/2\,-summable ¡i-a.e. 
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Corol lary 6*. Let l s / ^ 2 and {Xik} be a nondecreasing sequence of positive 
numbers satisfying the condition 

( 6-2 ) J J O O + I K / C V D A ^ 
If a> l /2 , 0 > l / 2 and 

2 j? 1=0 t=0 

or if a = 1/2, 0 = 1/2 and 

2 2 a № ' l o g (<+2)log(/c + 2) 
¡ = 0 ([=0 

o r i f — l < a < 1/2, — 1 < 1 / 2 and 

2 2 i ) 1 - 2 I ( f e + 1 ) 1 - 2 " 
¡=0 ft=0 

i/iew series (2.1) is \C, a, f}\rsummable p-a.e. 

We note that in case 1=2 condition (6.2) can be dropped. 

Theorem 9*. Let If the sequence { | a j } is nonincreasing and condi-
tion (6.1) is not satisfied, then series (2.7) is not \C, 1/2, 1/2|-summable a.e. 

Theorems 3*, 9* and Corollary 6* are the extensions of the corresponding theo-
rems of the second named author [12] and SPEVAKOV [13], respectively, from single 
orthogonal series to double ones. 

On closing, we mention that our results can be extended in a natural way to d-
multiple orthogonal series with 3, too. 
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