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Necessary and sufficient conditions for imbedding
of classes of functions

J. NEMETH

Dedicated to Professor Béla Székefalvi-Nagy on his 65th birthday

1 Let ¥(p) (p=>1) denote the family of non-negative functions y(u) on (0, =)

o) Y@
uP

such that ~~— is non-decreasing an is non-increasing, andlet ¥ := | ¥(p).
p>1

Let ¥ (p) (p>l) denote the family of non-negative functions ¢ (x) on (0, =)
Y., (u) 3]
—_ o
and let ¥ U ¥, (p); furthermore let ¥_(p) (O<p<1) denote the family
Y ( )

such that is non-decreasing, while for any p’=p,

is non-increasing,

of non-negatlve functlons Y_(@) on (0, =) such that

X0

is non- mcreasmg, )

while for any p’, 0<p’<p, is non-decreasing, and let v_ U Y_(p).

0<p<1
Let P=P(C) (C=1) denote the family of non-negative and continuous func-
tions g () on (0, =) which are non-decreasing and satisfy ¢(u*)=C-o(u) on [1, ),

while on (0, 1] are defined by g(u)ig(lll), and for 0 by @(0)=0; and let
P:= | P(C).

c=1
Let A(M) denote the family of non-negative monotonic sequences A= {.};

such that A,.=M/Z,, and let’ A:= {J A(M), and for A€ A let 2(u) denote the

M>0

[u]
function ).(u)=2% for uz=1, A@wy=4, (7) for 0<u=1 and A(0)=0.
k=1

For g¢ P let g, and g, denote the functions which are equal to g(¥) on 1=u <<
and O=wu<1 respectively, and equal to 0 elsewhere on [0, ).

For A€ A we define the functions 4, and %, in an analogous way.

For a non-negative, piecewise continuous function ¢ on (0, =) we denote by
o(L[a, b)) (0=a<b=<) the set of measurable functions f on (@, b) for which
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b
fo(lf(x)l)dx<oo. In the case [a,b]=[0,1] we simply write 6(L) instead of

a (L]0, 1)).

If ¢ is a non-negative, continuous and strictly monotonic function on (0, o)
and if fep(L[a, b]) then the modulus of continuity of f with respect to ¢ is:
defined by

b—h

w0, )= sup 3([ o(fx+W—f@Ndx) ©<b=b-a)

a

and if fcp(L(0, =)) we also define

0,6; N =3( [ o(fDNdx), 3,5; 1) = 0,06 /) +0,: /),
1/é
where @ denotes the inverse of ¢.
Let f* denote a non-increasing function, equldlstnbuted with |f]|, that is,
such that

mes {x: x¢[a, b}, |f(x)| > y} = mes {z: z€[a, b], f*(2) > y}.

2. Recently many papers deal with imbedding problems. Among others
Ur’anov [10}, [111, [12] gave conditions which assure that a function f€LP (p=1)
should belong to another space L' (v=>p). LEINDLER [2] generalized this result
and gave conditions assuring the transition from L? to L?(In* L)? and from L?
to Y (L) where ¢ €¥; and in [3] the latter results were further generalized. More
precisely he proved:

Theorem A. (LEINDLER [3], Theorem 2) Let ¢, Y<c¥, and let ¢ be a non-
negative, non-decreasing, continuous functlon with’ :

2“; (k) =K Qf:ln)
Then feo(L) and ) ‘
g Q,,(él) (Y opong) [% [% f]] <o

imply fey(L)o(L).

STOROZENKO [9] gave necessary conditions, in terms of the modulus of con-
tinuity @,(9; /™), that a function f€L” should belong to the class L%¢, (L) (g=p),
where ¢¢ P is absolutely continuous on any interval (0, 4), 4=1. She proved:

Theorem B. ([9], Theorem 1) If o€ P and fEL"gi(L), then

m fx 7P i (x; f)ol[ ]d‘c<oo for g=p=1
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and
1
1
3] f x"2wh(x; feor [;] dx <o for g=p=1.
0
Later LEINDLER [5] gave a generalization of (2) and certain converse of Theorem A
which is similar to (1), that is, he proved:

Theorem C. ([5], Theorem 1) If o€ ¥, 1€ A and fe(p(L)}l(L) then

< ‘n 1. *)
,é;n (p[@,(;,f ]<oo.
Answering a problem of Leindler we gave a necessary condition in terms of

the modulus of continuity w,(d; f*) that f should belong to ¥ (L)o,(L) where
YEW, oc P. Namely we proved: '

Theorem D. ([8]) Let ¢,y €¥ and o€ P. Suppose that o belongs to ¥, .
If fey(L)o,(L) then we have

S5 ecsom o) -~

We remark that all of the above mentioned results are valid on the interval [0, 1].

Ur’janov [12], GaimNASAROV [1] and the present author [7] have gave sufficient
conditions for imbedding of classes of functions on the interval (0, =) which are.
similar to the results concerning the interval [0, 1].

In this paper we prove a theorem concerning the interval (0, =) which is
similar to above mentioned results and gives necessary and sufficient conditions
for general imbedding problems.

Theorem. Let @€ T,.'QEP and f€(L(0, =)). '
If YeW is such that YoPeW . then we have

3) FEY(LO, =) o(L(O, =)

if and only if

@ - 3D nqo)[ (,llf)] <o,
If Yye¥ is such that lﬁo(ﬁEY’+ then '

5) FEY(LO, =))e(L(0, =))

if and only if
© C Sem(wesore)fan(Lir)) <=
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If 2€ A then

0 F€o(L(0, =))A(L(0, =)
if and only if ‘
3ol llir)) -

Corollary. Let feL*?(0, ), p=1, o€ P.
If v=p then feL¥(0, «)e(L(0, =)) if and only if

> omn* -2 [—l—;f*] <ee.
n=1 n
If 1=v<p then feL'(0, <)o(L(0, «)) if and only if
S’ o(myn="? gy, (l;f*] <oo,
n=1 n
If 2€A then feLPA(L) if and only if
S on(gir) ==
2w O
3. We require the following lemmas

Lemma 1. ({13] p. 29) If x is a non-negative non-decreasing function on (0, )

then .

©) J (olfD@dx = [ (xof*))dx.
Lemma 2. ([5}, Lemma 2) If y¢¥ and o€ P then

(10) S @edof )@ dx <=

implies

(1n f Wora(z)dx <=

Lemma 3. ([8], Lemma 6) lftl/+e‘P+ and

ocP, f(x)=0, F(x)= fxf(t) dt then

(12) [ a(2)v.(FD)ax=xwn [ o(3) @ cpman.
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Lemma 4. If Y€¥, g€P then
(13) J @yofxdx <= [ ((Fo)olf])(x) dx <.
0 0

The proof of this lemma is by an easy application of (9), using the definition
of f* and the properties of y and .

Lemma 5. If Yy€¥ and fey(L(0, =)) then

1/n
(14 o [on(B 7)) = [ werswax

The proof is similar to that of Lemma 3 of LEINDLER [5].

. Lemma 6. If the non-negative sequence {a,} is quasi-decreasing (a,,;=K-a,
for any n and j=n), and if {4} is a non-negative sequence and y_ € ¥ _ then

as) Sa(Za)=m Z L0 (504 35,
n=1 k=n k=1
This is a trivial generalization of the inequality (4) of LEINDLER [4].

Lemma 7. Let y€¥ and g€ P. Then we have

(16) [ (e of*)(x)dx <o
if and only if .
a7 [ Wory@en() dx <o

Proof. Let yc¥(p), p>1. (16) implies 2(¢of*)(n)<oo and since
Wof*)(m)y we get (nyof*)(m)=0(1), whence

a®) S wormely) =& 3 @eon oo =

Applying the following properties of g, and ¥

(020¥)(u) = K, 0,(uP) = K, 0,(u)
we obtain

=K, § (Voo of ) (),

which by (18) proves the statement (16)=(17).
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To prove (17)=(16) we mention that from the properties of g, it follows

}/;92(1) -0 if r—-0,

(see for example [11] p. 664), therefore we can write

SWererIwsk 3 V@WK 3 (o em s

of*)(n)<n-* Wosrmm=n-*

= K;+ K, gll WofF(n)e.(n1),
which gives the statement.

Lemma 8. If y_€¥_, 0€P and ax=0 then
(19) Zewy-(3 Sa)=& 3 ety

Proof. Let y€_¥_(p), O0<p<1. Using

@ =Ly =B e —y @e it (1, x=0;

and applying the inequality (see [6], (11)) ,
- o oo a, &
k- Zau(Za)= 32w 35)
n=1 k=n n=1 vy k=1
with A,=e(mn~? and Y=y _ we get for an arbitrary integer / that

\ Zotw-(x Za)= Sy (Za)=
(21) = =n n=1 k=n

s o(n) [ ‘ 2 ]_
=K 25l &) =S
‘Since from the properties of ¢ it follows that

320 = Koynt-

k=1
we can write

: e(n)

@2) P A
By
@) () =228 (g = ‘l’ O o gy e i x=0, 121, p<p,

(x)”
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choosing p; such that O<p;<p and /P"Pi<2, we have

1 P
(9 S =K 2o @) =K 3 o)
Collecting (21), (22) and (24) we get (19).

Lemma 9. If y_€¥Y_, 0€P and {a} is a non-negative non-increasing sequence
then

3) Soow (3 Za)=k

"[\48
”[\/_18

(n)lﬁ (@n)-

Proof. Let Yy_€¥_(p), O<p<1, and let / be an arbitrary integer and -
O<p;<p such that [P~Pi<2; then applying (15) with 2,=¢(m)n~P: (20) and
(23) we get '

Zetu-(3 Za) =0 Zo0m v Za) =

<

Ml : !// (n an)

1—pi n51 nP oln) =

P U@ () = My 3 @)om,

If I+ we obtain (25).

Proof of Theorem. y
Implication (4)=(3) follows from Theorem 2 of [7], applying Lemma 4.

To prove (3)=(4) we apply Lemma 3 and Lemma 5 so we get

g Q,EZ) (Y o@pong) [wq,( ! ]]

IIA

oo 1/n
2Ll wen(n [ worredr =

1 1

=k [ o()wen (3 [ wornoa)ar= . [ ofJworwax

0

Hence, using Lemmas 2 and 4, the statement follows.
To prove (6)=(5) we apply that from the properties of Yo and ¢ we have

(26) ¥ () o(u) = Ko (u)
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if u is large enough, furthermore applying Lemma 8 we get

J worI@e(5)dx =Ktk 3 oo popornm =

= Ktk 3 oW od) (5 3 (0orH®) =

= K1+K4"§; oMW o) [% @, (% f*]] :

Using Lemmas 4 and 7, and (26) we get that (6)=(5).

The proof of (5)=(6) runs similarly to that of (6)=(5) using Lemma 9 instead
of Lemma 8.

To prove (8)=(7) we remark, first of all, that from [7] Theorem 1, and from
Lemma 4 of the present paper we get

@7 T [ o f)] <=2 € (L0, ) A(LO, ).
To prove . .

2 A, |
@8) e [ o,(L: 7 ]] <o = fE (L0, =)) (L0, =)

let [e,, 2,.,) denote the interval of values x for which

* -
TSNS
(ao=0). If we apply the properties of A and, furthermore, the property

(29) ' otx) =to(x) (x=0,0<t=1)
of ¢ then we get

%n+1

S (@hyor*) () dx = K3 f W of () dx é’ 2=
= K1+K;;§;-;I;—k{af (<P0f)(x)dx+kf (pof () ds} =

Ax = A 1
= K, +K, 2 A k- k2+K“ 2 k"(p(cb,,[—’;;f*]] =

k=1

+Ksk§;%tp[@¢(%;f*)]-

Hence we get (28), and by (27) and (28), applying Lemma 4 we have (8)=(7).
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To prove (7)=(8) we show that

20) S [o,(L ) = [ @orea(5)ax
and )
G31) ;w’);w[w(%f]] = & [ woron(y)ax

[

,g}nlw[w"’(;]z )]gg'_’;_f [ (@ofHx)dx =

n=t N k=n 1

k+1
=230 3 Lo () =2 Zpeer(fan=
7S_K0f((pof*)(x)il[%) dx

The proof of (31) runs as follows

k+1

"=17(p[(b¢(%;f*)] = S%k:’,kf (ofH(x)dx =

fiA

MM
3|~
”[\/_Ix

oM = 3 (oo k() =

= 2pos e (2] ax

~
So from (30) and (31), and applying Lemmas 2, 4 and 7, we get (7)=(8).
Thus our Theorem is completely proved.
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