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Introduction 

The purpose of this paper is to introduce a relation of quasi-equivalence for 
matrices over H°° that generalizes the relation of equivalence for matrices over 
principal ideal domains (cf. [3],.p. 79) and leads to an analogous theory. In [6] SZ.-NAGY 
and FOIA§ began a study of a class C0 of Hilbert space contractions that possess a 
minimal function analogous to the minimal polynomial of finite matrices. This study 
was continued in [7] where it was shown that the minimal function of a CQ contraction 
T of finite defect bears the same relation to the characteristic operator function 0T 

of T that the minimal polynomial of a finite matrix A bears to the polynomial matrix 
A—A. In this paper an equivalence theory is developed which will be used in a sub-
sequent paper [4] to show that the invariant factors of 0 T determine the Jordan 
model of T, which was introduced by SZ.-NAGY and FOIA§ in [8]. Thus the analogy 
between such contractions and finite matrices is complete: 

1. Preliminaries 

We will be concerned with matrices over the Hardy class H°° of bounded analytic 
functions on the unit disc, and a few of the pertinent facts will be set forth here. 
See [2] or [9] for details. Since H°° is an integral domain, the usual terminology 
for factorization applies. In particular, for a, b in H°°, a is said to divide b if there 
exists c in such that ac=b, in which case we will write a\b. According to Fatou's 
theorem, every H°° function has a radial limit at almost every point of the unit 
circle, and if these radial limits have modulus one almost everywhere, then the func-
tion is called inner. Every H°° function /pé 0 can moreover be factored into an inner 
function fi and a function fe having only constant inner divisors. We will require 
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that the first nonvauishing Taylor coeificient of J\ be positive, and in this ease the 
factorization is unique. The inner part of / can be further factored into a Blaschlce 
product b f , determined by the zeros o f / , and a singular inner function s f , determined 
by a measure vf on the unit circle that is singular with respect to Lebcsgue measure. 
An inner function g divides / if and only if every zero of g is a zero of / , counting 
multiplicity, and v 9 s v y , 

Every subset <I> of H°° has a greatest common divisor A <I>, i.e. an inner function 
that divides every member of <Z> and is in turn divisible by every other inner func-
tion with this property. We will require that A <I>—(A (I>)t, thus insuring uniqueness. 
For pairs f , g, we will write fAg simply in place of A { / , g}. A subset <I> of II°° is 
relatively prime if A<I>=1. If <I> is any subset of IIthen let <I>'c={fk:/£ <1>}. 

L e m m a 1 .1 .If <I> is relatively prime, then so is (Pk for every positive integer lc. 
If T is also relatively prime and if 

<M' = {pi//:<•/>€<£, il'tV}, 

then <I>XI' is relatively prime. 

P r o o f . The members of <I> have no common zero, and the same is true of <Pk. 
Thus no nonconstant Blaschke product divides each member of <Pk. If v is any 

nonzero singular measure, then there is an / i n <P such that v is not dominated 

by vf. Consequently, if g=fk, then gk is in <Plc and v is not dominated by kvf=vg. 
Thus no nonconstant singular inner function divides every member of <I>k, and hence 
<Pk is relatively prime. 

If g is inner and if g| rpi// for all cp in <I> and i// in T, then g|i// since <P is relatively 
prime, and it follows that g is constant since W is relatively prime. 

A notion of length can be attached to elements of a principal ideal domain, 
and this idea can be used to show that any matrix over such a ring can be reduced 
to a diagonal one by a finite number of equivalence transformations. For H°° a 
different route to diagonalization is available because of the possibility of forming 
a Lebesgue decomposition of one inner function with respect to another. If / and 
g are inner functions, if every zero o f / i s a zero of g, and if vy<scv9, then we will 
write f « g . On the other hand, i f / a n d g have no common zeros and if vf±vg, 
then we will write f±g. It is easy to see that f ±g if and only if fAg = 1. Suppose 
/ and g are arbitrary inner functions. Then / = f „ f s , where /„«eg and / _ L g . For let 
vr = v„-|-v9 be the Lebesgue decomposition of Vy with respect to vg. Let each zero 
of / that is a zero of g be a zero of / „ , and let v„ determine the singular inner factor 
of / „ . Let the remaining zeros of / b e zeros of fs, and let vs determine the singular 
part of / . Then the desired factorization of / results. The essential lemma for the 
diagonalization later is the following. 
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L e m m a 1.2. If a and b are relatively prime H°° functions, and if m and i// are 
arbitrary inner functions, then there exists H°° functions x and y such that yhw = 1 
and (ax+by)Ai// = 1. 

P r o o f . 2 ) Let co=a>1co2(o3, where co^ai, co2<zbh and co3±aibi. Setting 
a'=aco3 we have a\ _LZ>;. Now factor t// in the form ¡l'=il'iil '2il '3, where \l/1<^a'i, 
i¡ / 2 ^bi , and t//3 ±aibi(=aibico3); hence <//3 _Lco. Set x' = t A i y = l l / 3 > and 
5 = a'x'+by. Clearly yAco = 1. We shall also show that 8 A «A = 1. 

Consider to this effect any inner divisor cp of Since (p |i//, we have 
(P=(Pi(P2<P3> where q>k = (pAi//k (k=l, 2, 3). Set (pt = cp1Aa'i, $2 = (p2hbu and 
observe that cp1 is constant if <pt is so, and similarly for <p2 and @2. Since |<5 and 
<px |a', we have <p1 \by, and as a'Lb we deduce that (pl \y, i.e. <p1. But <pt |<p1 |i¡/t 

and so <pt — and therefore cp1 — are constant. Similarly, f rom and 
02 \b we deduce that ¿p2\a'x' and as a' Lb we conclude that <P2\X'(= • A i ^ + 'As)-
But <P2\(P2\LL/2 and I//2-L1//3 so 02 — and therefore <p2 — are constant. Thus 
<K=<P1<P2 < P 3 ) On the other hand, we have cp |c)(= a' \j/1il/2+a,il/3 +¿^3) , and 
hence <p \a'\l/1xl/2. As the factors of the last product are prime to i¡/3, (p is constant. 
This proves that M<A = 1. To obtain x as required by the lemma, we only have to 
set x=co3x'. 

2. Definition and elementary properties of quasi-equivalence 

If A and B are m X n matrices over H°°, then equivalence of A and B is defined 
by requiring the existence of units X and Y of orders m and n respectively such that 
XA=BY. Here a unit X of order m is an mXm matrix over H00 for which there 
exists another such matrix Z such that XZ=ZX=Im, where Im is the m X m identity 
matrix. Since only weak* closed ideals in H°° are principal [5], this is not the appro-
priate relation to study if one hopes to obtain a theory analogous to the classical 
one, as may be seen from the following example, Suppose a and b are relatively 
prime inner functions, and let 4̂ = diag(a, b), B=diag (ab, 1). A calculation shows 
that A and B are equivalent only if there exist x and y in H°° such that ax+by = 1, 
which implies that a and b have to satisfy the Carleson condition in addition to being 
relatively prime. 

A quasi-unit X of order n is a collection of nXn matrices over H°° such that 
detX is relatively prime, where det X={det X:X£X}. Clearly, if X is a unit, then 
{X} is a quasi-unit, but the collection of all nonconstant inner functions a quasi-unit 
of order one which contains no unit. It is easy to see that products of quasi-units 

2) I am indebted to the Referee for supplying the present version of the proof, which 
is much more lucid than the original. 
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are also quasi-units: if X and Y are quasi-units of the same order, then X Y = { X Y : XdX 
and Y£ Y} is also a quasi-unit since det XY = det X • det Y, which is relatively prime 
by Lemma 1. 1. 

If A and B are mXn matrices over H", then A will be called quasi-equivalent 
to B if there exist quasi-units X and Y of orders m and n respectively such that XA = 
= B Y . By the remarks of the preceding paragraph, equivalence implies quasi-equiva-
lence, and quasi-equivalence is transitive. 

In presenting some of our arguments the following definition will be found 
useful. If A and B are mXn matrices and <5 is an function, then A will be called 
8-equivalent to B if there are square matrices X and Y of orders m and n respectively 
such that XA=BY and (det X)t and (det Y)i are factors of <5. It is immediate that 
if A is ¿-equivalent to B for all 8 in a relatively prime family, then A is quasi-equiva-
lent to B. Let A' denote the transpose of A. 

L e m m a 2. 1. 
a) If A is 8-equivalent to B and B is s-equivalent to C, then A is de-equivalent 

to C. 
b) If A is S-equivalent to B, then B is 8k{k~v> -equivalent to A, where k is the 

larger of the dimensions of A and B. 
c) If A is 8-equivalent to B, then A' is 8k(k~ -equivalent to B', where k is as 

above. 

P r o o f . 
a) If XA=BY and UB=CV, then UXA = CVY, and the assertion follows from 

the multiplicative property of determinants. 
b) If XA=BY, then multiplying this equation on the left by adj X, the classical 

adjoint of X, and on the right by adj Y leads to 

(det Y) (adj X) B=A (det X) (adj 7). 

If Z i s raXra, then 

det (det Y- adj X) = (det Y)m(det X)"-1, 

and this together with the corresponding relation for d e t X - a d j Y implies the as-
sertion. 

c) This part follows from the defining relation for ¿-equivalence by taking 
transposes and applying part b). 

Invariant factors for matrices over H°° may be defined in the usual way. If 
A is an mXn matrix let @0(A)=1 and let 2)k{A) be ' the greatest common divisor 
of all minors of order k of A, where k is no larger than min {m, n). The invariant 
factors are then defined by Sk(A)=2k{A)l 2;k_i(A) for & e l such that S>k(A)^0. 
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L e m m a 2. 2. If A is 5-equivalent to B, then 8>k(A)\5k@k(B) and @k(B)\5k®k(A) 
for all k such that S>k(A)?iQ. 

P r o o f . Suppose XA = BY, (det X)i |<5 and (det F);|<5. From the fact that the 
minors of a product of matrices are linear combinations of the minors of correspond-
ing order of either factor, it follows that @k(A)\2)k(XA) and also S>k(BY) |0 t ( (de t Y)B), 
since (det Y)B=BY adj Y. By supposition, S>k(XA)=^k(BY), and hence 

@k(A) |®*((det Y)B), i.e. ®k(A)\(detY)k®k(B). 

This implies 3>k(A)\dkSik(B), and the other relation may be obtained similarly. 

T h e o r e m 2. 1. If two matrices over are quasi-equivalent, then they have 
the same invariant factors. 

P r o o f . Suppose A and B are matrices over H°°, and X and Y are quasi-units such 
that XA=BY. If XA=BY, then as in the proof of Lemma 2. 2, @k(A)j(detY)k@k(B). 
Since Y is a quasi-unit, it follows from Lemma 1. 1 that SHk(A)\@ik(B). The relation 
£dk(B)\3ik(A) follows similarly, and hence 3>k(A)=2#k(B) which implies the as-
sertion. 

I 
r 3. Diagonalization 

_ Our principal goal is to prove the converse of Theorem 2. 1, and this will be 
accomplished by showing that every matrix is quasi-equivalent to a canonical one. 
A matrix E over H°° is in normal form (or simply normal) provided 

D 0 
0 0 

where D is a diagonal matrix of nonzero inner functions, each with a positive first 
nonvanishing Taylor coefficient, and each one except the first divisible by its pred-
ecessor. (Some of the blocks of zeros or even D may not be present.) As in the clas-
sical case, the diagonal entries of D are the invariant factors of E (see e.g. [3], p. 91). 

L e m m a 3. I. If A = ^ 1 1 J^ j , then for each inner function >p there is a matrix 

X such that (det X)A\j/ = 1 and AX is of the form j^*1 q j , where Btl =An, and 

except possibly for the first, all entries of the first row of B22 we zeros. 

P r o o f . Let (ax, a2, ..., ak) be the first row of A22. It will suffice to produce 
a kXk matrix X whose determinant is relatively prime to ij/ such that (a1,a2, ..., ak)X 
has at most a nonvanishing first entry. For the required matrix may then be produced 
by forming the direct sum of an appropriate identity matrix with X. 
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The matrix X is obtained in k—\ steps, each step changing one to zero. 
If the d j are all zero, then there is nothing to prove. Permuting columns if necessary, 
assume ¿¡^0 and let co = at Aa2 • By Lemma 1. 2, x and y may be chosen so that if 

= (alx+a2y)/<t>, then ¿jAi/f = 1. Let 

Xt = 
x -a2/a> 
y ajw ©4-k-2-

Then det Xt =dl, the second component of (at, a2, ..., ak)Xl is zero, and the entries 
beyond the second are unchanged. 

After the second and third columns of the result are permuted this procedure 
may be repeated, and in ¿—1 steps a matrix is produced that has its only nonzero 
entry as the first. The matrix X is obtained as a product of permutation matrices 
and matrices of the form X t , and the result follows from the fact that products of 
f unctions relatively prime to i¡/ are also relatively prime to tj/. 

L e m m a 3. 2. If A is an mXn matrix over H°° and ij/ is any inner function then 
there exist an mXm matrix X and an nXn matrix Y, each with determinant relatively 
prime to i]/, such that XA is upper triangular and A Y is lower triangular. 

P r o o f . The upper triangular case follows from the lower by taking transposes, 
and the lower triangular case is proved by repeated use of Lemma 3.1. 

T h e o r e m 3. 1. Every finite matrix over H°° is quasi-equivalent to a unique 
normal matrix. In fact given any mXn matrix A over H°° and any inner function 4>, 
A is 5-equivalent to the normal matrix formed from the invariant factors of A for some 
8 relatively prime to ip. 

P r o o f . Since a normal matrix is determined by its invariant factors, uniqueness 
is a consequence of Theorem 2. 1. The second statement implies the remaining part 
of the first, and by Lemma 2. 1. c, it suffices to consider the case m ^ n , since the 
case m >n follows by taking transposes. 

Given an inner function if 8 is relatively prime to an inner multiple of i]/, 
then it is also relatively prime to ij/. Hence there is no loss of generality in consider-
ing a ij/ divisible by each nonzero @k(A). We suppose further without loss of gen-
erality that 3)1(A) = l. The major portion of the proof consists of verifying that 
there exists t] relatively prime to i¡/ such that A is ^-equivalent to a normal ma-

trix E1. 
The proof is by induction on m, and the case m = 1 (and arbitrary n & 1) is an 

easy consequence of Lemma 3. 2. For it implies the existence of an nXn matrix 
y having a determinant relatively prime to i¡J such that A Y is lower triangular, i.e. 
AY is a I X « matrix with at most its first entry a nonzero. Thus A Y=XEx, where 
X is the 1X1 matrix whose single entry is the outer factor of a, and Ei is the I X « 
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normal matrix whose first entry is the inner factor of a. Taking »/=(det Y)n(n~l), 
we see by Lemma 2. 1 that A is //-equivalent to 

Suppose the assertion true, therefore, for ( m - l ) X v matrices with v 3= m —1. 
By Lemmas 3. 2 and 2. 1 again, there exists a <51; relatively prime to t¡/ such that 
A is <5x-equivalent to a lower triangular matrix Al. The last n—m columns of AL, 
which consist only of zeros, do not essentially affect the subsequent calculations, 
and thus it will be assumed that Ax is an mXm lower triangular matrix. 

If A\ consists of the last m—1 rows and columns of A1, then the inductive 
hypothesis implies there exists a S2 relatively prime to ip such that A\ is §2-equivalent 
to a normal matrix E[, the equivalence being effected by a pair of matrices X[ 
and Y\. If Ai consists of the last m — 1 rows of the first column of Al, then let A2 

have the same first row as AL and (X[ A'[ E\) as its last m — 1 rows. Let X1 = 7 t © X[ 
and Fi = / t © Y[. Then X1Al=A2Y1, i.e. Ai is ¿2-equivalent to A2, and @l(A2) 
is the greatest common divisor of the entries in the first two columns of A2. 

By Lemma 3. 2, there exists X2 with determinant <53 relatively prime to i]/ such 
that if A'3=X2A2, then A'3 is upper triangular. The greatest common divisor e of 
the elements in the first two columns of A\ is a factor of S3@i(A2), as may be seen 
by applying Lemma 2. 2 to the first two columns of A2 and A3. But A is <5!<52-
equivalent to A2 by Lemma 2. 1. a, and thus Lemma 2. 2 together with the initial 
supposition on 3>i(A) yield-el^i¿2^3- Hence if A3 is obtained from A'3 by dividing 
the entries in the first two columns by e, then A3 is e2-equivalent to A3 and e2A<p = 1. 
Further, if a and b are ihe first two entries of the first row of A3 and if c is the second 
entry of the second row, then A {a, b, c } = l . 

It may be assumed that a or b is nonzero, for otherwise the interchange of the 
first two rows and columns yields an equivalent matrix satisfying this condition. 
Let co = aAb, and choose x and y in H°° according to Lemma 1. 2 so that yAco = 1 
and if = (ax+by(J(o , then (54Ai/' = 1. If 

then all entries of A 3 X 2 , except possibly for those in the second row, are divis-
ible by ¿ 4 , and hence if Y2=Diag(<54, 1, <54, . . . , <54), then A 3 X 2 = Y 2 A 4 , where 
the first two entries co and cy of the first column of Aa are relatively prime. From 
the form of X2 and Y2 it is not hard to see that A3 is <54-equivalent to AA. 

Since co and cy are relatively prime, another application of Lemma 1. 2 yields 
H°° functions 11 and v such that <55 = uco+vcy is relatively prime to \p. Let 

4Jm-2 > 

U V 
®Im-2> — cy CO 

X3 has determinant <5S, and X3 A4 has 65 as the only nonzero entry of the first column. 
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If A; is obtained from X3A4 be replacing this entry by 1, and if Y3 = (<55)©/m_i, 
then X3 A4=A5Y3. By equivalence transformations, all entries but the first of row 
one of A5 can be changed to zeros yielding an equivalent matrix A6 that is a direct 
sum of (1) with an (m — l)X(m — 1) matrix. A second application of the induction 
hypothesis then yields 56 relatively prime to \p such that A6 is 56 ^equivalent to a 
normal matrix E^ • 

Combining the above steps, we see that if r\ is the product of the six 5/s and 
e2, then r] is relatively prime to ip and A is »/-equivalent to a normal matrix Ex. 
This completes the induction. 

In general it can not be supposed that £ \ is the matrix E formed f rom 
the invariant factors of A. By Lemma 2. 2, however, there exist inner functions 

a 2 , . . . , a k , where k is the largest of the indices for which 0, such that 
each d j divides r]j and 

®j(El) = «J®J(A). 

Since each @j(A) divides ijf, and since rj is prime to ifr, it follows that <Xj is prime 
to @>i{A) for all j and /. Thus with oc0 = 1, 

£j(E1) = («jlaj_1)£j(A), 

and each oi j/aJ_1 is inner. Thus if 

y4 = á\&g{aíla0,a2laí, ..., <xk/cck_1)®In_k> 

then det 7 4 = a/t, which divides rj, and El=EYA. Hence if 5 = t]2, then 6/\\j/ = 1 
and A is ¿-equivalent to E. On the other hand, 

+ W i ) = (J = 1 , - , k - 1), 

and this together with the fact that ¿>j(A) is relatively prime to ocj+1aJ_1 imply that 
é?j(Á)\&J+1(A), i. e. E is normal. This completes the proof. 

C o r o l l a r y 3:1. An mXn matrix A is quasi-equivalent to an mXn matrix B 
over H°° if and only if A and B have the same invariant factors. 

P r o o f . Necessity was established in Theorem 2. 1. If ^Land B have the same 
invariant factors, then each one determines the same normal matrix E. By the theo-
rem, A is quasi-equivalent to E which is quasi-equivalent to B, and this establishes 
the result. 

C o r o l l a r y 3. 2. Quasi-equivalence is an equivalence relation. 

C o r o l l a r y 3. 3. If A and B are quasi-equivalent, then there exist matrices X 
and Y each of whose determinants is relatively prime to all the invariant factors of A 
and B, and such that XA-BY. 
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P r o o f . Let E be the normal matrix that A and B are quasi-equivalent to, 
and let be a multiple of each of the nonzero entries of E. Two applications of 
the theorem yield <52 and S2 relatively prime to ip such that A is ^-equivalent to 
Eand B is d2-equivalent to E. If k is the larger of m and n, then setting S = 3lS2

k(k~1), 
we see from Lemma 2. 1 that A is ¿-equivalent to B. Thus there exist X and Y such 
that (det X)i |<5, (det Y); |<5, (hence det X and det Y are relatively prime to and» 
XA=BY. 

C o r o l l a r y 3. 4. Suppose XA= BY. If the determinants of X and Yare relatively 
prime to the invariant factors of A and B, then A and B are quasi-equivalent. 

P r o o f . The first hypothesis implies that A and B are ¿-equivalent for. 5 = 
= (det X- det Y)h By Lemma 2. 2, 9k{A)\8k9k(B), and by the second hypothesis,. 
3k(A)\2>k{B). Similarly 2>k(B)\3>k{A), and hence A and B have the same invariant 
factors. Thus Corollary 3. 1 implies the result. 

C o r o l l a r y 3. 5. Suppose XA = BY, where A and B are square matrices. If X 
and Y have the same determinant, and it is relatively prime to det A, then A and B 
are quasi-equivalent. 

P r o o f . If det A = 0, then det X and det Y are outer and hence relatively to 
prime to the invariant factors of A and B. If d e t ^ ^ O , then the relation XA=BY 
implies that det det A. Since det/1 is the product of the invariant factors of A up to 
an outer factor, it follows that det X and det Y are relatively prime to the invariant 
factors of A, and similarly to those of B. Hence in either case the result follows from 
Corollary 3. 4. • 

4. A reformulation 

The definition of quasi-equivalence may be formulated in a slightly different 
way which is more general and leads to an open question. Let § be a separable Hilbert 
space and suppose A'is a bounded analytic function on the unit disc D whose values 
are operators on § (see [1] or [7], Chap. V.). If X admits a scalar multiple, let <PX 

be the set of scalar multiples of X, and let <Px = A<£x. Then in the case of X inner 
(px is the characteristic scalar inner function of X (cf. [1], p. 81). If X is a collection 
of analytic operator valued functions admitting scalar multiples such that { ^ l A ^ X } 
is relatively prime, then X is called a quasi-unit on In the case of § finite dimen-
sional, this definition agrees with the one given previously ([1], p. 81; [7]). 

Let. § and ft be a pair of separable Hilbert spaces. If A and B are bounded 
analytic functions on D whose values are operators from § to ft, then A is quasi-
equivalent to B in case there exist quasi-units X and Y on § and ft respectively such 
that XA=BY. Is every operator function or every operator function that admits a 
scalar multiple quasi-equivalent to a diagonal one? 
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