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## 1. Introduction

It has been well recognized that moment problems have close connection with spectral theory for selfadjoint or unitary operators. The trigonometric moment theory, for instance, is applied to establish the spectral theorem for unitary operators. while the spectral theory affords a unified treatment for various kinds of moment problems even for operators (see Sz.-Nagy [7], and Kreĭn and Krasnoselskiĭ [5]), In this paper we shall further develop this approach to solve truncated moment problems for operators. Our basic problem is to find conditions for the existence of an increasing operator-valued function $E(\lambda)$ such that
(power moment problem): $\quad A_{k}=\int_{I} \lambda^{k} d E(\lambda) \quad(k=0,1, \ldots, m)$
or

$$
\text { (trigonometric moment problem): } \quad A_{k}=\int_{I} e^{i k \lambda} d E(\lambda) \quad(k=0,1, \ldots, m)
$$

where $A_{0}, \ldots, A_{m}$ are given bounded linear operators on a Hilbert space and $I$ is a finite or infinite interval. While the classical moment problems, in which each $A_{k}$ is an operator of rank one, have been settled mostly with help of function theory and an extension theorem for positive linear functionals (see Ahiezer [1], and Ahiezer and Kreĭn [2]), the key to our development is provided with extension theorems for symmetric operators with non-dense domain, as shown by Krel̆n and Krasnoselskiĭ [5] on proving the power moment problem with $m=2 n$ and $I=[-1,1]$.

## 2. Preliminaries

All operators are assumed to be linear. To a bounded operator $T$ from a Hilbert space $\Omega_{1}$ to a Hilbert space $\Omega_{2}$, there corresponds its adjoint $T^{*}$ as a bounded operator from $K_{2}$ to $K_{1}$. The square root of $T^{*} T$ will be denoted by $|T|$. A positive operator means a non-negative selfadjoint operator. The inverse $A^{-1}$ of a bounded positive operator $A$ is, by definition, the uniquely determined operator with $\mathfrak{D}\left(A^{-1}\right)=\mathfrak{R}(A)$ and $A^{-1} A=1-P$, where $P$ is the orthogonal projection onto the kernel of $A$. $A^{-1 / 2}$ stands for the inverse of $A^{1 / 2}$. An operator $S$ on a Hilbert space is symmetric if $(S f, g)=(f, S g)$ for $f, g \in \mathfrak{D}(S)$.

A bounded positive operator $A$ on a Hilbert space $\Omega$ gives rise to a new semiinner product: $(f, g)_{A}=(A f, g)$. The completion of $\Omega$ with respect to this semiinner product will be denoted by $\Omega_{A}$. A bounded positive operator $C$ is called $A$-bounded (resp. A-closable), if the canonical identification of $\Omega$ is a bounded (resp. closable) operator from $\Omega_{A}$ to $\Omega_{C}$. Thus $C$ is $A$-bounded (resp. $A$-closable) if and only if there exists a bounded (resp. closed) operator $X$ with $C=\left|X A^{1 / 2}\right|^{2}$.

Lemma. Let $A$ be a bounded positive operator. Then a vector $h$ belongs to $\mathcal{D}\left(A^{-\frac{1}{2}}\right)$ if and only if, with the convention $0 / 0=0$,

$$
\sup _{f \in \mathfrak{D}(A)} \frac{|(f, h)|^{2}}{(A f, f)}<\infty .
$$

In this case the left hand side coincides with $\left\|A^{-1 / 2} h\right\|^{2}$.
Proof. Suppose that $h$ belongs to $\mathfrak{D}\left(A^{-1 / 2}\right)$. Then

$$
\frac{|(f, h)|^{2}}{(A f, f)}=\frac{\left|\left(A^{1 / 2} f, A^{-1 / 2} h\right)\right|^{2}}{\left\|A^{1 / 2} f\right\|^{2}}
$$

Since $\mathfrak{M}\left(A^{1 / 2}\right)$ is dense in the orthogonal complement of the kernel of $A$,

$$
\sup _{f \in \mathfrak{D}(A)} \frac{|(f, h)|^{2}}{(A f, f)}=\left\|A^{-1 / 2} h\right\|^{2}
$$

Suppose conversely that the left hand side is finite. Then $h$ is orthogonal to the kernel of $A$. Let $E(\lambda)(0 \leqq \lambda<\infty)$ be the resolution of identity for $A$. Then it follows that

$$
h=\lim _{\varepsilon \rightarrow 0}(1-E(\varepsilon)) h .
$$

Since each $(1-E(\varepsilon)) h$ belongs to $\mathfrak{D}\left(A^{-1 / 2}\right)$, the closedness of $A^{-1 / 2}$ implies that $h$ belongs to $\mathfrak{D}\left(A^{-1 / 2}\right)$ if and only if

$$
\sup _{\varepsilon>0}\left\|A^{-1 / 2}(1-E(\varepsilon)) h\right\|<\infty .
$$

Now since

$$
\frac{|(g,(1-E(\varepsilon)) h)|^{2}}{(A g, g)} \leqq \frac{|((1-E(\varepsilon)) g, h)|^{2}}{(A(1-E(\varepsilon)) g,(1-E(\varepsilon)) g)} \leqq \sup _{f \in \mathbb{D}(A)} \frac{|(f, h)|^{2}}{(A f, f)}
$$

it follows from the preceding part of the proof that

$$
\sup _{\varepsilon>0}\left\|A^{-1 / 2}(1-E(\varepsilon)) h\right\|^{2}=\sup _{\varepsilon>0} \sup _{g \in \mathbb{D}(A)} \frac{|(g,(1-E(\varepsilon)) h)|^{2}}{(A g, g)} \leqq \sup _{f \in \mathbb{D}(A)} \frac{|(f, h)|^{2}}{(A f, f)}<\infty .
$$

This completes the proof.
Each bounded operator $T$ from a direct sum $\oplus_{j=1}^{m} \Omega_{j}$ to another $\bigoplus_{i=1}^{n} \Omega_{i}$ is represented in the natural way by the corresponding $n \times m$ matrix $\left(T_{i j}\right)$, where $T_{i j}$ is a bounded operator from $\Omega_{j}$ to $\Omega_{i}$.

- Proposition 1. Let $A$ be a bounded positive operator on $\Omega_{1}$, and $B$ a bounded operator from $\Omega_{2}$ to $\mathfrak{\Omega}_{1}$. There exists a bounded operator $C$ on $\Omega_{2}$, for which the matrix $\left[\begin{array}{ll}A & B \\ B^{*} & C\end{array}\right]$ is positive, if and only if $\left|B^{*}\right|^{2}$ is $A$-bounded. When this condition is fulfilled, $\left|A^{-1 / 2} B\right|^{2}$ is the minimum of all such $C$.

Proof (cf. [3]). A matrix $\left[\begin{array}{ll}A & B \\ B^{*} & C\end{array}\right]$ is positive, if and only if

$$
(A f, f)+(B g, f)+\left(B^{*} f, g,\right)+(C g, g) \geqq 0 \quad\left(f \in \mathfrak{\Re}_{1}, g \in \Omega_{2}\right)
$$

that is,

$$
|(B g, f)|^{2} \leqq(A f, f)(C g, g) \quad\left(f \in \Omega_{1}, g \in \Omega_{2}\right)
$$

By Lemma this last condition can be converted to the inequality

$$
\left|A^{-1 / 2} B\right|^{2} \leqq C
$$

and the minimum property of $\left|A^{-1 / 2} B\right|^{2}$ is clear. On the other hand, $\left|B^{*}\right|^{2}$ is $A$-bounded if and only if for some $\gamma>0$

$$
\left\|B^{*} f\right\|^{2} \leqq \gamma(A f, f) \quad\left(f \in \Omega_{1}\right)
$$

or, with $C=\gamma$,

$$
|(B g, f)|^{2} \leqq(A f, f)(C g, g) \quad\left(f \in \Omega_{1}, g \in \Omega_{2}\right)
$$

This completes the proof.
Corollary 1. If a matrix $T=\left[\begin{array}{ll}A & B \\ B^{*} & C\end{array}\right]$ is positive, then

$$
J^{*} P J=\left[\begin{array}{ll}
A & B \\
B^{*} & \left|A^{-1 / 2} B\right|^{2}
\end{array}\right],
$$

where $J$ is the canonical map of $\Omega=\Omega_{1} \oplus \Omega_{2}^{\prime}$ to $\Omega_{T}$ and $P$ is the orthogonal projection of $\Omega_{T}$ onto the closure of $J\left(\Omega_{1}\right)$. Thus $J\left(\Omega_{1}\right)$ is dense in $\Omega_{T}$ if and only if $C=\left|A^{-1 / 2} B\right|^{2}$.

Proof. Since PJf $=J f$ for $f \in \mathfrak{R}_{1}$, it follows

$$
\left(J^{*} P J f, f\right)=(A f, f) \quad \text { and } \quad\left(J^{*} P J f, g\right)=\left(B^{*} f, g\right) \quad\left(f \in \Omega_{1}, g \in \Omega_{2}\right)
$$

Finally it results

$$
\left(J^{*} P J g, g\right)=(P J g, P J g)_{T}=\sup _{f \in \Omega_{1}} \frac{\left|(J g, J f)_{T}\right|^{2}}{(J f, J f)_{T}}=\sup _{f \in \Omega_{1}} \frac{|(B g, f)|^{2}}{(A f, f)}=\left\|A^{-1 / 2} B g\right\|^{2}
$$

Corollary 2. A symmetric operator $T$ on a Hilbert space $\Omega$ admits a positive extension of norm $\leqq 1$ if and only if

$$
\|T f\|^{2} \leqq(T f, f) \quad(f \in \mathfrak{D}(A))
$$

Proof. The inequality is obviously satisfied if $T$ admits the required extensionIf, conversely, the inequality is valid, it follows $\|T f\| \leqq\|f\|$, so that the domain $\mathfrak{D}(T)$ may be assumed closed. Let $\Omega_{1}=\mathfrak{D}(T), \Omega_{2}=\mathfrak{\Omega}_{1}^{\perp}, A=Q T Q$ and $B^{*}=(1-Q) T Q$, where $Q$ is the orthogonal projection onto $\Omega_{1}$. Since the inequality in question is equivalent to

$$
|(T f, h)|^{2} \leqq(T f, f)(h, h) \quad\left(f \in \Re_{1}, h \in \Omega\right)
$$

$\left|B^{*}\right|^{2}$ is $A$-bounded, consequently by Corollary 1 the operator $\hat{T}=\left[\begin{array}{ll}A & B \\ B^{*}\left|A^{-1 / 2} B\right|^{2}\end{array}\right]$ gives a positive extension of $T$. The assertion on norm follows from the relation

$$
(\hat{T} h, h)=\sup _{f \in \mathfrak{D}(T)} \frac{|(T f, h)|^{2}}{(T f, f)} \leqq(h, h)
$$

Remark 1. Corollary 2 is just a variant of the fundamental theorem of Kreinn (see [5; §6] or [6; $\left.\mathrm{n}^{\circ} 125\right]$ ) that a symmetric operator of norm $\leqq 1$ admits a selfadjoint extension of norm $\leqq 1$. Corollary 1 corresponds to Lemma 7. 1 in [5].
$E(\lambda)(a \leqq \lambda \leqq b)$ is called a spectral function, if (1) each $E(\lambda)$ is a bounded positive operator, (2) $E(\lambda) \leqq E(\mu)$ for $\lambda \leqq \mu$, (3) $E(\lambda+0)=E(\lambda)$ and (3) $E(a+0)=0$ and/or $E(b-0)=E(b)$ in case $a=-\infty$ and/or $b=\infty$. It is orthogonal, if each $E(\lambda)$ is an orthogonal projection. The basic connection between spectral functions and orthogonal spectral functions was established by Naĭmark (see [7]). We shall use his result in the following modified form: if $E(\lambda)$ is a spectral function in a Hilbert space $\boldsymbol{\Omega}$, there exist a Hilbert space $\hat{\mathcal{R}}$, an orthogonal spectral function $P(\lambda)$ in $\hat{\boldsymbol{R}}$ and a bounded operator $J$ from $\Omega$ to $\hat{\mathfrak{R}}$ such that $E(\lambda)=J^{*} P(\lambda) J$.

Given a spectral function $E(\lambda)(a \leqq \lambda \leqq b)$, the weak integral $\int_{a}^{b} \lambda^{k} d E(\lambda)$ determines a closed symmetric operator with dense domain $(k=0,1, \ldots)$. When $E(\lambda)$ is an
orthogonal spectral function, the domain of the operator $\int_{a}^{b} \lambda^{k} d E(\lambda)$ consists of vectors $f$, for which the strong integral $\int_{a}^{b} \lambda^{k} d E(\lambda) f$ converges.

Proposition 2. If $S$ is a closable symmetric operator on a Hilbert space $\boldsymbol{\Omega}$, there exists a spectral function $E(\lambda)(-\infty \leqq \lambda \leqq \infty)$ such that, for all $k, j$,

$$
\left(S^{k} f, S^{j} g\right)=\int_{-\infty}^{\infty} \lambda^{j+k} d(E(\lambda) f, g) \quad\left(f \in \mathfrak{D}\left(S^{k}\right), g \in \mathfrak{D}\left(S^{j}\right)\right)
$$

Proof. The Krasnoselskiǐ Theorem [4; §3] on closed symmetric operators guarantees that there exists a selfadjoint operator $\hat{S}$ on the direct sum of $\Omega$ and its copy, which is an extension of $S$. Then the spectral function $E(\lambda)$, defined by

$$
E(\lambda) f=Q P(\lambda) f \quad(f \in \Omega)
$$

meets the requirement, where $P(\lambda)$ is the resolution of identity for $S$ and $Q$ is the orthogonal projection onto $\mathfrak{N}$. In fact, for $f \in \mathfrak{D}\left(S^{k}\right)$ and $g \in \mathfrak{D}\left(S^{j}\right)$,

$$
\left(S^{k} f, S^{j} g\right)=\left(S^{k} f, S^{j} g\right)=\int_{-\infty}^{\infty} \lambda^{j+k} d(P(\lambda) f, g)=\int_{-\infty}^{\infty} \lambda^{j+k} d(E(\lambda) f, g)
$$

If $V$ is an isometric operator with non-dense domain in a Hilbert space $\Omega$, it admits obviously a unitary extension $\hat{V}$ on the direct sum of $\Omega$ and its copy. Then, as in the proof of Proposition 2, there exists a spectral function $E(\lambda)(-\pi \leqq \lambda \leqq \pi)$ such that $\int_{-\pi}^{\pi} e^{i k \lambda} d E(\lambda)$ is an extension of $V^{k}$ for all $k$.

Proposition 3. An isometric operator $V$ with non-dense domain admits the representation for some spectral function $E(\lambda)(-\pi / 2 \leqq \lambda \leqq \pi / 2)$ :

$$
V^{k} f=\int_{-\pi / 2}^{\pi / 2} e^{i k \lambda} d E(\dot{\lambda}) f \quad\left(f \in \mathfrak{D}\left(V^{k}\right), k=0,1, \ldots\right)
$$

if and only if

$$
\operatorname{Re}(V f, f) \geqq 0 \quad(f \in \mathfrak{D}(V))
$$

Proof. If $V$ admits such representation, it follows

$$
\operatorname{Re}(V f, f)=\int_{-\pi / 2}^{\pi / 2} \cos \lambda d(E(\lambda) f, f) \geqq 0
$$

Suppose, conversely, that the inequality is satisfied. Since $(V+1) h=0$ implies $h=0$ by assumption, the operator

$$
T=\frac{i+1}{2}(1 \div i V)(V+1)^{-1}
$$

is symmetric. Calculation shows that, with $(V+1) f=g$,

$$
(T g, g)=(f, f)+\operatorname{Re}(V f, f)+\operatorname{Im}(V f, f)
$$

and

$$
(T g, T g)=\operatorname{Im}(V f, f)+(f, f)
$$

hence

$$
\|T g\|^{2} \leqq(T g, g)
$$

Then by Corollary $2 T$ admits a selfadjoint extension $0 \leqq \hat{T} \leqq 1$. The operator

$$
\hat{V}=\left(\frac{1+i}{2}-\hat{T}\right)\left(\hat{T}-\frac{1-i}{2}\right)^{-1}
$$

is a unitary extension of $V$ with $\operatorname{Re}(\hat{V}) \geqq 0$. Since the spectrum of $V$ is concentrated on the arc $\left\{e^{i \lambda}:-\pi / 2 \leqq \lambda \leqq \pi / 2\right\}$, the resolution of identity for $\hat{V}$ produces a spectral function of the kind we expected.

Remark 2. Proposition 3 can be modified to get a condition for a representation of the form $\int_{-\tau}^{\tau} e^{i k \lambda} d E(\lambda)$ for some $0<\tau<\pi$.

## 3. Hamburger truncated moment problem

A finite sequence $\left\{A_{0}, \ldots, A_{m}\right\}$ of bounded selfadjoint operators on a Hilbert space $\Omega$ is called a Hamburger moment sequence, if there exists a spectral function $E(\lambda)(-\infty \leqq \lambda \leqq \infty)$ such that

$$
A_{k}=\int_{-\infty}^{\infty} \lambda^{k} d E(\lambda) \quad(k=0,1, \ldots, m)
$$

The direct sum of $n+1$ copies of $\Omega$ will be denoted simply by $\underset{0}{\oplus} \Omega$ and a
 the subspace of $\underset{0}{\oplus} \mathfrak{K}$, consisting of vectors of the form $\left\langle f_{0}, \ldots, f_{n}, 0, \ldots, 0\right\rangle$.

For a sequence $\left\{A_{0}, A_{1}, \ldots\right\}$ of bounded selfadjoint operators, the $n$-th Hankel matrix $\mathbf{H}_{n}$ is, by definition, the operator on $\underset{0}{\oplus} \mathfrak{N}$, given by

$$
\mathbf{H}_{n}=\left[\begin{array}{ccccc}
A_{0} & A_{1} & A_{2} & \ldots & A_{n} \\
A_{1} & A_{2} & A_{3} & \ldots & A_{n+1} \\
\ldots & \ldots & \cdots & \ldots & \cdots \\
A_{n} & A_{n+1} & \ldots & A_{2 n}
\end{array}\right]
$$

The $n$-th Hankel matrices for $\left\{A_{1}, A_{2}, \ldots\right\}$ and $\left\{A_{2}, A_{3}, \ldots\right\}$ will be denoted by $\mathbf{K}_{n}$ and $\mathbf{L}_{n}$ respectively, i.e.

$$
\mathbf{K}_{n}=\left[\begin{array}{ccccc}
A_{1} & A_{2} & \ldots & A_{n+1} \\
A_{2} & A_{3} & \ldots & A_{n+2} \\
\ldots \ldots & \ldots & \ldots & \ldots & \cdots \\
A_{n+1} & A_{n+2} & \ldots & A_{2 n+1}
\end{array}\right] \text { and } \quad \mathbf{L}_{n}=\left[\begin{array}{cccc}
A_{2} & A_{3} & \ldots & A_{n+2} \\
A_{3} & A_{4} & \ldots & A_{n+3} \\
\ldots \ldots & \ldots & \ldots & \ldots \\
A_{n+2} & A_{n+3} & \ldots & A_{2 n+2}
\end{array}\right]
$$

The $n$-th marginal matrix $\mathbf{B}_{n}$ for $\left\{A_{0}, A_{1}, \ldots\right\}$ is, by definition, the operator from $\Omega$ to $\underset{0}{\underset{0}{n}} \Omega$ given by

$$
\mathbf{B}_{n}=\left[\begin{array}{c}
A_{n+1} \\
A_{n+2} \\
\vdots \\
A_{2 n+1}
\end{array}\right]
$$

The $n$-th marginal matrices for $\left\{A_{1}, A_{2}, \ldots\right\}$ and $\left\{A_{2}, A_{4}, \ldots\right\}$ will be denoted by $\mathbf{C}_{n}$ and $\mathbf{D}_{n}$, respectively, i.e.

$$
\mathbf{C}_{n}=\left[\begin{array}{c}
A_{n+2} \\
A_{n+3} \\
\vdots \\
A_{2 n+2}
\end{array}\right] \quad \text { and } \quad \mathbf{D}_{n}=\left[\begin{array}{c}
A_{n+3} \\
A_{n+4} \\
\vdots \\
A_{2 n+3}
\end{array}\right]
$$

Theorem 1. $\left\{A_{0}, \ldots, A_{2 n+2}\right\}$ is a Hamburger moment sequence if and only if the Hankel matrix $\mathbf{H}_{n+1}$ is positive and there exists a closed operator $X$ such that

$$
A_{2 n+2}=A+\left|X C^{1 / 2}\right|^{2}
$$

where

$$
A=\left|\mathbf{H}_{n}^{-1 / 2} \mathbf{B}_{n}\right|^{2} \quad \text { and } \quad C=A_{2 n}+A-\left|\left(\mathbf{H}_{n-1}+\mathbf{L}_{n-1}\right)^{-1 / 2}\left(\mathbf{B}_{n-1}+\mathbf{D}_{n-1}\right)\right|^{2}
$$

Proof. Suppose that $\left\{A_{0}, \ldots, A_{2 n+2}\right\}$ is a Hamburger moment sequence with respect to a spectral function $E(\lambda)$. In view of the Naĭmark theorem there exist an orthogonal spectral function $P(\lambda)$ in a Hilbert space $\hat{\Omega}$ and a bounded
$J$ from $\Omega$ to $\hat{\Omega}$ such that $E(\lambda)=J^{*} P(\lambda) J$. Consider the selfadjoint operator

$$
\hat{A}=\int_{-\infty}^{\infty} \lambda d P(\lambda)
$$

Since $J f$ belongs to the domain of $\hat{A}^{n+1}$ for all $f \in \mathcal{\Omega}$, it follows

$$
\sum_{j, k=0}^{n+1}\left(A_{j+k} f_{k}, f_{j}\right)=\left\|\sum_{k=0}^{n+1} \hat{A}^{k} \cdot J f_{k}\right\|^{2} \geqq 0
$$

hence the Hankel matrix $\mathbf{H}_{n+1}$ is positive. Since

$$
\left\|\left\langle f_{0}, \ldots, f_{n+1}\right\rangle\right\|_{\mathbf{H}_{n+1}}=\left\|\sum_{k=0}^{n+1} \hat{A}^{k} \cdot J f_{k}\right\|,
$$

the shift operator $\mathbf{S}$ :

$$
\mathbf{S}\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle=\left\langle 0, f_{0}, \ldots, f_{n}\right\rangle
$$

is well-defined and closable in $(\stackrel{n+1}{\oplus} \Omega)_{\mathbf{H}_{n+1}}$ because of the closedness of $\hat{A} . \quad \mathrm{S}$ is obviously symmetric. Consider further the truncated shift operator: $\mathbf{T}=\mathbf{P S P}$, where $\mathbf{P}$ is the orthogonal projection onto the closure of the canonical image of $\stackrel{n}{\oplus} \Omega$ in $(\stackrel{n+1}{\oplus} \Omega)_{\mathbf{H}_{n+1}} . \mathbf{T}$ is also symmetric and closable, because it is densely defined. It follows from Corollary 1 that

$$
\begin{aligned}
& \left\|\mathbf{T}\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2}=\left\|\mathbf{P}\left\langle 0, f_{0}, \ldots, f_{n}\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2}= \\
& =\left\|\left\langle 0, f_{0}, \ldots, f_{n}\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2}-\left(\left(A_{2 n+2}-A\right) f_{n}, f_{n}\right)= \\
& \quad=\left\|\mathbf{S}\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2_{2}}-\left(\left(A_{2 n+2}-A\right) f_{n}, f_{n}\right) .
\end{aligned}
$$

Suppose that

$$
\left\|\left\langle f_{0}^{(N)}, \ldots, f_{n}^{(N)}\right\rangle\right\|_{\mathbf{H}_{n}}^{2}+\left\|\mathbf{T}\left\langle f_{0}^{(N)}, \ldots, f_{n}^{(N)}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2} \rightarrow 0
$$

and

$$
\left\|f_{n}^{(N)}-f_{n}^{(M)}\right\|_{A_{n+2}-A}^{2} \rightarrow 0 \quad(N, M \rightarrow \infty)
$$

Then

$$
\begin{aligned}
& \left\|\mathbf{S}\left\langle f_{0}^{(N)}, \ldots, f_{n}^{(N)}, 0\right\rangle-\mathbf{S}\left\langle f_{0}^{(M)}, \ldots, f_{n}^{(M)}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2}= \\
& \quad \doteq\left\|\mathbf{T}\left\langle f_{0}^{(N)}, \ldots, f_{n}^{(N)}, 0\right\rangle-\mathbf{T}\left\langle f_{0}^{(M)}, \ldots, f_{n}^{(M)}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2}+ \\
& \quad+\left\|f_{n}^{(N)}-f_{n}^{(M)}\right\|_{A_{2 n+2}-A}^{2} \rightarrow 0 \quad(N, M \rightarrow \infty) .
\end{aligned}
$$

Since both $\mathbf{S}$ and $\mathbf{T}$ are closable, it follows that
$\left\|f_{n}^{(N)}\right\|_{A_{2 n+2}-A}^{2}=\left\|\mathbf{S}\left\langle f_{0}^{(N)}, \ldots, f_{n}^{(N)}, 0\right\rangle\right\|_{\mathbf{H}_{2 n+1}}^{2}-\left\|\mathbf{T}\left\langle f_{0}^{(N)}, \ldots, f_{n}^{(N)}, 0\right\rangle\right\|_{\mathbf{H}_{2 n+1}}^{2} \rightarrow 0(N \rightarrow \infty)$.
Let $\mathbf{L}_{n}^{\prime}$ be the $n$-th Hankel matrix for $\left\{A_{2}, \ldots, A_{2 n+1}, A\right\}$ and let $\mathbf{Q}$ be the orthogonal projection of $(\underset{0}{\oplus} \mathfrak{N})_{\mathbf{H}_{n}+L_{n}^{\prime}}$ onto the closure of the canonical image of $\underset{0}{\oplus} \underset{0}{n-1} \mathcal{A}$. Then

$$
\left\|\left\langle f_{0}, \ldots, f_{n}\right\rangle\right\|_{\mathbf{H}_{n}+\mathbf{L}_{n}^{\prime}}^{2}=\left\|\left\langle f_{0}, \ldots, f_{n}\right\rangle\right\|_{\mathbf{H}_{n}}^{2}+\left\|\mathbf{T}\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2} .
$$

Now the above convergence implication can be written in the form

$$
\left\|(1-\mathbf{Q})\left\langle 0, \ldots, 0, f^{(N)}\right\rangle\right\|_{\mathbf{H}_{n}+L_{n}^{\prime}}^{2} \rightarrow 0
$$

and

$$
\left\|f^{(N)}-f^{(M)}\right\|_{A_{2 n+2}-A}^{2} \rightarrow 0 \quad(N, M \rightarrow \infty)
$$

implies

$$
\left\|f^{(N)}\right\|_{A_{2 n+2}-A}^{2} \rightarrow 0 \quad(N \rightarrow \infty),
$$

for, by the definition of the projection $\mathbf{Q}$, there are $f_{0}^{(N)}, \ldots, f_{n-1}^{(N)}$ such that

$$
\left\|\left\langle f_{0}^{(N)}, \ldots, f_{n-1}^{(N)}, f^{(N)}\right\rangle\right\|_{\mathbf{H}_{n}+\mathbf{L}^{\prime}} \leqq\left\|(1-\mathbf{Q})\left\langle 0, \ldots, 0, f^{(N)}\right\rangle\right\|_{\mathbf{H}_{n}+\mathbf{L}_{n}^{\prime}}+1 / N
$$

This means, however, that $A_{2 n+2}-A$ is $C$-closable, for it follows from Corollary 1 that

$$
\begin{gathered}
\|(1-\mathbf{Q})\langle 0, \ldots, 0, f\rangle\|_{\mathbf{H}_{n}+\dot{\mathbf{L}_{n}}}^{2}= \\
=\left(\left(A_{2 n}+A\right) f, f\right)-\left(\left|\left(\mathbf{H}_{n-1}+\mathbf{L}_{n-1}\right)^{-1 / 2}\left(\mathbf{B}_{n-1}+\mathbf{D}_{n-1}\right)\right|^{2} f, f\right)=(C f, f) .
\end{gathered}
$$

Suppose, conversely, that $\mathbf{H}_{n+1}$ is positive and $A_{2 n+2}-A$ is $C$-closable. The above argument can be traced backwards to conclude that the shift operator $\mathbf{S}$ is symmetric and closable in $(\underset{0}{\oplus+1} \Omega)_{\mathbf{H}_{n+1}}$. Let $\mathbf{E}(\lambda)$ be the spectral function in $\left({\underset{0}{n+1}}_{\oplus}^{(1)}\right)_{\mathbf{H}_{n+1}}$ for $\mathbf{S}$, guaranteed by Proposition 2. Then it follows, for $j, k \leqq n+1$,

$$
\begin{aligned}
& \left(A_{j+k} f, g\right)=\left(\mathbf{S}^{k}\langle f, 0, \ldots, 0\rangle, \mathbf{S}^{j}\langle g, 0, \ldots, 0\rangle\right)_{\mathbf{H}_{n+1}}= \\
& =\int_{-\infty}^{\infty} \lambda^{j+k} d(\mathbf{E}(\lambda)\langle f, 0, \ldots, 0\rangle,\langle g, 0, \ldots, 0\rangle)_{\mathbf{H}_{n+1}}
\end{aligned}
$$

hence the expected spectral function $E(\lambda)$ can be given by

$$
(E(\lambda) f, g)=(\mathbf{E}(\lambda)\langle f, 0, \ldots, 0\rangle,\langle g, 0, \ldots, 0\rangle\rangle_{\mathbf{H}_{n+t}} .
$$

This completes the proof.
Corollary 3. If the Hankel matrix $\mathbf{H}_{n+1}$ is positive, there exists a selfadjoint operator $A$ such that $0 \leqq A \leqq A_{2 n+2}$ and the sequence $\left\{A_{0}, \ldots, A_{2 n+1}, A\right\}$ is a Hamburger moment sequence.

Proof. Since $\mathbf{H}_{n+1}$ is positive, by Proposition 1

$$
A=\left|\mathbf{H}_{n}^{-1 / 2} \mathbf{B}_{n}\right|^{2}
$$

is bounded. Then, with $X=0$, the conditions of Theorem 1 are fulfilled.
Corollary 4. If the Hankel matrix $\mathbf{H}_{n+1}$ is positive and has a bounded inverse, then the sequence $\left\{A_{0}, \ldots, A_{2 n+2}, A_{2 n+3}\right\}$ is a Hamburger moment sequence.

Proof. Since $\left|\mathbf{B}_{n+1}^{*}\right|^{2}$ is obviously $\mathbf{H}_{n+1}$-bounded, the Hankel matrix $\mathbf{H}_{n+2}$, with $A_{2 n+4}$ replaced by $\left|\mathbf{H}_{n+1}^{-1 / 2} \mathbf{B}_{n+1}\right|^{2}$, is positive by Proposition 1. Now the assertion follows from Corollary 3.

Corollary 5. $\left\{A_{0}, \ldots, A_{2 n+1}\right\}$ is a Hamburger moment sequence if the Hankel matrix $\mathbf{H}_{n}$ is positive, $\left|\mathbf{C}_{n-1}^{*}\right|^{2}$ is $\mathbf{H}_{n-1}$-bounded, and there exists a bounded operator $X$ such that

$$
A_{2 n+1}=B+\left(A_{2 n}-A\right)^{1 / 2} X
$$

where

$$
A=\left|\mathbf{H}_{n-1}^{-1 / 2} \mathbf{B}_{n-1}\right|^{2} \quad \text { and } \quad B=\left(\mathbf{H}_{n-1}^{-1 / 2} \mathbf{B}_{n-1}\right)^{*}\left(\mathbf{H}_{n-1}^{-1 / 2} \mathbf{C}_{n-1}\right) .
$$

Proof. In view of Corollary 3, it suffices to show that the Hankel matrix $\mathbf{H}_{n+1}$ is positive for suitably chosen $A_{2 n+2}$. However, by Proposition 1 the positivity of $\mathbf{H}_{n+1}$ is equivalent to the inequality:

$$
\left|\mathbf{H}_{n-1}^{-1 / 2}\left[\mathbf{B}_{n-1}, \mathbf{C}_{n-1}\right]\right|^{2} \leqq\left[\begin{array}{ll}
A_{2 n}, & A_{2 n+1} \\
A_{2 n+1}, & A_{2 n+2}
\end{array}\right]
$$

or, with $C=\left|\mathbf{H}_{n-1}^{-1 / 2} \mathbf{C}_{n-1}\right|^{2}$,

$$
\left[\begin{array}{lll}
A_{2 n} & -A, & A_{2 n+1}-B \\
A_{2 n+1}-B^{*}, & A_{2 n+2}-C
\end{array}\right] \geqq 0
$$

By Proposition 1 the last inequality means that $\left|A_{2 n+1}-B^{*}\right|^{2}$ is $\left(A_{2 n}-A\right)$-bounded, what is guaranteed by the existence of $X$ in the assertion of the corollary.

## 4. Stieltjes truncated moment problem

A finite sequence $\left\{A_{0}, \ldots, A_{m}\right\}$ of bounded positive operators is called a Stieltjes moment sequence, if there exists a spectral function $E(\lambda)(0 \leqq \lambda \leqq \infty)$ such that

$$
A_{k}=\int_{0}^{\infty} \lambda^{k} d E(\lambda) \quad(k=0,1, \ldots, m)
$$

To a spectral function $E(\lambda)(0 \leqq \lambda \leqq \infty)$, there corresponds a spectral function $F(\lambda)(-\infty \leqq \lambda \leqq \infty)$ such that

$$
\int_{-\infty}^{\infty} \lambda^{2 k} d F(\lambda)=\int_{0}^{\infty} \lambda^{k} d E(\lambda)
$$

and

$$
\int_{-\infty}^{\infty} \lambda^{2 k+1} d F(\lambda)=0 \quad(k=0,1, \ldots)
$$

In fact, $F(\lambda)$ can be given, for instance, by

$$
F(\lambda)= \begin{cases}\frac{1}{2} E(\infty)-\frac{1}{2} E\left(\lambda^{2}-0\right) & \text { if } \quad \lambda<0, \\ \frac{1}{2} E\left(\lambda^{2}\right)+\frac{1}{2} E(\infty) & \text { if } \quad \lambda \geqq 0 .\end{cases}
$$

Conversely, to a spectral function $F(\lambda)(-\infty \leqq \lambda \leqq \infty)$ there corresponds a spectral function $E(\lambda)(0 \leqq \lambda \leqq \infty)$ such that

$$
\int_{0}^{\infty} \lambda^{k} d E(\lambda)=\int_{-\infty}^{\infty} \lambda^{2 k} d F(\lambda) \quad(k=0,1, \ldots)
$$

Theorem 2. $\left\{A_{0}, \ldots, A_{2 n}\right\}$ is a Stieltjes moment sequence if and only if the Hankel matrices $\mathbf{H}_{n}$ and $\mathbf{K}_{n-1}$ are positive, and there exists a closed operator $X$ such that

$$
A_{2 n}=A+\left|X C^{1 / 2}\right|^{2}
$$

where

$$
A=\left|\mathbf{H}_{n-1}^{-1 / 2} \mathbf{B}_{n-1}\right|^{2} \quad \text { and } \quad C=A_{2 n-1}+A-\left|\left(\mathbf{K}_{n-2}+\mathbf{L}_{n-2}\right)^{-1 / 2}\left(\mathbf{C}_{n-2}+\mathbf{D}_{n-2}\right)\right|^{2} .
$$

Proof. As remarked above, $\left\{A_{0}, \ldots, A_{2 n}\right\}$ is a Stieltjes moment sequence if and only if $\left\{A_{0}, 0, A_{1}, 0, A_{2}, 0, \ldots, A_{2 n-1}, 0, A_{2 n}\right\}$ is a Hamburger moment sequence. The simultaneous row-column permutation:

$$
2 k \rightarrow k(k=0,1, \ldots, n-1) \quad \text { and } \quad 2 k-1 \rightarrow n+k-1(k=1, \ldots, n)
$$

brings the $2 n$-th Hankel matrix for $\left\{A_{0}, 0, A_{1}, \ldots, 0, A_{2 n}\right\}$ to the form

$$
\left[\begin{array}{lll}
\mathbf{H}_{n-1} & 0 & \mathbf{B}_{n-1} \\
0 & \mathbf{K}_{n-1} & 0 \\
\mathbf{B}_{n-1}^{*} & 0 & A_{2 n}
\end{array}\right] .
$$

Under the same permutation the $(2 n-2)$-th Hankel matrix for $\left\{A_{1}, 0, \ldots, 0, A_{2 n}\right\}$ is transformed to

$$
\left[\begin{array}{ll}
\mathbf{K}_{n-2} & 0 \\
0 & \mathbf{L}_{n-2}
\end{array}\right]
$$

Similarly the $(2 n-2)$-th marginal matrices for $\left\{A_{0}, 0, A_{1}, \ldots, 0, A_{2 n}\right\}$ and $\left\{A_{1}, 0, A_{2}, \ldots, 0, A_{2 n}\right\}$ are transformed respectively to

$$
\left[\begin{array}{l}
0 \\
\mathbf{C}_{n-2}
\end{array}\right] \text { and }\left[\begin{array}{l}
0 \\
\mathbf{D}_{n-2}
\end{array}\right] .
$$

Now the conditions of Theorem 1 for $\left\{A_{0}, 0, A_{1}, \ldots, 0, A_{2 n}\right\}$ to be a Hamburger moment sequence are converted to the ones in the assertion of the present theorem, for the obvious permutation brings

$$
\left[\begin{array}{lll}
\mathbf{H}_{n-1} & 0 & \mathbf{B}_{n-1} \\
0 & \mathbf{K}_{n-1} & 0 \\
\mathbf{B}_{n-1}^{*} & 0 & A_{2 n}
\end{array}\right] \text { to }\left[\begin{array}{ll}
\mathbf{H}_{n} & 0 \\
0 & \mathbf{K}_{n-1}
\end{array}\right]
$$

and the following relations hold:

$$
\left|\left[\begin{array}{ll}
\mathbf{H}_{n-1} & 0 \\
0 & \mathbf{K}_{n-1}
\end{array}\right]^{-1 / 2}\left[\begin{array}{c}
\mathbf{B}_{n-1} \\
0
\end{array}\right]\right|^{2}=\left|\mathbf{H}_{n-1}^{-1 / 2} \mathbf{B}_{n-1}\right|^{2}
$$

and

$$
\begin{gathered}
\left|\left(\left[\begin{array}{ll}
\mathbf{H}_{n-1} & 0 \\
0 & \mathbf{K}_{n-2}
\end{array}\right]+\left[\begin{array}{ll}
\mathbf{K}_{n-2} & 0 \\
0 & \mathbf{L}_{n-2}
\end{array}\right]\right)^{-1 / 2}\left(\left[\begin{array}{l}
0 \\
\mathbf{C}_{n-2}
\end{array}\right]+\left[\begin{array}{l}
0 \\
\mathbf{D}_{n-2}
\end{array}\right]\right)\right|^{2}= \\
=\left|\left(\mathbf{K}_{n-2}+\mathbf{L}_{n-2}\right)^{-1 / 2}\left(\mathbf{C}_{n-2}+\mathbf{D}_{n-2}\right)\right|^{2}
\end{gathered}
$$

This completes the proof.
In the similar way the following theorem and the corollary can be derived from the results of the preceding section.

Theorem $2^{\prime} .\left\{A_{0}, \ldots, A_{2 n+1}\right\}$ is a Stieltjes moment sequence, if and only if the Hankel matrices $\mathbf{H}_{n}$ and $\mathbf{L}_{n}$ are positive and there exists a closed operator $X$ such that
where

$$
A_{2 n+1}=A+\left|X C^{1 / 2}\right|^{2}
$$

$$
A=\left|\mathbf{K}_{n-1}^{-1 / 2} \mathbf{C}_{n-1}\right|^{2} \quad \text { and } \quad C=A_{2 n}+A-\left|\left(\mathbf{H}_{n-1}+\mathbf{K}_{n-1}\right)^{-1 / 2}\left(\mathbf{B}_{n-1}+\mathbf{C}_{n-1}\right)\right|^{2}
$$

Corollary 6. If both the Hankel matrices $\mathbf{H}_{n}$ and $\mathbf{K}_{n-1}$ (resp. $\mathbf{K}_{n}$ ) are positive, there exists a bounded selfadjoint operator $A$ such that $0 \leqq A \leqq A_{2 n}$ (resp. $\leqq A_{2 n+1}$ ) and the sequence $\left\{A_{0}, \ldots, A_{2 n-1}, A\right\}$ (resp. $\left\{A_{0}, \ldots, A_{2 n}, A\right\}$ ) is a Stieltjes moment sequence.

## 5. Hausdorff truncated moment problem

A finite sequence $\left\{A_{0}, \ldots, A_{m}\right\}$ of bounded selfadjoint operators in a Hilbert space $\mathcal{R}$ is called a Hausdorff moment sequence, if there exists a spectral function $E(\lambda)(0 \leqq \lambda \leqq 1)$ such that

$$
A_{k}=\int_{0}^{1} \lambda^{k} d E(\lambda) \quad(k=0,1, \ldots, m)
$$

Theorem 3. $\left\{A_{0}, \ldots, A_{m}\right\}$ is a Hausdorff moment sequence, if and only if the Hankel matrices satisfy the following inequalities:

$$
\mathbf{H}_{n} \geqq 0 \quad \text { and } \quad \mathbf{K}_{n-1} \geqq \mathbf{L}_{n-1} \geqq 0 \quad \text { (if } m=2 n \text {, }
$$

or

$$
\left.\mathbf{H}_{n} \geqq \mathbf{K}_{n} \geqq 0 . \quad \text { if } m=2 n+1\right)
$$

Proof. Suppose that $\left\{A_{0}, \ldots, A_{m}\right\}$ is a Hausdorff moment sequence. As in the proof of Theorem 1, there exist a selfadjoint operator $0 \leqq K \leqq 1$ on a Hilbert space $\hat{\Omega}$ and a bounded operator $J$ from $\Omega$ to $\hat{A}$ such that

$$
\left(\mathbf{H}_{n}\left\langle f_{0}, \ldots, f_{n}\right\rangle,\left\langle f_{0}, \ldots, f_{n}\right\rangle\right)=\left\|\sum_{k=0}^{n} \cdot \hat{A}^{k} \cdot J f_{k}\right\|^{2}
$$

and

$$
\left(\mathbf{K}_{N}\left\langle f_{0}, \ldots, f_{N}\right\rangle,\left\langle f_{0}, \ldots, f_{N}\right\rangle\right)=\left(\hat{A}\left(\sum_{k=0}^{N} \hat{A}^{k} \cdot J f_{k}\right), \sum_{k=0}^{N} \hat{A}^{k} \cdot J f_{k}\right)
$$

where $N=n-1$ or $=n$ according as $m=2 n$ or $=2 n+1$. Thus the Hankel matrix $\mathbf{H}_{n}$ is positive. The inequality $\mathbf{K}_{n-1} \geqq \mathbf{L}_{n-1}$ follows from the following relation, based on the property $0 \leqq \hat{A} \leqq 1$ :

$$
\begin{gathered}
\left(\hat{A}\left(\sum_{k=0}^{n-1} \hat{A}^{k} \cdot J f_{k}\right), \sum_{k=0}^{n-1} \hat{A}^{k} \cdot J f_{k}\right) \geqq\left\|\hat{A}\left(\sum_{k=0}^{n-1} \hat{A}^{k} \cdot J f_{k}\right)\right\|^{2}= \\
=\left(\mathbf{L}_{n-1}\left\langle f_{0}, \ldots, f_{n-1}\right\rangle,\left\langle f_{0}, \ldots, f_{n-1}\right\rangle\right)
\end{gathered}
$$

The inequality $\mathbf{H}_{n} \geqq \mathbf{K}_{n}$, in case $m=2 n+1$, follows from the relation:

$$
\left\|\sum_{k=0}^{n} \hat{A}^{k} \cdot J f_{k}\right\|^{2} \geqq\left(\hat{A}\left(\sum_{k=0}^{n} \hat{A}^{k} \cdot J f_{k}\right), \sum_{k=0}^{n} \hat{A}^{k} \cdot J f_{k}\right)
$$

Suppose, conversely, that $m=2 n, \mathbf{H}_{n} \geqq 0$ and $\mathbf{K}_{n-1} \geqq \mathbf{L}_{n-1}$. Consider the shift operator $\mathbf{S}$ in ${\underset{0}{\oplus}}_{\underset{0}{n}}^{\mathcal{K}}$ :

Since

$$
\mathbf{S}\left\langle f_{0}, \ldots, f_{n-1}, 0\right\rangle=\left\langle 0, f_{0}, \ldots, f_{n-1}\right\rangle
$$

$$
\begin{aligned}
&\left\|\mathbf{S}\left\langle f_{0}, \ldots, f_{n-1}, 0\right\rangle\right\|_{\mathbf{H}_{n}}^{2}= \\
&=\left(\mathbf{L}_{n-1}\left\langle f_{0}, \ldots, f_{n-1}\right\rangle,\left\langle f_{0}, \ldots, f_{n-1}\right\rangle\right) \leqq\left(\mathbf{K}_{n-1}\left\langle f_{0}, \ldots, f_{n-1}\right\rangle,\left\langle f_{0}, \ldots, f_{n-1}\right\rangle\right)= \\
&=\left(\mathbf{S}\left\langle f_{0}, \ldots, f_{n-1}, 0\right\rangle,\left\langle f_{0}, \ldots, f_{n-1}, 0\right\rangle\right)_{\mathbf{H}_{n}},
\end{aligned}
$$

the operator $S$ can be considered as a symmetric operator in $\left(\bigoplus_{0}^{n} \Omega\right)_{\mathbf{H}_{n}}$, and admits, by Corollary 2 , a selfadjoint extension $0 \leqq \hat{S} \leqq 1$ on $\left(\oplus_{0}^{n} \mathfrak{R}\right)_{\mathbf{H}_{n}}$. Let $\mathbf{E}(\lambda)(0 \leqq \lambda \leqq 1)$ be the resolution of identity for S , then just as in the proof of Theorem 1 ,
$\left\{A_{0}, \ldots, A_{m}\right\}$ is a Hausdorff moment sequence with respect to the spectral function $E(\lambda)$, defined by

$$
(E(\lambda) f, g)=\left(\mathbf{E}(\lambda)\langle f, 0, \ldots, 0\rangle,\langle g, 0, \ldots, 0\rangle_{B_{n}}\right.
$$

Suppose finally that $m=2 n+1$ and $\mathbf{H}_{n} \geqq \mathbf{K}_{n} \geqq 0$. Then the Hankel matrix $\mathbf{H}_{n+1}$ with $A_{2 n+2}=A_{2 n+1}$ is positive. In fact,

$$
\begin{gathered}
\left(\mathbf{H}_{n+1}\left\langle f_{0}, \ldots, f_{n+1}\right\rangle,\left\langle f_{0}, \ldots, f_{n+1}\right\rangle\right) \geqq\left(\mathbf{K}_{n}\left\langle f_{0}, \ldots, f_{n}\right\rangle,\left\langle f_{0}, \ldots, f_{n}\right\rangle\right)+ \\
+\sum_{k=0}^{n}\left(A_{n+1+k} f_{k}, f_{n+1}\right)+\sum_{k=0}^{n}\left(f_{n+1}, A_{n+1+k} f_{k}\right)+\left(A_{2 n+1} f_{n+1}, f_{n+1}\right)= \\
=\left\|\left\langle f_{0}, \ldots, f_{n-1}, f_{n}+f_{n+1}\right\rangle\right\|_{K_{n}}^{2}
\end{gathered}
$$

Consider the truncated shift operator $\mathbf{T}$ in $(\underset{0}{\oplus+1} \Omega)_{\mathbf{H}_{n+1}}$ :

$$
\mathbf{T}\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle=\mathbf{P}\left\langle 0, f_{0}, \ldots, f_{n}\right\rangle
$$

where $\mathbf{P}$ is the orthogonal projection onto the closure of the canonical image of ${\underset{\sim}{\oplus}}_{\underset{0}{n}}^{( } \boldsymbol{R}$. Since

$$
\begin{gathered}
\left\|\mathbf{T}\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2}=\sup _{\boldsymbol{g} \in \boldsymbol{\Omega}} \frac{\left|\left(\left\langle 0, f_{0}, \ldots, f_{n}\right\rangle,\left\langle g_{0}, \ldots, g_{n}, 0\right\rangle\right)_{\mathbf{H}_{n+1}}\right|^{2}}{\left\|\left\langle g_{0}, \ldots, g_{n}, 0\right\rangle\right\|_{\mathbf{H}_{n+1}}^{2}}= \\
=\sup _{\boldsymbol{\in} \in \boldsymbol{\Omega}} \frac{\left|\left(\mathbf{K}_{n}\left\langle f_{0}, \ldots, f_{n}\right\rangle,\left\langle g_{0}, \ldots, g_{n}\right\rangle\right)\right|^{2}}{\left(\mathbf{H}_{n}\left\langle g_{0}, \ldots, g_{n}\right\rangle,\left\langle g_{0}, \ldots, g_{n}\right\rangle\right)} \leqq\left(\mathbf{K}_{n}\left\langle f_{0}, \ldots, f_{n}\right\rangle,\left\langle f_{0}, \ldots, f_{n}\right\rangle\right)= \\
=\left(\mathbf{T}\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle,\left\langle f_{0}, \ldots, f_{n}, 0\right\rangle\right)_{\mathbf{H}_{n+1}},
\end{gathered}
$$

the operator $\mathbf{T}$ is considered as a symmetric operator in $(\underset{0}{\oplus+1} \Omega)_{\mathbf{H}_{n+1}}$ and admits, by Corollary 2 , a selfadjoint extension $0 \leqq \hat{\mathbf{T}} \leqq 1$. It follows that for $j \leqq n+1$ and $k \leqq n$
for

$$
\begin{aligned}
\left(A_{j+k} f, g\right)=\left(\mathbf{S}^{k}\langle f, 0, \ldots, 0\rangle\right. & \left., \mathbf{S}^{j}\langle g, 0, \ldots, 0\rangle\right)_{\mathbf{H}_{n+1}}= \\
& =\left(\mathbf{T}^{k}\langle f, 0, \ldots, 0\rangle, \mathbf{T}^{j}\langle g, 0, \ldots, 0\rangle\right)_{\mathbf{H}_{n+1}}
\end{aligned}
$$

$$
\mathbf{T}^{k}\langle f, 0, \ldots, 0\rangle=\mathbf{S}^{k}\langle f, 0, \ldots, 0\rangle \quad(k \leqq n)
$$

and

$$
\mathbf{S}^{j}\langle g, 0, \ldots, 0\rangle=\mathbf{S T}^{j-1}\langle g, 0, \ldots, 0\rangle \quad(1 \leqq j \leqq n+1)
$$

Let $\mathbf{E}(\lambda)(0 \leqq \lambda \leqq 1)$ be the resolution of identity for $\hat{\mathbf{T}}$. Then it follows that for $j \leqq 2 n+1$

$$
\begin{aligned}
\left(A_{j} f, g\right) & =\left(\hat{\mathbf{T}}^{j}\langle f, 0, \ldots, 0\rangle,\langle g, 0, \ldots, 0\rangle\right)_{\mathbf{H}_{n+1}}= \\
& =\int_{0}^{1} \lambda^{j} d(\mathbf{E}(\lambda)\langle f, 0, \ldots, 0\rangle,\langle g, 0, \ldots, 0\rangle)_{\mathbf{H}_{n+1}}
\end{aligned}
$$

Now $\left\{A_{0}, \ldots, A_{2 n+1}\right\}$ is a Hausdorff moment sequence with respect to the spectral function $E(\lambda)$, defined by

$$
(E(\lambda) f, g)=(\mathbf{E}(\lambda)\langle f, 0, \ldots, 0\rangle,\langle g, 0, \ldots, 0\rangle\rangle_{\mathbf{H}_{n+1}} .
$$

This completes the proof.
Remark 3. Kreĭn and Krasnoselskiŭ [5; §7] proved Theorem 3 only for the case $m=2 n$.

## 6. Trigonometric truncated moment problem

A finite sequence $\left\{A_{0}, \ldots, A_{n}\right\}$ of bounded operators is called a trigonometric moment sequence, if there exists a spectral function $E(\lambda)(-\pi \leqq \lambda \leqq \pi)$ such that

$$
A_{k}=\int_{-\pi}^{\pi} e^{i k \lambda} d E(\lambda) \quad(k=0,1, \ldots, n)
$$

It is a Kreth moment sequence, if $E(\lambda)$ can be taken as a function on $[-\pi / 2, \pi / 2]$, i.e.

$$
A_{k}=\int_{-\pi / 2}^{\pi / 2} e^{i k \lambda} d E(\lambda) \quad(k=0,1, \ldots, n)
$$

For a sequence $\left\{A_{0}, A_{1}, \ldots\right\}$, the Toeplitz matrix $\mathrm{T}_{n}$ and the shifted Toeplitz matrix $\mathbf{T}_{n,+}$ are the operators on $\underset{0}{\oplus} \mathrm{n}$, given respectively by

$$
\mathbf{T}_{n}=\left(\begin{array}{ll}
A_{0}, A_{1}, A_{2}, & \ldots, A_{n} \\
A_{1}^{*}, A_{0}, A_{1}, & \ldots, A_{n-1} \\
A_{2}^{*}, A_{1}^{*}, A_{0}, A_{1}, \ldots, A_{n-2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
A_{n}^{*}, A_{n-1}^{*}, A_{n-2}^{*}, & \ldots, A_{0}
\end{array}\right) \text { and } \mathbf{T}_{n,+}=\left(\begin{array}{c}
A_{1}, A_{2}, \ldots, A_{n+1} \\
A_{0}, A_{1}, \ldots, A_{n} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
A_{n-1}^{*}, A_{n-2}^{*}, \ldots, A_{1}
\end{array}\right)
$$

Theorem 4. $\left\{A_{0}, \ldots, A_{n}\right\}$ is a trigonometric moment sequence, if and only if the Toeplitz matrix $\mathbf{T}_{n}$ is positive. It is a Kreĭn moment sequence, if and only if, in addition, the shifted Toeplitz matrix $\mathbf{T}_{n-1,+}$ has positive real part.

Proof. Suppose that $\left\{A_{0}, \ldots, A_{n}\right\}$ is a trigonometric moment sequence. As in the proof of Theorem 1, there exists a unitary operator $\hat{U}$ on a Hilbert space $\hat{\mathfrak{R}}$ and a bounded operator $J$ from $\Omega$ to $\hat{\mathfrak{R}}$ such that

$$
\left(\mathbf{T}_{n}\left\langle f_{0}, \ldots, f_{n}\right\rangle,\left\langle f_{0}, \ldots, f_{n}\right\rangle\right)=\left\|\sum_{k=0}^{n} \hat{U}^{k} \cdot J f_{k}\right\|^{2}
$$

${ }^{10 *}$
and

$$
\left(\mathbf{T}_{n-1,+}\left\langle f_{0}, \ldots, f_{n-1}\right\rangle,\left\langle f_{0}, \ldots, f_{n-1}\right\rangle\right)=\left(\hat{U}\left(\sum_{k=0}^{n-1} \hat{U}^{k} \cdot J f_{k}\right), \sum_{k=0}^{n-1} \hat{U}^{k} \cdot J f_{k}\right)
$$

Thus the Toeplitz matrix $\mathbf{T}_{n}$ is positive. In case of a Kreinn moment sequence, $\mathbf{T}_{n-1 .+}$ has positive real part, for $\hat{U}$ has positive real part.

If, conversely, the Toeplitz matrix $\mathbf{T}_{n}$ is positive, the shift operator $\mathbf{V}$ :

$$
\mathbf{V}\left\langle f_{0}, \ldots, f_{n-1}, 0\right\rangle=\left\langle 0, f_{0}, \ldots, f_{n-1}\right\rangle
$$

is isometric in $(\underset{0}{\oplus} \Omega)_{T_{n}}$, hence there exists a spectral function $\mathbf{E}(\lambda)(-\pi \leqq \lambda \leqq \pi)$ in $\left(\oplus_{0}^{n} \Omega\right)_{T_{n}}$ such that $\int_{-\pi}^{\pi} e^{i k \lambda} d \dot{\mathbf{E}}(\lambda)$ is an extension of $\mathbf{V}^{k}$ for all $k$. It follows, as in the proof of Theorem 1,

$$
A_{k}=\int_{-\pi}^{\pi} e^{i k \lambda} d E(\lambda) \quad(k=0,1, \ldots, n)
$$

where $E(\lambda)$ is the spectral function in $\Omega$, defined by

$$
(E(\lambda) f, g)=(\mathbf{E}(\lambda)\langle f, 0, \ldots, 0\rangle,\langle g, 0, \ldots, 0\rangle\rangle_{\mathbf{T}_{\mathbf{n}}}
$$

If, in addition, the shifted Toeplitz matrix $\mathbf{T}_{n-1,+}$ has positive real part, it follows

$$
\begin{aligned}
& \operatorname{Re}\left(\overline{\mathbf{V}}\left\langle f_{0}, \ldots, f_{n-1}, 0\right\rangle,\left\langle f_{0}, \ldots, f_{n-1}, 0\right\rangle\right)_{\mathbf{T}_{n}}= \\
& \quad=\left(\operatorname{Re}\left(\mathbf{T}_{n-1,+}\right)\left\langle f_{0}, \ldots, f_{n-1}\right\rangle,\left\langle f_{0} ; \ldots, f_{n-1}\right\rangle\right) \geqq 0
\end{aligned}
$$

hence by Proposition $3 \mathbf{E}(\lambda)$ can be taken as a function on $[-\pi / 2, \pi / 2]$. This completes the proof.
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