Proximity. structures in ‘Boolean Algebras

By K.N. MEENAKSHI in Madras (India)

This paper is an attempt to study the notion of proximity structure (cf. I. S. GAL)
in the class of classical topological Boolean Algebras (cf. G. NOBELING): A topolo-
gical proximity Boolean algebra is defined in a manner similar to that of a proximity
space. In the first section we prove that a classical topological Boolean algebra
is completely regular if and only if it is a topological proximity algebra. Then we
proceed to show that there exists a coarsest uniform structure compatible with
a proximity structure of a classical topological Boolean algebra. Using this we prove
that a classical topological Boolean algebra is completely regular if and only if it
is homeomorphic to an invariant subalgebra of a compact regular space.

In section 2 we study quotient algebras of the form S(X)/I where X is a completely
regular space of topological weight m and I is an m-additive ideal of S(X) (cf.
Sikorsk1). We introduce the notion of quotient uniformity and quotient proximity
“in S(X)/I and discuss the permutability of the two operations of taking quotient
proximity and quotient uniformity.

A similar concept is studied by A.S. SVARC (cf. Math. Reviews, 19 (1958),

p. 436) in his paper on “Proximity spaces and lattices”. In Section 3 the-connection
between the concept of d-lattices of SVARC and our notion of proximity Boolean .
algebras is explamed

The author is grateful to DR. V. S. KrisHNAN for the provision of both advxce
and encouragement in the work presented here and to the Council of Scientific
and Industrial Research, Government of India, for a Senior Research Fellowship.

1. Definition 1. A proximity relation S for a Boolean algebra EB is a binary
- _relation which satisfies the following axioms:

P. 1: A0 for every element 4 € B where 0 is the zero element of B.

P.2: AIEA2 =A,04, for any two elements Ay, A, in B.

P.3: A, AA,>0=A4,04, (i.e. not A,04,), where A, A A, denotes the Boolean
product of A,, A, in B.

P.4: A5(B+ C)=AdB and A3C where B+C denotes the Boolean sum of
B and C in B.

pP.5: A,64,= there exist elements B, ,-B2 in B such that 4,6¢B; for i=1,2
and B;0B, where cB denotes the complement of B in B.

Definition 2. Let (B, 1) be a classical topological Boolean algebra. Then
a proximity relation & defined in B is said to be compatible with the topology T on B
if for each element A4 in B, Z(U|UdcA) exists in B and intd=X(U|UdcA).
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Note. The proxinﬁity relation & is compatible with the topology t of (B, 7)
ifand only if the open elements of (QS 7) are prec:sely the elements (4) of the form
A= E(UlUécA)

(B, 1) is called a topological proxxmlty algebra if there exists a proximity rela-
tion on B compatible with its topology .

Definition 3. (See NOBELING, p. 91.) Let (B, t) be a classical topological
Boolean algebra. If for each dyadic rational t=m/2" (in=0,1,2,...,2"; n=1,2,..)
H, is an open element of B such that H, < H,. for t" <", then we call the set {H,}
of open elements H, from B a binary scale. ‘

Def initi.on‘4. A classical topological Boolean algebra B is completely regular
if for any two non-zero elements 4, and F, of B such that (1) A;A F;, =0 and
(2) F, is closed, there exists a binary scale (H,) such that A, A Hy=>0and F, A H, =0.

Proposition 1. Let (B, 1,8) be a classical topological proximity Boolean
algebra. Then ’

(1) A;=B;(i=1,2) and B 0B, = A,54,;

2 4 6A2=>A 8A, where A denotes the closure of A in (QS 7);

(3) 4 (5cA3=> there exists an element A, in B such that A, 50A , and Ay0cAy;

@4 4 \0A, = there exist open elements G,,G, in B with A5cG;, i=1,2
and G,6G,; and .

(5) (B,7)is completely regular.

Proof. (1), (2), (3) and (4) follow by simple arguments using P,, P,, Py, P,
and Ps. For example we shall prove (2). To prove (2) it suffices to show that
A ¢SA2 =A4,6A4,. A;0A,= there exist elements B,, B, with 4, 5cB;, i=1,2, and
B 632= there exist open elements H,, H, such that 4;,<H; and H A H,=0=>
=4, AA;=A4;n4;=0. Hence 4 ($_A2=> there exist B,, B, with AdcB; and
B,6B,= there exist B,, B, with A 6cB and B, AB,=B, AB,=0= there exist

" B,, B, with A5cB;, A, <B, <cByoA,, A,<B,<cB A, >A6A4;, and A ,0A,.

Proof of (5). Let 4,>0 and F, >0 be any two elements such that (i) F,

is closed-and (ii) AqA F; =0. Set ¢cF,=H,. Then Ag<H,= Z(U USF 1). Therefore
there exists an open element H, such that

AoAHy=0 and HyOF,.

Now HyF, =>H06F = there exist open elements G,, G, with Hy<G,, F, <G,
HoécGl, and G 6Gz=> there exists an open element G, such that H, <G, <G, < H,,
G,0F,, and H,5¢G, .

Setting G, = Hy we have _
0 Hy<Hy<Hy<AHf,,
Q@) HodcHy, and  (3) H,}éF,

Replacing A4, and F, by Hy and cH; we can construct an open element My
such that (1) Hy<Hy;<Hy;<H; and (2) HodcHy.
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: . m
We can construct H, for every dyadic fraction = 2‘,,

follows. ,
Having defined H, for t:zﬂ (m=0,1,2, ..., 2", we define H, for ¢’ ==r .

Tf m is even, mo.m and Hm is defined. Letm be odd Then Hm—1 and Hmi:

2+ 2" o . 2n+t 2n+ 1
are already defined satisfying _
(1) Hm—_1 < Hpyy and (i) Hy -y 50( m+1)
onE1 onrt 2nF1 an+t
Now as before we can construct an open element G such that
(]) H,_, <G<G<Hm+1’
an+l an+t
(i) H,_, 5¢G,
an+t
{iii) G5 c(Hp+1
2"+1

- Set G=H n . Thus for each dyadic rational ¢ we can define an open element

2n+1

H, in B such that )
() Hy<H,<H <H,<H,<H, for every t<t’;
Gi) . AgnH,>0 and (i) F,AH,=0.

Hence B is completely regular.

Proposition 2. Every classical topological completely regular Boolean algebra
(B, 1) is a topological proximity Boolean algebra.

, Proof. (B, 1) is uniformisable (cf. NOBELING p. 195). Let Q be the index
set corresponding to a uniformity 2 of B. Then for each element A€W and to
each index « €Q an element V,(A4) in B is uniquely associated satisfying the unifor-
mity axioms U, to Ug (cf. NOBELING, p. 169).

Define for any two elements 4, B in B, AS8B <« there exists an € Q such that
V(A) A V(B)=0.

We shall show that & is a proximity relation on B compatlble with the topology T.
Axioms P, P,, P, and P, follow easily from axioms U, — Ug. Suppose A4 5A2.4
Then there exists an a € Q such that V,(4,)A V,(4,)=0. Given o €Q there exists
a f € Q such that Vy(Vy(V4(A))) = V,(A) for each A € B. Let B; = Vy(Vy(4)) for i=1,2.
Then Vj(B,) A Vy(B,) =(V(4)) A V(4,) =0. This implies B 5B, Again B; A cB;=0

=>Vﬁ(Vﬂ(A,))AcB =0=Vy(4) A Vy(cB)=0=A4,5cB;. . Thus axiom Ps is also
satisfied.

Now we shall show that an element A€(B, t) is open if and only. if
A=X(U|UbcA).
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Suppose A is open. Then cA is closed and therefore ¢4 = A V.(cA4). This implies
. . ac
A= Zc( V(cA)). , ,
V (cA) Ae(V, (cA)) 0 implies cAéc( (cA)). This in turn implies

c( VicA)) = Z(UI UécA)

Conversely suppose 4= Z(UlUécA) Then A=Z(U|UN V(cA)=0 for some
a€9Q). This implies A4 A( /\ V(cA))=0 and therefore AA(cA)=0. Therefore

- cA=cA. Hence cA is closed and A is open.
Propositions 1 and 2 lead to the following result:

. Proposition 3. A topological Boolean algebra (B, 1) is completely regular
if and only if there exists a proximity relation 5 compatible with the topology of B.

Let (B,7,0) be a topologlcal proximity algebra. We call a finite covering
" (A, Ay, ... A,) of B a 6 covering or a proximity covering if there exists another
covermg (B,, B, ..., B,) of B such that B,dcA4;or B;<<A,for i=1,2, ..., n. Here by
a covering we mean a set of elements whose Boolean sum is the umt element of B.

The followmg properties of d-coverings are easily proved @) If U, and Ay
are two d-coverings of a prox1m1ty topologlcal algebra (B, 7, (S) then the covering
U A W= (A, AAy|A €A, AZEQII;)IS also a 6-covering,and (ii)if W= (A4, A3,...,4,)

is a é-covering of (B, 7, ) then c(Z’A)<< DA
i¢!
The concept of a - -covering of a topological proximity algebra (3, 1, 9) is
the extension of: the notion of proximity coverings defined in ([1]). We use -this
concept in the proof of the following theorem:

Proposition 4. Let (B, 1) be a classical topological Boolean algebra and let
& be a proximity relation compatible with the topology of B. T) hen there exists a coarsest
uniform structure. A on B compatible with b.

The proof of this result runs almost parallel to the proof of the corresponding
theorem on proximity spaces (cf. [1]). So we shall give only the important steps
in the proof.

Let A =(U,:x€Q) be the family of all finite §-coverings of (B, 7, §). For each
element A€B and for each feQ define Uy(A)=Z(4P:4% €U, with A# A A=0).
This defines the coarsest uniform structure on B compatible w1th 8 i.e. for any
two elements A4,, A, of B, 4 5A2 if and only if U (4,) A Ua(Az) 0 for some aEQ
Axioms U,, U,, U, and U; are easxly seen to hold good.

To prove U, suppose U, =(A;;i= . n)€A. Let I be a subset of (1, 2 .. )
and U,, be the coveringU,, =(4,, 4;,) where 1’ is the set complement of /in (1, 2, ... n)

and A,— V A;. Then we have (1) U,, is a 5-covering for each I and U(A)—

i€l
= A U, ,(4) and (2) for each U,, there exists another J-covering U, such that
I : } :
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U,,I(Uﬁ,(A)) U,,(A4). To prove (1) suppose UfA)% AU, (4). Then there exists
an element BESB with B0, BAU,(4)=0 and B</\ ,(4). Let I be the set of’

all .indices in i=1,2, ..., n such that A AA; =0 Then U (4)=A,=U,(A)-and
BAU, (A)=BA Ua(A) =0 and this contradicts B <AU,,(4). Hence U,(A) =AU, (4).
! , )

Using property (ii) of 6-coverings and result (3) of Proposition 1, we can construct.
for each subset I of (1,2, ..., n) elements K;; (i=1, 2, 3, 4) such that ¢4, <K, <
<«K;, <K<Ky «A;. Define B, =K;,, B;,=K;yncK;, and By, =cK;;. Then
B; AB; =0, By +B;, <A, and B,+B;=A;,. Now Kp<=Kp,<«<Kp=Kp,=
there exist elements L, ,L;, such that K; <L <K<K <L, <Kp. Set
M, =L,,M, _L,Z/\cL, and M; =cL;,. Then (M,l, M, M;)is a covermg.
of B with M, <B,, for i=1,2,3. This shows that Up=(B:i=1,2,3) is a -
covering of B. Clearly for any element A€B, Uy (U (A))=Ay, or Ay or A;+ A4,
and in all these cases Uﬁ[(Uh(A)) U,,(A4). This completes the proof of (2).

Let U, be the intersection of all the coverings Uj,. Then Uy is again a §-covering’
and U,,(A)§/\U,,I(A). Now

/AN

Us(Up( )= A(Up, (A Up, (D) = A U, (Up, () = AU (A) = Ua(A):

Thus we have shown that axiom U, is satisfied.
Before proving Us we shall show that the uniform structure is compatible

with 8. Suppose A 0A,. Then (cA,, cAy)is a d-covering=U, €A and U,(4,)=cA,
- and therefore U,(4,)AA,=0. Given U, there exists a Uz;€A such that
Uy(Uy(A4,)) < U, A4,) and for this B, Ua(Al) ANA;=0=2Uy(A) A Ug(A4,)=0. Thus
A,84,=U(A4,) AULA,)=0 for some o € Q. Conversely suppose U,(A4;) A U (4,)=0.
Let U, be the covering (B;:i=1,2, ..., n). Then there exists a subset 7 of (1,2, ... n)
such that 4, =cB; and A4,=cB,. By property (ii) of d-coverings cB;0cBy and
therefore 4,6A4,. Hence A 04, & there exists an a € Q such that U,(4, )/\ U/(A4,)=0.
To prove Ug suppose A€ B. Since 5 is compatlble with 1,

cA=ZX(U|USA)
and therefore
A= /\(cUlU(SA)— AUIUAU4)=0 for some a€2)= A U A).
This proves A= AUA)..

To complete the proof of Proposition 4 we have only to show that glven any
uniform structure B on B compatible with & and any a€Q there exists a VEB
such that V(4)=U,A) for all 4¢B. Suppose U,=(4;:i=1,2,...n). Since U,
is a 6-covering there exists another covering (B;: i=1,2,...n) such that B;<A,.
Now B;<<A;=B;dcA;=V{(B) A cA;=0 for some V,¢B. leen(V i=1,2,...n€EVY,
there exists Vel such that V(A)=VLA) for i=1,2;...n and for all AEQS We
shall show that V(4)=U(A4) for all 4¢B.

V(A)=Z(V(AAB)|A A B;#0)=E(V(B)|A A B, =0)=Z(A,]4 A B; 20) = U(A).

Now we proceed to study the problem of imbedding a topological proximity
algebra in a compact regular space. We call a subalgebra B of a compact regular
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space S(X) an invariant subalgebra provided for each element A€B U (A) €B
for each U, €A and A U,(A4)€B, where A is the unique uniform structure on S(X).

Proposition 5. Let S(X) be a compact regular space. Then every invariant
subalgebra of S(X) is completely regular and therefore a proximity Boolean algebra.

The proof is evident.

Proposition 6. Every topological proxiMity algebra (B, 1, 9) is (S“-isomorph_ic
to an invariant subalgebra of a compact regular space.

- Proof. Let (B, Q) be the coarsest uniform structure on B compatible with §
constructed in the proof of Proposition 4.

Let M be the set of all ultrafilters (F) in B. For each 4€3B let ¢pA be the set
of all ultrafilters in M to which A4 belongs. Then @A € S(M). For each F € M define
U(F)= N [p(U(4))|4€F] where n@U,(A) is the set intersection of the subsets
(@(U(A)):A€ F) of M. With this uniformity, M is a complete uniform space (cf.

NOBELING, p.202) and (B, 1, 8) isd isomorphic to the subalgebra (¢4 :4 € B) of S(M).

To show that M is compact it is enough to prove that the uniform. structure

B defined above, is totally bounded. Let U,€B correspond to the §-covering
(A;:i=1,2,...n)of B.Let (F;: i=1,2,... n) be ultrafilters in M such that 4,€F;.
Let N be 'the finite subset N=(F;: i=1,2,...n) of M. Then clearly U (N)=M.
This completes the proof that 8B is totally bounded and therefore M is compact.

Theorem 1. A topological 'Boolean algebra (B, 1) is completely regular if
and only if (B, 1) is homeomorphic to an invariant subalgebra of a compact regular
space.

The proof follows from Propositions 5 and 6.

2. Definition. Let X be a topological space of topological weight m and let
I be an m-addive ideal of S(X). Then we can define a topology in S(X)/! as follows:
an element [A4] in S(X)/] is closed if and only if A = F (mod /) where F is a closed
element of S(X). (cf. SIKORsKI). We can call this the quotient topology on S(X)/I.
Now we proceed to define and study quotient uniformity and quotient proximity
in S(X)/I where X is a completely regular space.

Proposition2.1. Let (X, 8) be a proximity space and let I be an ideal of S(X).
Then we can define a proximity structure in the quotient algebra S(X)/I as follows:
For any two elements [A,], [4,] in S(X)/I, [Al]S[AZ] < there exist elements B,, B, -
in S(X) such that A;=B; (mod I) and B,6B,. )

Proof. P. 1. For any subset A of X, Ad¢ where ¢ is the null set and this
implies [A]6[0] in S(X)/L. '

P. 2. Clearly [4,10[4,] o[AZ](S[Al]

P. 3. [4,]A[4,]=[01=B, N\ B, &1 for B,= A,,z—-l 2, =B 632=>[A1]6[A2]
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P. 4. [A15([B]+[C]) =[AI5[B+ C] = there exist A4,, B,, C, such that A=4,
B=B,,C=C, and A,8(B,+C,)<[A)5[B] and [4]5[C].

P. 5. Suppose [4,18[4,]. Then there exist B,, B, in [4,], [4,] such that B,5B,.
.'Thi_s implies that there exist elements C;, C, in S(X) such that lziécCi (i=1, 2)_ and
-C16C,. Therefore [4,]6[4,] = there exist {C,], {C,] such that [4,]6¢[C;] and [C,]6[C,].

Proposition 2.2. Let (X, B) be a uniform space of topological weight m and
det I be an m-additive ideal of S(X). The: we can define a uniformity in the quotient
S(X)/I as follows: for each element [A] in S(X)/I UfA)={U,(4*)] where

A*=c(Z(GIGAA €L, G open in S(X))).
Proof. A, =4, (mod [)=A%= A% (cf. SiKORSKI).
U. 1. [A]=[A*]=[U(4%)] = U,[A4].

U. 2. Given o, f§ there exists a y such that U,(A*) N Uy(A*)D U(4*) and for
‘this y, UJfA}A U,g[A] =U,[4].

U. 3. Given a, thre exists a y such that (U,-U)(A*) < U/(A4*) in S(X) and
;given y there exists a f§ such ihat Uy(4*)c U, (A4*). Now

Up(UplA]) = UyLUp(A4*)] = [ Up(Up( AN ] = U U AN = [U(UA%))] =[Ua¥)] =
=U,[A].
U. 4. UJAIA[B]=[0] = U A*)N Bl = U A*) N B* =0
= AT N ULB*) =0 = [4] A U[B]=[0).
U.5. [A]=[A,] = AT =A% = UAD = ULAL) = UJA,]=UJl4,).
U.6. AU[A]= AU A¥)] = AULAN =[N U (a*)]=IN Ugd*)] =[4*]=[A].

Theorem 2. Let (X, B) be « uniform space of topological weight m and let
I be an m-additive ideal of S(X). Also let 8 be the proximity defined by B on
X. Then the quotient proximity on S(X)/I defined by & (denoted by &,) is the same
.as the proximity defined in S(X)/I by the quotient uniformity B, (denoted by 5s).

Proof. [4, ]_,[A ]<=B,6B, for some B,=A,(modI), (i=1,2,)=BfB% in
S(X) U BY)NU(B3)=¢ for some U, EQB::»U[ 1NUJA4,]1=[0] in S(X)/I
=[A4,164[4,] —~ (i). Conversely [4, 10l 4,)=>UJA4,] A U[ ,]=[0] for some acQ=
=SULADNU (A5 el = A% U(A*)EI — (ii). Again AANUAHDeI=4,N Ua
(43) eI — (iii). Now given a € Q, there exists a f€Q such that Uy(A4%) =int U (43).

‘Therefore for this B, A, NU(4f)cl=A4,Nint U A})€I=AFNint U(AZ)EI=>
= AN U5 €T — (iv).

~ From (ii), (111) and (iv) we have [Al]ég,[A»J:A* N Uy(A43 ) ¢ for some ¢ Q=
U4 NU(A43)= ¢ for some yEZ=>AXSA% in S(X):>[A1]5,[A ] in S(X)/I=
=>[A1]6,[A2] — (v). Hence from (i) and (v) we have [4,]6,[4,] =[4]6x(4,].
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Theorem 3. Let (X, 6) be a pr oximiiv space of topological weight m and let
1 be an m-additive ideal of S(X). Also let u denote the coarsest uniformity on S(X )}

comparlble with 8. Then the coarsest uniformity on S(X)/I computible with &, is-
the same as the quotient uniformity U;.

Proof. M has a base conslstmg of surroundmgs of the form U,= U (A;X4)

where (4;: i=1,2,...,n) is an open covering of S(X). If(4;:i=1, 7 .n)is a
§-covering of (X, 6) then ({4,):i=1,2, ..., n) is a &,-covering of S(X)/I. ThlS implies.
A, is coarser than the coarsest umformity compatible with &, and therefore ;.
is the coarsest uniformity compatible with 5, in S(X)/I.

3. In this section we shall prove a proposition connecting the concept of proximity-
lattices of Svarc and our notion of proximity Boolean algebras.

-Definition 5. A subset i of a proximity Boolean algebra (B, 5) is called
Svare open if (i) for each U€ N, there exists a ¥ € such that UdcV, and (u) if U Vv
are in 2 then the set (W:US¢W and WocV)cU.

Proposition 3.1. Let (B,1,9) be a topological proximity algebra. Then any
element A of B of the form A= X(U:UcWN) where W is a Svarc open set of B is open.
Conversely if A is an open element of B then the set (U:UdcA) is a §varc open set
of B.

Proof. Suppose A=2(U:U¢l) where i is a §varc open set of B.

Now U€U= there exists a V€ such that UdcV = there exists a ¥=A such.
that- UdcV=UdcA=U= intA. These imply A= int4 and hence 4 is _open..
Conversely suppose 4 is an open element of (B, 1, 5). Let W =(U:UdcA).- UdcA =
there exists a ¥ such that UdcV and VcA= there exists a V€U such that UdcV..

This proves. i satisfies condition (i) of Definition 5. Clearly 1I satisfies condition.
(ii) a]so Hence i is a Svarc open set of B. .
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