# Another proof of the Gödel-Rosser incompletability theorem. 

By László Kalmár in Szeged.

In a paper ${ }^{1}$ ) which became a source of a serjes of investigations, Gödel has proved a theorem to the effect that for every postulate system satisfying some very general conditions, there is an arithmetical problem unsolvable in that system. One of the conditions for the postulate system requires not only its non-contradictoriness, i. e. the absence of two theorems one of which is the negation of the other, but also its $\omega$-consistency, i. e. the absence of an enumerable series of theorems, one stating that some positive integer has a given property while the others state in succession that 0 does not have that property, 1 does not have that property, etc. While non-contradictoriness is a natural condition for in a contradictory system. (containing some parts of logic, e. g. those allowing to form indirect proofs) everything can be proved, hence there are no. unsolvable problems, $\omega$-consistency is regarded a rather sophisticated condition. Hence it was a great progress that Rosser succeeded ${ }^{2}$ ) in replacing the condition of $\omega$-consistency by. non-contradictoriness:

In this paper I shall give a simplified proof for Rosser's theorem using, with appropriate modifications, the method by which I proved Gödel's theorem ${ }^{3}$ ). At the same time, I shall present the proof with the same degree of generality as I did that of GöDEL's theorem in two recent publications ${ }^{4}$ ),

[^0]i. e. without making use of the deductive structure of the postulate system: in question.. This enables me to formulate the proof without supposing any concept of symbolic logic so that it can be understood without preliminary knowledge.

1. Let us call a theory ${ }^{5}$ ) any ordered triad $\Theta=(A, P, x)$ formed of two arbitrary sets $A$ and $P$ and a function $x$ of one variable defined over $P$ and taking elements of $A$ as values.

We call the elements of $A$ assertions ${ }^{6}$ ) or propositions, those of $P$ proofs. If $\mathbf{a}=x(p) \cdot(\mathbf{a} \in A, p \in P)$, we call $\mathbf{a}$ the conclusion of $p$ and $p$ a proof of $\mathbf{a}$. A proposition which is the conclusion of a proof is called a theorem in $\Theta$.
2. In this paper, we shall deal with special theories which we call Rosser theories. A Rosser theory is a theory $\Theta$ satisfying the conditions (a) to (e) below.
(a) $\Theta$ has to be adequate to express, negation; i. e. a function $v$ of one variable has to exist, defined for some propositions and taking propositions as values. Moreover, $\boldsymbol{\nu}(\mathrm{p})=\boldsymbol{\nu}(q)$ has to imply $p=q$.

If $\nu(\mathbf{a})$ is defined, we call a deniable proposition and we call $\nu(\mathbf{a})$ the negation of a, or the contrary assertion to a; also a is called the contrary assertion to $\nu(\mathbf{a})$. Instead of $\boldsymbol{\nu}(\mathbf{a})$, we shall write $\overline{\mathbf{a}}$. The theory $\Theta$ is called contradictory if for a deniable proposition $\mathbf{a}$, both $\mathbf{a}$ and $\overline{\mathbf{a}}$ are theorems in $\Theta$; it is called non-categorical if for a deniable proposition a, neither a nor $\overline{\mathbf{a}}$ is a theorem in $\Theta$.
(b) $\Theta$ has to be adequate to express precedence relation as well as its negation; i. e. a set $F$ has to exist and a function of three variables $\mathbf{a}=\pi(\mathbf{f}, k, l)$ defined for $\mathbf{f} \in F$ and for non-negative integers $k, l$, and taking deniable propositions as values. Moreover, $\pi(\mathbf{f}, k, l)=\pi(\mathbf{g}, i, j)$ has to imply $\mathbf{f}=\mathbf{g}, k=i, l=j$; and $\pi(\mathbf{f}, k, l)$ has always to differ from $\bar{\pi}(\overline{\mathbf{g}, i, j)}$.

We call the elements of $F$ functionals. Instead of $\pi(\mathbf{f}, k, l)$ we shall write $k<_{\mathrm{f}} l$ (read; $k$ precedes $l$ in the course of values of $\mathbf{f}$ ); we call such

[^1]a proposition a precedence assertion or a positive precedence assertion, its negation $\overline{k \cdot<_{\mathrm{f}} l}$ a negative precedence assertion.
(c). $\Theta$ has to be an interpreted theory; i. e. to each ${ }^{\boldsymbol{i}}$ ) functional an arithmetical function ${ }^{8}$ ) has to be attached, called its interpretation.

If an arithmetical function $\varphi$ is the interpretation of a functional f , we say, $\varphi$ is representable in $\Theta$ and we call $\mathbf{f} \mathrm{a}^{9}$ ) representation of. $\varphi$. A nonnegative integer $j$ is called a counter-example for a precedence assertion $k \prec_{\mathbf{f}} l$ and also for the negation $\overline{l \prec_{\mathbf{f}} k}$ of the converse precedence assertion $l \prec_{f} k$ if we have ${ }^{10}$ )

$$
\varphi(0) \neq k, \varphi(1) \neq k, \ldots, \varphi(j-1) \neq k, \varphi(j)=l
$$

for the interpretation $\varphi$ of the functional $\mathbf{f}$. A positive or a negative precedence assertion is called false if there is a counter-example for $\mathrm{it}^{11}$ ). The theory $\Theta$ is called incorrect if a false, positive or negative, precedence assertion is a theorem in it.
(d) $\Theta$ has to be an enumerable theory, i. e. its functionals as well as its proofs ${ }^{12}$ ) have to form a finite or an enumerable infinite set.

Consider a one-to-one correspondence $\psi$. between the functionals of $\Theta$ and a subset of the positive integers ( 0 excluded!) as well as a one-to-one corresporidence $\chi$ between the proofs of $\Theta$ and a subset of the positive integers. We call the positive integer attached to a functional by $\psi$ or to a proof by $\chi$ is Gödel number. A positive or negative precedence assertion of the form $2 i-1<_{\mathrm{f}} 2 i$ or $\overline{2 i-1<_{\mathrm{f}} 2 i}$ for which $i$ is the Gödel number of the

[^2]functional $\mathbf{f}$ is called a diagonal proposition (a positive or a negative one, respectively); the integer $i$ is called its index. A proof the conclusion of which is a diagonal proposition is called a diagonal proof or a diagonal disproof according as its conclusion is positive or negative; the index of its conclusion is called the index of the diagonal proof or disproof too. The arithmetical function ${ }^{13}$ ).

$\therefore\left(\begin{array}{cc}2 i & \text { if the proof of Gödel number } m \text { exists and is a diagonal } \\ \text { proof of index } i,\end{array}\right.$
$\rho(m)=\left\{\begin{array}{cc}2 i-1 & \text { if the proof of Gödel number } m \text { exists and is a diagonal } \\ \text { disproof of index } i,\end{array}\right.$ 1 : if the proof of Gödel number $m$ does not exists or is neither a diagonal proof nor a diagonal disproof
is called the index function of $\Theta$. (belonging to the correspondences $\psi$ and $\chi$ ).
(e) $\Theta$ has to be adequate to express its own index function, i. e., for an appropriate choice of the correspondences $\psi$ and $\chi$, its index function has to be representable in $\Theta .{ }^{14}$ ).
3. Now we have the following

First form of the theorem of Rosser. A Rosser theory is either contradictory or incorrect or non-categorical.

Indeed, let $\mathbf{g}$ be the representation of the index function $\varrho$ of a Rosser theory $\Theta$ and denote $r$ its Gödel number. Consider the diagonal propositions $2 r-1<_{\mathrm{g}} 2 r$ and $2 r-1<_{\mathrm{g}} 2 r$ of index $r$. If

$$
2 r-1<_{\mathrm{g}} 2 r \quad \mid \quad \overline{2 r-1<_{\mathrm{g}} 2 r}
$$

is a theorem in $\Theta$, denote $p$ one of its proofs and $s$ the Gödel number of $p$. Then $p$ is a diagonal
proof $\quad$ d disproof
of index $r$. By the definition of $\rho$, we have

$$
\varrho(s)=2 r . \quad \therefore \quad \therefore \quad \quad \quad, \quad \therefore(s)=2 r-1
$$

If for a positive integer $t<s$ we have

$$
\varrho(t)=2 r-1, \quad \varrho \quad \quad \quad \varrho(t)=2 r
$$

then, by the definition of $\rho$, the proof $q$ of Gödel number $t$ must exist and be a diagonal
disproof 1 proof

[^3]of index $r$, for
$$
2 r-1 \neq 0, \quad . \quad \mid \quad 2 r \neq 0,
$$
the integer 0 being.
even. $\quad$ not the Gödel number of any functional.
Thus the conclusion of $q$, the
negative | $\because \cdot$ positive
diagonal proposition of index $r$, i. e.
$$
\overline{2 r-1} \overline{\mathrm{~g} 2 r}, \ldots \quad 2 r-1 \prec_{\mathrm{g}} 2 r,
$$
is also a theorem in $\Theta$ and $\Theta$ is contradictory. If, on the contrary, we have
$$
\varrho(t) \neq 2 r-1 \quad \varrho(t) \neq 2 r
$$
for $t=1,2, \ldots, s-1$ (and, on account of $\rho(0)=0$, for $t=0$ too), then we have the counter-example $s$ for the theorem
$$
2 r-1<_{\mathrm{g}} 2 r \ldots \quad \mid . \quad \overline{2 r-1 \ll_{\mathrm{g}} 2 r}
$$
and $\Theta$ is incorrect. If neither $2 r-1 \prec_{\mathrm{g}} 2 r$ nor $\overline{2 r-1 \prec_{\mathrm{g}} 2 r}$ is a theorem in $\Theta$, then $\Theta$ is non-categurical.
4. The case that the theory $\Theta$ is incorrect can be eliminated (i.e. replaced by contradictoriness) if we make some more conditions enabling us to prove, by means of a counter-example for a positive or negative-precedence assertion, the contrary assertion. Thus we call a theory $\Theta$ a Rosser theory in the strong sense if, besides being a Rosser theory, it is satisfying the conditions (f) to (h) below.
(f) $\Theta$ has to be adequate to express equality as wèll as inequality; i. e. a set $N$ has to exist and two functions $\mathbf{a} \doteq \varepsilon(\mathbf{n}, k)$ and $\mathbf{n}=v(\mathbf{f} ; l)$ of two variables, the former defined for $\mathbf{n} \in N$ and for non-negative integers $k$, and taking deniable propositions as values, whereas the latter defined for fuictionals $\mathbf{f}$ and for non-negative integers $l$, and taking elements of $N$ as values.

We call the elements of $N$ numerals. Instead of $\varepsilon(\mathbf{n}, k)$, we shall write $\mathbf{n}=k$; we call such a proposition an equation, its negation $\overline{\mathbf{n}=k}$, which we shall write $\mathbf{n} \neq k$, an inequality. Instead of $v(\mathbf{f}, l)$, we shall write $\mathbf{f}(l)$; we call such a numeral a function value.
(g) $\Theta$ has to be deductively interpreted; i. e. for any functional $\mathbf{f}$, for its representation $\varphi$ and for any non-negative integer $l$, the equation ${ }^{15}$ ) $\mathrm{f}(l)=\varphi(l)$, and for any non-negative integer $k \neq \varphi(l)$, the inequality $\mathbf{f}(l) \neq k$ have to be theorems in $\Theta$.
(h) $\Theta$ has to admit inference from a counter-example for a positive or negalive precedence assertion to the contrary assertion; i. e., for any functional $\mathbf{f}$ and for any non-negative integers $j, k, l$ for which $\mathbf{f}(0) \neq k, \mathbf{f}(1) \neq k, \ldots$, $\mathbf{f}(j-1) \neq k$, and $\mathbf{f}(j)=l$ are theorems in $\Theta$, the same has to hold for the propositions $l \prec_{\mathrm{f}} k$ and $\overline{k<_{\mathrm{f}} l}$.

[^4]5. Now we have the following

Second form of the theorem of Rosser. A Rosser theory in the strong sense is either contradictory or non-categorical.

Indeed, let $\Theta$ be a Rosser theory in the strong sense. By the first form of the theorem of Rosser, $\Theta$ is either contradictory or incorrect or noncategorical. In the case $\Theta$ is incorrect; there is a theorem in $\Theta$ which is a false positive or negative precedence assertion; i. e. it has either the form $k<_{\mathrm{f}} l$ or the form $l \cdot<_{\mathrm{f}} k$ with non-negative integers $k, l$ and a functional $\mathbf{f}$ for which we have for some non-negative integer. $j$

$$
\varphi(0) \neq k, \varphi(1) \neq k, \ldots, \varphi(j-1) \neq k, \varphi(j)=l,
$$

$\rho$ denoting the interpretation of $f$. By (g) we see that

$$
\mathbf{f}(0) \neq k, \mathbf{f}(1) \neq k, \ldots, \mathbf{f}(j-1) \neq k, \mathbf{f}(j)=l
$$

are theorems in $\Theta$; hence, by (h), $l \alpha_{\mathrm{f}} k$ and $\overline{k \alpha_{\mathrm{f}} l}$ are also theorems in $\Theta$ and thus, $\dot{\Theta}$ is contradictory.
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