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#### Abstract

Propagating scattered context grammars are used to generate their sentences together with their parses - that is, the sequences of labels denoting productions whose use lead to the generation of the corresponding sentences. It is proved that for every recursively enumerable language $L$, there exists a propagating scattered context grammar whose language consists of $L$ 's sentences followed by their parses.
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## 1 Introduction

Parallel parsing represents a vivid investigation area concerning compilers today (see $[1,2,9,10,16]$ ). As parsing is almost always based on suitable grammatical models, parallel grammars are important to this area. Since scattered context grammars generate their languages in a parallel way, their use related to parsing surely deserves our attention.

In this paper, we use the propagating scattered context grammars, which contain no erasing productions, to generate their language's sentences together with their parses - that is, the sequences of labels denoting productions whose use lead to the generation of the corresponding sentences (in the literature, derivations words and Szilard words are synonymous with parses). We demonstrate that for every recursively enumerable language $L$, there exists a propagating scattered context grammar whose language consists of $L$ 's sentences followed by their parses. That is, if we eliminate all the suffixes representing the parses, we obtain precisely $L$. This characterization of recursively enumerable languages is of some interest because it is based on propagating scattered context grammars whose languages are included in the family of context-sensitive languages, which is properly contained in the family of recursively enumerable languages. Simply stated, in this paper, we use the propagating scattered context grammars in such a way that this use provides us with the parses corresponding to the generated sentences and, in addition, increases the generative power of these grammars.
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## 2 Preliminaries

We assume that the reader is familiar with the language theory (see $[6,11,12,13]$ ). For an alphabet $V, \operatorname{card}(V)$ denotes the cardinality of $V . V^{*}$ represents the free monoid generated by $V$ under the operation of concatenation. The unit of $V^{*}$ is denoted by $\epsilon$. Set $V^{+}=V^{*}-\{\epsilon\}$. For $w \in V^{*},|w|$ and $\operatorname{rev}(w)$ denote the length of $w$ and the reversal of $w$, respectively. For $U \subseteq V$, $\operatorname{occur}(w, U)$ denotes the number of occurrences of symbols from $U$ in $w$. For $L \subseteq V^{*}, \operatorname{alph}(L)$ denotes the set of symbols appearing in a word of $L$. Let $L_{1}, L_{2}$ be two languages. The right quotient of $L_{1}$ with respect to $L_{2}$, denoted by $L_{1} / L_{2}$, is defined as $L_{1} / L_{2}=$ $\left\{y \mid y x \in L_{1}\right.$, for some $\left.x \in L_{2}, y \in \operatorname{alph}\left(L_{1}\right)^{*}\right\}$. The left quotient of $L_{1}$ with respect to $L_{2}$, denoted by $L_{2} \backslash L_{1}$, is defined as $L_{2} \backslash L_{1}=\left\{y \mid x y \in L_{1}\right.$, for some $x \in L_{2}, y \in$ $\left.\operatorname{alph}\left(L_{1}\right)^{*}\right\}$.

A scattered context grammar (see $[3,4,5,7,8,14,15]$ and pages 259-260 in [13]), a $S C G$ for short, is a quadruple, $G=(V, P, S, T)$, where $V$ is an alphabet, $T \subseteq V, S \in V-T$, and $P$ is a finite set of productions such that each production has the form $\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right)$, for some $n \geq 1$, where $A_{i} \in V-T$, $x_{i} \in V^{*}$, for $1 \leq i \leq n$. If every $\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right) \in P$ satisfies $x_{i} \in V^{+}$for all $1 \leq i \leq n, G$ is a propagating scattered context grammar, a PSCG for short. If $\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right) \in P, u=u_{1} A_{1} u_{2} \ldots u_{n} A_{n} u_{n+1}$, and $v=u_{1} x_{1} u_{2} \ldots u_{n} x_{n} u_{n+1}$, where $u_{i} \in V^{*}, 1 \leq i \leq n$, then $u \Rightarrow v\left[\left(A_{1}, \ldots, A_{n}\right) \rightarrow\right.$ $\left.\left(x_{1}, \ldots, x_{n}\right)\right]$ in $G$ or, simply, $u \Rightarrow v$. Let $\Rightarrow^{+}$and $\Rightarrow^{*}$ denote the transitive closure of $\Rightarrow$ and the transitive-reflexive closure of $\Rightarrow$, respectively. The language of $G$ is denoted by $L(G)$ and defined as $L(G)=\left\{x \mid x \in T^{*}, S \Rightarrow^{*} x\right\}$.

## 3 Definitions and examples

Throughout this paper, we assume that for every $S C G G=(V, P, S, T)$, there is a set of production labels denoted by $\operatorname{lab}(G)$ such that $\operatorname{card}(\operatorname{lab}(G))=\operatorname{card}(P)$; as usual, $\operatorname{lab}(G)^{*}$ denotes the set of all strings over $\operatorname{lab}(G)$. Let us label each production in $P$ uniquely with a label from $\operatorname{lab}(G)$ so that this labeling represents a bijection from $l a b(G)$ to $P$. To express that $p \in l a b(G)$ labels a production $\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right)$, we write $p:\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right)$. For every $p:\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right) \in P, \operatorname{lhs}(p)$ and $r h s(p)$ denote $A_{1} A_{2} \ldots A_{n}$ and $x_{1} x_{2} \ldots x_{n}$, respectively. Furthermore, ${ }_{l} \operatorname{pos}(p, j)$ and ${ }_{r} \operatorname{pos}(p, j)$ denote $A_{j}$ and $x_{j}$, respectively. To express that $G$ makes $x \Rightarrow^{*} y$ by using a sequence of productions labeled by $p_{1}, p_{2}, \ldots, p_{n}$, we write $x \Rightarrow^{*} y[\rho]$, where $x, y \in V^{*}, \rho=p_{1} \ldots p_{n} \in$ $\operatorname{lab}(G)^{*}$. Let $S \Rightarrow^{*} x[\rho]$ in $G$, where $x \in T^{*}$ and $\rho \in \operatorname{lab}(G)^{*}$; then, $x$ is a sentence generated by $G$ according to parse $\rho$. Let $G=(V, P, S, T)$ be a $S C G$ with $\operatorname{lab}(G) \subseteq T . G$ is a proper generator of its sentences with their parses if $L(G)=\left\{x \mid x=y \rho, y \in(T-\operatorname{lab}(G))^{*}, \rho \in \operatorname{lab}(G)^{*}, S \Rightarrow^{*} x[\rho]\right\}$.

Next, we illustrate these definitions by three SCGs, each of which has its set of production labels equal to $\{1,2,3,4\}$. First, consider $S C G G_{1}=$ $\left(\{S, A, B, C, a, b, c\}, P_{1}, S,\{a, b, c\}\right)$ with $P_{1}$ containing $1:(S) \rightarrow(\epsilon), 2:(S) \rightarrow$
$(A B C), 3:(A, B, C) \rightarrow(a A, b B, c C), 4:(A, B, C) \rightarrow(a, b, c)$. As $\{1,2,3,4\} \nsubseteq$ $\{a, b, c\}, G_{1}$ is no proper generator of its sentences with their parses. Second, consider $G_{2}=\left(\{S, A, B, C, a, b, c, 1,2,3,4\}, P_{2}, S,\{a, b, c, 1,2,3,4\}\right)$ with $P_{2}$ containing $1:(S) \rightarrow(1), 2:(S) \rightarrow(A B C 2), 3:(A, B, C) \rightarrow(a A, b B, c C 3)$, $4:(A, B, C) \rightarrow(a, b, c 4)$. Notice that $\{1,2,3,4\} \subseteq\{a, b, c, 1,2,3,4\}$. However, $L\left(G_{2}\right)=\left\{a^{n} b^{n} c^{n} \operatorname{rev}(\rho) \mid n \geq 0, S \Rightarrow^{*} a^{n} b^{n} c^{n} \operatorname{rev}(\rho)[\rho]\right\} \neq\left\{a^{n} b^{n} c^{n} \rho \mid n \geq 0, S \Rightarrow^{*}\right.$ $\left.a^{n} b^{n} c^{n} \rho[\rho]\right\}$, so $G_{2}$ is no proper generator of its sentences with their parses either. Third, consider $G_{3}=\left(\{S, A, B, C, a, b, c, 1,2,3,4\}, P_{3}, S,\{a, b, c, 1,2,3,4\}\right)$ with $P_{3}$ containing $1:(S) \rightarrow(1), 2:(S) \rightarrow(A B C 2 \$), 3:(A, B, C, \$) \rightarrow(a A, b B, c C, 3 \$)$, $4:(A, B, C, \$) \rightarrow(a, b, c, 4)$. Observe that $L\left(G_{3}\right)=\left\{a^{n} b^{n} c^{n} \rho \mid n \geq 0, S \Rightarrow^{*}\right.$ $\left.a^{n} b^{n} c^{n} \rho[\rho]\right\}$, so $G_{3}$ is a proper generator of its sentences with their parses.

## 4 Results

Next, we demonstrate that for every recursively enumerable language $L$, there is a PSCG $G=(V, P, S, T)$, which represents a proper generator of its sentences with their parses so that $L$ results from $L(G)$ by eliminating all production labels in $L(G)$. To express this property formally, we introduce the weak identity $\pi$ from $V^{*}$ to $(V-l a b(G))^{*}$ defined as $\pi(a)=a$ for every $a \in(V-l a b(G))$ and $\pi(p)=\epsilon$ for every $p \in \operatorname{lab}(G)$ and use $\pi$ in the next main theorem of this paper.

Theorem 1. For every recursively enumerable language $L$, there exists a $P S C G$ $G$ such that $G$ is a proper generator of its sentences with their parses and $L=$ $\pi(L(G))$.

Proof. Let $L$ be a recursively enumerable language. Then, there is a $S C G G=$ $(\bar{V}, \bar{P}, \bar{S}, \bar{T})$ such that $L=L(\bar{G})$ (see $[7])$. Set $\Phi=\{\langle a\rangle \mid a \in \bar{T}\}$. Define the homomorhism $\gamma$ from $\bar{V}$ to $(\Phi \cup(\bar{V}-\bar{T}) \cup\{Y\})^{+}$as $\gamma(a)=\langle a\rangle$ for all $a \in \bar{T}$ and $\gamma(A)=A$ for all $A \in \bar{V}-\bar{T}$. Extend the domain of $\gamma$ to $\bar{V}^{+}$in the standard manner; non-standardly, however, define $\gamma(\epsilon)=Y$ rather than $\gamma(\epsilon)=\epsilon$. (Let us note that at this point $\gamma$ does not, strictly speaking, represent a morphism on $\bar{V}^{*}$.) Next, we introduce a PSCG $G=(V, P, S, T)$ such that $G$ is a proper generator of its sentences with their parses and $L(\bar{G})=\pi(L(G))$. Finally, set $\Gamma=\left\{\$_{1}, \$_{2}, \$_{3}\right\}$. Define the PSCG

$$
G=(\{S, X, Y, Z\} \cup \bar{V} \cup \operatorname{lab}(G) \cup \Phi \cup \Gamma, P, S, \bar{T} \cup l a b(G))
$$

with $\operatorname{lab}(G)=\{\lfloor 0\rfloor,\lfloor 1\rfloor,\lfloor 2\rfloor,\lfloor 3\rfloor,\lfloor 4\rfloor\} \cup \Xi_{1} \cup \Xi_{2} \cup \Xi_{3}$, where $\Xi_{1}=\{\lfloor p 1\rfloor \mid p \in l a b(\bar{G})\}$, $\Xi_{2}=\{\lfloor a 2\rfloor \mid a \in T\}, \Xi_{3}=\{\lfloor a 3\rfloor \mid a \in T\}$; without any loss of generality, assume $\operatorname{lab}(G) \cap \operatorname{alph}(L)=\emptyset . P$ is constructed as follows:

1. Add
$\lfloor 1\rfloor:(S) \rightarrow\left(X\lfloor 1\rfloor \$_{1} Z \bar{S}\right)$ to $P$;
$\left\lfloor 1_{\epsilon}\right\rfloor:(S) \rightarrow\left(\left\lfloor 1_{\epsilon}\right\rfloor \$_{1} \bar{S}\right)$ to $P$;
2. For every $p:\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right) \in \bar{P}$ add
$\lfloor p 1\rfloor:\left(\$_{1}, A_{1}, \ldots, A_{n}\right) \rightarrow\left(\lfloor p 1\rfloor \$_{1}, \gamma\left(x_{1}\right), \ldots, \gamma\left(x_{n}\right)\right)$ to $P ;$
in addition, add
$\lfloor 2\rfloor:\left(\$_{1}\right) \rightarrow\left(\lfloor 2\rfloor \$_{2}\right)$ to $P$;
$\left\lfloor 2_{\epsilon}\right\rfloor:\left(\$_{1}\right) \rightarrow\left(\left\lfloor 2_{\epsilon}\right\rfloor \$_{3}\right)$ to $P$;
3. For every $a \in \bar{T}$, add
$\lfloor a 2\rfloor:\left(X, \$_{2}, Z,\langle a\rangle\right) \rightarrow\left(a X,\lfloor a 2\rfloor \$_{2}, Y, Z\right)$ to $P$;
$\lfloor a 3\rfloor:\left(X, \$_{2}, Z,\langle a\rangle\right) \rightarrow\left(a,\lfloor a 3\rfloor \$_{3}, Y, Y\right)$ to $P ;$
4. Add $\lfloor 3\rfloor:\left(\$_{3}, Y\right) \rightarrow\left(\lfloor 3\rfloor, \$_{3}\right)$ to $P$;
5. Add $\lfloor 4\rfloor:(\$ 3) \rightarrow(\lfloor 4\rfloor)$ to $P$.

## Basic Idea:

First, we explain how $G$ makes the generation of a nonempty sentence followed by its parse; then, we explain the generation of the empty sentence followed by its parse.
$G$ makes the generation of $a_{1} a_{2} \ldots a_{n} \rho$, where $n \geq 1$, each $a_{i} \in \bar{T}$ and $\rho$ is the corresponding parse, by productions introduced in steps 1 through 5 in this order. After starting this generation by using the production from 1, it applies productions introduced in 2 , which simulate the applications of productions from $\bar{P}$. More precisely, it simulates the use of $p:\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right) \in \bar{P}$ by using $\lfloor p 1\rfloor:\left(\$_{1}, A_{1}, \ldots, A_{n}\right) \rightarrow\left(\lfloor p 1\rfloor \$_{1}, \gamma\left(x_{1}\right), \ldots, \gamma\left(x_{n}\right)\right) \in P$ so that it places its own label, $\lfloor p 1\rfloor$, right behind the previously generated production labels; this substring of labels occurs between the leftmost symbol, $X$, and $\$_{1}$, in the sentential form. Otherwise, $\lfloor p 1\rfloor:\left(\$_{1}, A_{1}, \ldots, A_{n}\right) \rightarrow\left(\lfloor p 1\rfloor \$_{1}, \gamma\left(x_{1}\right), \ldots, \gamma\left(x_{n}\right)\right)$ is analogical to $p:\left(A_{1}, \ldots, A_{n}\right) \rightarrow\left(x_{1}, \ldots, x_{n}\right)$ except that (i) the former has the fill-in symbol $Y$ where the latter has $\epsilon$ and (ii) the former has $\left\langle a_{i}\right\rangle$ where the latter has terminal $a_{i}$. After using productions introduced in $2, G$ has its current sentential form of the form $X \tau \$_{2} Z u_{0}\left\langle a_{1}\right\rangle u_{1}\left\langle a_{2}\right\rangle u_{2} \ldots u_{n-1}\left\langle a_{n}\right\rangle u_{n}$, where $\tau$ is a prefix of $\rho$ and $u_{i} \in\{Y\}^{*}$. By using productions from 3 , it places $a_{1} \ldots a_{n}$ at the beginning of the sentential form while replacing each $\left\langle a_{i}\right\rangle$ with $Y$ and generating the production labels. By using productions labeled $\lfloor 3\rfloor$ (see step 4 ), $G$ replaces each $Y$ with $\lfloor 3\rfloor$ while shifting $\$_{3}$ to the right. Finally, the application of the production labeled with $\lfloor 4\rfloor$ completes the generation of $a_{1} a_{2} \ldots a_{n} \rho$ (see step 5). Finally, let us explain how $G$ makes the generation of the empty sentence $\epsilon$ followed by its parse. By use of productions labeled with $\left\lfloor 1_{\epsilon}\right\rfloor$ and $\left\lfloor 2_{\epsilon}\right\rfloor$ instead of $\lfloor 1\rfloor$ and $\lfloor 2\rfloor$, respectively, the process of placing terminal symbols at the beginning of the sentential form (by productions from step $3)$ is skipped; otherwise, the derivation proceeds as above.

## Rigorous proof (Sketch):

Claim 1. $G$ generates every $w \in L(G)-\operatorname{lab}(G)^{+}$in the following way

$$
\begin{array}{rlll}
S & \Rightarrow & X\lfloor 1\rfloor \$_{1} Z \bar{S} & \\
& \Rightarrow\lfloor 1\rfloor] \\
& \Rightarrow & & {[\rho]} \\
& \Rightarrow & y &  \tag{1}\\
& \Rightarrow{ }^{*} & z & {[\lfloor 2\rfloor]} \\
& \Rightarrow & u & {[\lfloor a 3\rfloor]} \\
& \Rightarrow{ }^{+} & v & {[\tau]} \\
& \Rightarrow & w & {[\lfloor 4\rfloor]}
\end{array}
$$

where $\lfloor a 3\rfloor \in \Xi_{3}, \rho, \sigma$ and $\tau$ are sequences consisting from $\Xi_{1}, \Xi_{2}$ and $\{\lfloor 3\rfloor\}$, respectively.

Proof. First, let us make these four observations:

1. Since the only productions with $S$ on its left-hand side are productions introduced in step 1 of the construction, $S \Rightarrow^{+} w$ surely starts with a step made by one of these productions. Notice that $\operatorname{alph}(\{w\}) \cap \bar{T} \neq \emptyset$ and only productions labeled with $p \in \Xi_{2} \cup \Xi_{3}$ satisfy $a \in \operatorname{alph}(\{r h s(p)\}), a \in \bar{T}$. As $X={ }_{l} \operatorname{pos}(p, 1), a \in \operatorname{alph}\left(\left\{{ }_{r} \operatorname{pos}(p, 1)\right\}\right)$, and only production labeled with $p \in\lfloor 1\rfloor$ satisfies $X \in \operatorname{alph}(\{r h s(p)\})$, the derivation starts with a step made by this production. This derivation ends by applying production labeled with $\lfloor 4\rfloor$ because it is the only production with its right-hand side over $T^{*}$. Thus, $S \Rightarrow^{+} w$ can be expressed as

$$
\begin{array}{rlll}
S & \Rightarrow & X\lfloor 1\rfloor \Phi_{1} Z \bar{S} & {[\lfloor 1\rfloor]} \\
& \Rightarrow{ }^{+} & v & \\
& \Rightarrow & w & {[\lfloor 4\rfloor]}
\end{array}
$$

2. Let $p$ be the label of any production introduced in steps 2 through 4 of the construction; then, $\operatorname{occur}(\operatorname{lhs}(p), \Gamma)=\operatorname{occur}(r h s(p), \Gamma)=1$. In greater detail, for every $\lfloor p 1\rfloor \in \Xi_{1},\lfloor a 2\rfloor \in \Xi_{2},\lfloor a 3\rfloor \in \Xi_{3}$, productions introduced in step 2 satisfy $\operatorname{occur}\left(\operatorname{lhs}(\lfloor p 1\rfloor),\left\{\$_{1}\right\}\right)=\operatorname{occur}\left(\operatorname{rhs}(\lfloor p 1\rfloor),\left\{\$_{1}\right\}\right)=1$, $\operatorname{occur}\left(\operatorname{lhs}(\lfloor 2\rfloor),\left\{\$_{1}\right\}\right)=1, \operatorname{occur}\left(\operatorname{rhs}(\lfloor 2\rfloor),\left\{\$_{2}\right\}\right)=1, \operatorname{occur}\left(\operatorname{lhs}\left(\left\lfloor 2_{\epsilon}\right\rfloor\right),\left\{\$_{1}\right\}\right)$ $=1, \operatorname{occur}\left(\operatorname{rhs}\left(\left\lfloor 2_{\epsilon}\right\rfloor\right),\left\{\$_{3}\right\}\right)=1$. Similarly, productions introduced in step 3 satisfy $\operatorname{occur}\left(\operatorname{lhs}(\lfloor a 2\rfloor),\left\{\$_{2}\right\}\right)=\operatorname{occur}\left(\operatorname{rhs}(\lfloor a 2\rfloor),\left\{\$_{2}\right\}\right)=1$, occur $(\operatorname{lhs}(\lfloor a 3\rfloor)$, $\left.\left\{\$_{2}\right\}\right)=1, \operatorname{occur}\left(\operatorname{rhs}(\lfloor a 3\rfloor),\left\{\$_{3}\right\}\right)=1$. Finally, production introduced in step 4 satisfies $\operatorname{occur}\left(\operatorname{lhs}(\lfloor 3\rfloor),\left\{\$_{3}\right\}\right)=\operatorname{occur}\left(r h s(\lfloor 3\rfloor),\left\{\$_{3}\right\}\right)=1$.
3. Because $X \in \operatorname{alph}(\{x\})$ and only productions labeled with $p \in \Xi_{3}$ satisfy $X \in \operatorname{alph}(\{l h s(p)\})$ and $X \notin \operatorname{alph}(\{r h s(p)\})$, production labeled with $\left\lfloor 2_{\epsilon}\right\rfloor$ cannot be used.
4. Let $p$ be the label of any production introduced in steps 1 through 5 ; then, $\operatorname{alph}(\{r h s(p)\}) \cap \operatorname{lab}(G)=\{p\}$ and $\operatorname{occur}(r h s(p),\{p\})=1$.

Based on these observations, notice that $G$ generates every $w \in L(G)-\{\lfloor 0\rfloor\}$ in the way described in the formulation of Claim 1.

Claim 2. Consider derivation (1). In its beginning

$$
\begin{array}{rlrl}
S & \Rightarrow & X\lfloor 1\rfloor \$_{1} Z \bar{S} & \\
& {[\lfloor 1\rfloor]} \\
& \Rightarrow & x & {[\rho]} \\
& \Rightarrow & y & {[\lfloor 2\rfloor]}
\end{array}
$$

every sentential form $s$ in $X\lfloor 1\rfloor \$_{1} Z \bar{S} \Rightarrow^{+} x$ satisfies $s \in\{X\} \operatorname{lab}(G)^{+}\left\{\$_{1}\right\}\{Z\}(\Phi \cup$ $(\bar{V}-\bar{T}) \cup\{Y\})^{+}$and $y \in\{X\} \operatorname{lab}(G)^{+}\left\{\$_{2}\right\}\{Z\}(\Phi \cup\{Y\})^{+}$.

Proof. By the definition of homomorphism $\gamma$, productions labeled with $\lfloor p 1\rfloor$ rewrite symbols over $\Phi \cup(\bar{V}-\bar{T}) \cup\{Y\}$ and change $\$_{1}$ to $\lfloor p 1\rfloor \$_{1}$. Since $\bar{V} \cap\left\{X, \$_{1}, Z\right\}=\emptyset$, every sentential form $s$ in $X\lfloor 1\rfloor \$_{1} Z \bar{S} \Rightarrow^{+} x$ satisfies $s \in\{X\} \operatorname{lab}(G)^{+}\left\{\$_{1}\right\}\{Z\}(\Phi \cup$ $(\bar{V}-\bar{T}) \cup\{Y\})^{+}$. Only $\Xi_{1}$ contains production labels $p$ satisfying alph $(\{l h s(p)\}) \cap$ $(\bar{V}-\bar{T}) \neq \emptyset$. Therefore, to generate $w \in T^{*}$, productions labeled with $\lfloor p 1\rfloor$ have to be applied until $s \in\{X\} \operatorname{lab}(G)^{+}\left\{\$_{1}\right\}\{Z\}(\Phi \cup\{Y\})^{+}$. Finally, a production labeled with $\lfloor 2\rfloor$ is used, so $y \in\{X\} \operatorname{lab}(G)^{+}\left\{\$_{2}\right\}\{Z\}(\Phi \cup\{Y\})^{+}$and the claim holds.

Claim 3. In

$$
\begin{array}{rlll}
y & \Rightarrow^{*} & z & {[\lfloor\sigma\rfloor]} \\
& \Rightarrow & u & {[\lfloor a 3\rfloor]}
\end{array}
$$

of derivation (1), every sentential form o in $y \Rightarrow^{*} z$ can be expressed as $o \in$ $\bar{T}^{*}\{X\} \operatorname{lab}(G)^{+}\left\{\$_{2}\right\}\{Y\}^{*}\{Z\}(\Phi \cup\{Y\})^{+}$and $u \in \bar{T}^{+} \operatorname{lab}(G)^{+}\left\{\$_{3}\right\}\{Y\}^{+}$. In greater detail,

$$
\begin{array}{llll} 
& X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor \$_{2} Z Y^{i_{0}}\left\langle b_{1}\right\rangle Y^{i_{1}}\left\langle b_{2}\right\rangle Y^{i_{2}} \ldots\left\langle b_{m}\right\rangle Y^{i_{m}} & \\
\Rightarrow & b_{1} X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor \$_{2} Y^{i_{0}+1} Z Y^{i_{1}}\left\langle b_{2}\right\rangle Y^{i_{2}} \ldots\left\langle b_{m}\right\rangle Y^{i_{m}} & \left.\left[b_{1} 2\right\rfloor\right] \\
\Rightarrow & b_{1} b_{2} X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor\left\lfloor b_{2} 2\right\rfloor \$_{2} Y^{i_{0}+1} Y^{i_{1}+1} Z Y^{i_{2}} \ldots\left\langle b_{m}\right\rangle Y^{i_{m}} & {\left[\left[b_{2} 2\right\rfloor\right]} \\
\Rightarrow & { }^{m-3} & b_{1} b_{2} \ldots b_{m-1} X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor \ldots\left\lfloor b_{m-1} 2\right\rfloor \$_{2} Y^{i_{0}+1} Y^{i_{1}+1} \ldots & \\
& \ldots Y^{i_{m-2}} Z Y^{i_{m-1}}\left\langle b_{m}\right\rangle Y^{i_{m}} & & {[\bar{\sigma}]} \\
\Rightarrow & b_{1} b_{2} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor \ldots\left\lfloor b_{m-1} 2\right\rfloor\left\lfloor b_{m} 3\right\rfloor \$_{3} Y^{i_{0}+1} Y^{i_{1}+1} \ldots Y^{i_{m}+1} & {\left[\left\lfloor b_{m} 3\right\rfloor\right]}
\end{array}
$$

where $\left\lfloor p_{1}\right\rfloor, \ldots,\left\lfloor p_{n}\right\rfloor \in \operatorname{lab}(G)$ are labels that denote productions introduced in 1$2,\left\langle b_{1}\right\rangle, \ldots,\left\langle b_{m}\right\rangle \in \Phi, b_{1}, \ldots, b_{m} \in \bar{T}, \bar{\sigma}=\left\lfloor b_{3} 2\right\rfloor \ldots\left\lfloor b_{m-1} 2\right\rfloor, i_{0}, i_{1}, \ldots, i_{m} \geq 0$, $m=|s|$, where $s \in L(\bar{G})$ is a corresponding sentence of the SCG $\bar{G}$.

Proof. Notice that $\operatorname{occur}(\operatorname{lhs}(\lfloor a 2\rfloor),\{X\})=\operatorname{occur}(\operatorname{rhs}(\lfloor a 2\rfloor),\{X\})=1$ and $\operatorname{occur}(\operatorname{lhs}(\lfloor a 2\rfloor),\{Y\})=\operatorname{occur}(r h s(\lfloor a 2\rfloor),\{Y\})=1$. In every derivation step of $y \Rightarrow^{*} z$, the the first symbol $\langle b\rangle \in \Phi$, following $Z$ is replaced with $Z, X$ is changed to $b X$, and $\$_{2}$ is changed to $l \$_{2}$, where $l \in l a b(G)$. As $\lfloor a 2\rfloor$ and $\lfloor a 3\rfloor$ are the only production labels $p$ satisfying $\operatorname{alph}(\{\operatorname{lhs}(p)\}) \cap \Phi \neq \emptyset, \operatorname{alph}(\{r h s(p)\}) \cap \Phi=\emptyset$ and ${ }_{\imath} \operatorname{pos}(\lfloor a 2\rfloor, 3)=Z,{ }_{r} \operatorname{pos}(\lfloor a 2\rfloor, 4)=Z, Z$ can replace only the first occurance of
$\langle b\rangle \in \Phi$ behind $Z$ to generate $w \in T^{*}$. Productions labeled with $\lfloor a 2\rfloor$ are used $m-1$ times. Thus, $y \Rightarrow^{*} z$ has the form

$$
\begin{array}{lll} 
& X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor \$_{2} Z Y^{i_{0}}\left\langle b_{1}\right\rangle Y^{i_{1}}\left\langle b_{2}\right\rangle Y^{i_{2}} \ldots\left\langle b_{m}\right\rangle Y^{i_{m}} & \\
\Rightarrow & b_{1} X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor \$_{2} Y^{i_{0}+1} Z Y^{i_{1}}\left\langle b_{2}\right\rangle Y^{i_{2}} \ldots\left\langle b_{m}\right\rangle Y^{i_{m}} & {\left[\left\lfloor b_{1} 2\right\rfloor\right]} \\
\Rightarrow & b_{1} b_{2} X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor\left\lfloor b_{2} 2\right\rfloor \$_{2} Y^{i_{0}+1} Y^{i_{1}+1} Z Y^{i_{2}} \ldots\left\langle b_{m}\right\rangle Y^{i_{m}} & {\left[\left\lfloor b_{2} 2\right\rfloor\right]} \\
\Rightarrow{ }^{m-3} & b_{1} b_{2} \ldots b_{m-1} X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor\left\lfloor b_{m-1} 2\right\rfloor \$_{2} Y^{i_{0}+1} Y^{i_{1}+1} \ldots & \\
& \ldots Y^{i_{m-2}} Z Y^{i_{m-1}}\left\langle b_{m}\right\rangle Y^{i_{m}} & {[\bar{\sigma}]}
\end{array}
$$

where every sentential form satisfies $\bar{T}^{*}\{X\} \operatorname{lab}(G)^{+}\left\{\$_{2}\right\}\{Y\}^{*}\{Z\}(\Phi \cup\{Y\})^{+}$.
Finally, some production labeled with $\lfloor a 3\rfloor$ is applied; therefore, $z \Rightarrow u$ can be expressed as

$$
\begin{aligned}
& b_{1} b_{2} \ldots b_{m-1} X\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor \ldots\left\lfloor b_{m-1} 2\right\rfloor \$_{2} Y^{i_{0}+1} Y^{i_{1}+1} \ldots \\
& \ldots Y^{i_{m-2}} Z Y^{i_{m-1}}\left\langle b_{m}\right\rangle Y^{i_{m}} \\
\Rightarrow & b_{1} b_{2} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\lfloor b_{1} 2\right\rfloor \ldots\left\lfloor b_{m-1} 2\right\rfloor\left\lfloor b_{m} 3\right\rfloor \$_{3} Y^{i_{0}+1} Y^{i_{1}+1} \ldots Y^{i_{m}+1} \quad\left[\left\lfloor b_{m} 3\right\rfloor\right]
\end{aligned}
$$

with $u \in \bar{T}^{+} l a b(G)^{+}\left\{\$_{3}\right\}\{Y\}^{+}$.
Putting together the previous parts of derivation, we obtain the formulation of Claim 3. Thus, Claim 3 holds.

Claim 4. In

$$
\begin{array}{rlll}
u & \Rightarrow^{+} & v & {[\tau]} \\
& \Rightarrow & w & {[\lfloor 4\rfloor]}
\end{array}
$$

of derivation (1), every sentential form $s$ of $u \Rightarrow^{+} v$ satisfies $s \in$ $\bar{T}^{+} \operatorname{lab}(G)^{+}\left\{\$_{3}\right\}\{Y\}^{*}$ and $w \in \bar{T}^{+} l a b(G)^{+}$. In greater detail, this derivation can be expressed as

$$
\begin{array}{lll} 
& b_{1} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\left\{\$_{3}\right\} Y^{i} & \\
\Rightarrow & b_{1} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\lfloor 3\rfloor\left\{\$_{3}\right\} Y^{i-1} & {[\lfloor 3\rfloor]} \\
\Rightarrow & b_{1} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\lfloor 3\rfloor\lfloor 3\rfloor\left\{\$_{3}\right\} Y^{i-2} & {[\lfloor 3\rfloor]} \\
\Rightarrow & b_{1-3} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\lfloor 3\rfloor i-1 & \left.\left.b_{n}\right\rfloor \$_{3}\right\} Y \\
\Rightarrow & b_{1} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\lfloor 3\rfloor & {[\bar{\tau}]} \\
\Rightarrow & b_{1} \ldots b_{m}\left\lfloor p_{1}\right\rfloor \ldots\left\lfloor p_{n}\right\rfloor\lfloor 3\rfloor \$^{i}\lfloor 4\rfloor & {[\lfloor 3\rfloor]} \\
& {[\lfloor 4\rfloor]}
\end{array}
$$

where all $b_{j} \in \bar{T}, 1 \leq j \leq m$ and $\left\lfloor p_{k}\right\rfloor \in \operatorname{lab}(G), 1 \leq k \leq n$ are labels that denote productions introduced in steps 1 through 3 of the construction, $\bar{\tau}$ is a sequence of production labels $\lfloor 3\rfloor$.

Proof. Notice that ${ }^{\operatorname{pas}}(\lfloor 3\rfloor, 1)={ }_{r} \operatorname{pos}(\lfloor 3\rfloor, 2)=\$_{3}$. Observe, that in order to generate $w \in T^{*}$ the first occurrence of $Y$ following $\$_{3}$ has to be taken by $\lfloor 3\rfloor$ in each derivation step. Finally, $\lfloor 4\rfloor$ is applied. At this moment, $w$ satisfies $w \in T^{*}$ and $w \in \bar{T}^{+} l a b(G)^{+}$.

The next claim formally demonstrates how $G$ generates the empty sentence $\epsilon$ followed by its parse.

Claim 5. G generates every $w \in L(G) \cap \operatorname{lab}(G)^{+}$in the following way

$$
\begin{array}{rlll}
S & \Rightarrow & \left\lfloor 1_{\epsilon}\right\rfloor \$_{1} \bar{S} & {\left[\left\lfloor 1_{\epsilon}\right\rfloor\right]}  \tag{1}\\
& \Rightarrow+ & x & {[\rho]} \\
& \Rightarrow & y & {\left[\left\lfloor 2_{\epsilon}\right\rfloor\right]} \\
& \Rightarrow & v & {[\tau]} \\
& \Rightarrow v & {[\lfloor 4\rfloor]}
\end{array}
$$

where $\rho$ and $\tau$ are sequences consisting from $\Xi_{1}$ and $\{\lfloor 3\rfloor\}$, respectively.
Proof. Notice that $\operatorname{alph}(\{w\}) \cap \bar{T}=\emptyset$ and only productions labeled with $p \in \Xi_{3}$ satisfy $X \in \operatorname{alph}(\{l h s(p)\}), X \notin \operatorname{alph}(\{r h s(p)\})$ and $X={ }_{l} \operatorname{pos}(p, 1), a={ }_{r} \operatorname{pos}(p, 1)$, $a \in \bar{T}$. Therefore, $X$ cannot appear in any sentential form of $S \Rightarrow^{*} w$, and the derivation starts with a step made by $\left\lfloor 1_{\epsilon}\right\rfloor$. As $X \notin \operatorname{alph}(\{x\})$ and for $p \in \Xi_{2} \cup \Xi_{3}$, $X \in \operatorname{alph}(\{l h s(p)\})$, the production labeled with $\left\lfloor 2_{\epsilon}\right\rfloor$ has to be used. Observe that other derivation steps are made in the way described in Claim 2 and Claim 4.

From Claims 4 and 5, it follows that for every recursively enumerable language $L$, there exists a PSCG $G$ such that $G$ is a proper generator of its sentences with their parses and $L=\pi(L(G))$.

From Theorem 1, we obtain:
Corollary 1. For every recursively enumerable language $L$, there exists a PSCG $G$ such that $G$ is a proper generator of its sentences with their parses and $L=$ $L(G) / \operatorname{lab}(G)^{*} \cap \operatorname{alph}(L)^{*}$.

Alternatively, we can introduce a $S C G G=(V, P, S, T)$, as a proper generator of its sentences preceded by their parses so that $L(G)=\{x \mid x=\rho y, y \in(T-$ $\left.\operatorname{lab}(G))^{*}, \rho \in \operatorname{lab}(G)^{*}, S \Rightarrow^{*} x[\rho]\right\}$.

Theorem 2. For every recursively enumerable language $L$, there exists a PSCG $G$ such that $G$ is a proper generator of its sentences preceded by their parses and $L=\pi(L(G))$.

Proof. This theorem can be proved by a straightforward modification of Theorem 1. A detailed version of this proof is left to the reader.

Corollary 2. For every recursively enumerable language L, there exists a PSCG $G$ such that $G$ is a proper generator of its sentences preceded by their parses and $L=\operatorname{lab}(G)^{*} \backslash L(G) \cap \operatorname{alph}(L)^{*}$.

## 5 Conclusion

In this concluding section, we make some final notes and suggestions regarding the future investigation.

First, notice that all the above results can be also established so that the generated sentences are followed by the reversals of their parses.

Second, consider the unordered scattered context grammars (see page 260 in [13]). In essence, in this version of scattered context grammars, we apply a production of the form $\left(A_{1} \rightarrow x_{1}, \ldots, A_{n} \rightarrow x_{n}\right)$ so we simultaneously replace $A_{i}$ with $x_{i}$, for all $i=1, \ldots, n$, no matter in what order the nonterminals $A_{i}$ appear in the rewritten word. Naturally, we are tempted to use the construction given in the proof of Theorem 1 for these grammars in order to obtain analogical results to the above results. Unfortunately, this construction does not work for the unordered versions of scattered context grammmars. Specifically, steps 3 and 4 of the construction require the prescribed order of rewritten nonterminals; otherwise, the result is not guaranteed. Can we prove the results of this paper in terms of unordered scattered context grammars by using some other methods?

Finally, let us recall that we have demonstrated that for every recursively enumerable language, there exists a propagating scattered context grammar that generate the language's sentences followed by their parses. From a broader perspective, we could naturally reformulate this generation of sentences with their parses in terms of other propagating rewriting mechanisms that define the language family contained in the family of context-sensitive languages. Probably, some propagating parallel rewriting mechanisms, such as propagating PC grammar systems (see Chapter 4 in Volume 2 of [12]), can be used in this way. Furthermore, some propagating regulated grammars, such as propagating matrix grammars (see Chapter 3 in Volume 3 of [12]), seems to be suitable for this generation as well. On the other hand, we can hardly base the generation of sentences with their parses upon classical sequential rewriting mechanisms, such as context-free grammars. The authors suggest these problem areas as the topics of future investigation that continues with the discussion opened in the present paper.
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