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#### Abstract

We formalize a universal unification algorithm for the class of equational theories which is induced by the class of canonical, totally-defined, not strictly subunifiable term rewriting systems (for short: ctn-trs). For a ctn-trs $R$ and for two terms $t$ and $s$, the algorithm computes a ground-complete set of ( $E_{\mathbb{R}}, \Delta$ )-unifiers of $t$ and $s$, where $E_{\mathcal{R}}$ is the set of rewrite rules of $R$ viewed as equations and $\Delta$ is the set of constructor symbols. The algorithm is based on the unification-driven leftmost outermost narrowing relation (for short: ulo narrowing relation) which is introduced in this paper. The ulo narrowing relation interleaves leftmost outermost narrowing steps with decomposition steps taken from the usual unification of terms. In its turn, every decomposition step involves a consistency check on constructor symbols combined with a particular form of the occur check. Since decomposition steps are performed as early as possible, some of the nonsuccessful derivations can be stopped earlier than in other universal unification algorithms for ctn-trs's. We give a proof that our algorithm really is a universal unification algorithm.


## 1 Introduction

The unification problem is to determine whether or not, for two given terms $t$ and $s$, there exists a unifier $\varphi$ of $t$ and $s$, i.e., a substitution $\varphi$ such that $\varphi(t)=\varphi(s)$. It is well-known that the unification problem for first-order terms is decidable [27].

The problem of unification generalizes to the problem of $E$-unification, if one considers the equality modulo a set $E$ of equations, denoted by $=_{E}$, rather than the usual equality; $=_{E}$ is also called the equational theory induced by $E$. The $E$-unification problem is to determine whether or not, for two given terms $t$ and $s$, there exists a substitution $\varphi$ such that $\varphi(t)=_{E} \varphi(s)$; then $\varphi$ is called an $E$-unifier of

[^0]$t$ and $s$. Clearly, the decidability of the $E$-unification problem depends on the set $E$ of equations. If, e.g., $E$ is the empty set, then the $E$-unification problem coincides with the unification problem and therefore it is decidable. As another example, if $E$ consists of the algebraic laws of associativity and distributivity, then the $E$ unification problem becomes undecidable; if the law of associativity is dropped, then it is not known whether the problem is decidable. Surveys about the problem of $E$-unification can be found in $[28,20,18]$.

For a class $\mathcal{E}$ of equational theories, a universal unification algorithm for $\mathcal{E}$ (for short: uu-algorithm for $\mathcal{E}$ ) is a nondeterministic algorithm which takes as input an equational theory $=_{E}$ from the class $\mathcal{E}$ and two terms $t$ and $s$, and which computes a complete set of $E$-unifiers of $t$ and $s$ (for the definition of complete set of $E$-unifiers cf., e.g., [28|). In this paper, we will concentrate on uu-algorithms for classes of equational theories which are induced by particular term rewriting systems (for short: trs's). A trs $R$ induces the equational theory $=E_{R}$, where $E_{R}$ is the set of rules of $R$ viewed as equations.

Until now, a lot of research has been carried out to construct uu-algorithms for classes $\mathcal{E}$ of equational theories which are induced by trs's. There exist approaches which are extensions of the unification algorithm in [23] (cf. [19,12,18]). In these approaches there are additional transformation rules which perform the application of equations. Other approaches to construct uu-algorithms are based on the concept of narrowing [21]. More precisely, in every such investigation, a uu-algorithm is constructed for some particular class of trs's where the algorithm is based on a particular narrowing relation (plus some additional actions as, e.g.; the usual unification of trees). Here we list some pairs (consisting of a class of trs's and a narrowing relation), for which uu-algorithms have been constructed.

- canonical trs's and narrowing [ 10,16 ]
- canonical trs's and basic narrowing $[16,24]$
- left-linear, non-overlapping trs's and D-narrowing [29]
- canonical, uniform trs's and leftmost outermost narrowing strategy [25]
- canonical, totally-defined, not strictly subunifiable trs's and any narrowing strategy [3].

We note that a narrowing strategy is a narrowing relation in which the narrowing occurrence is fixed. We also recall that a trs is canonical, if it is confluent and noetherian. A trs is constructor-based, if its ranked alphabet $\Omega$ is partitioned into sets $F$ and $\Delta$ of function symbols and constructor symbols, respectively; moreover, the left-hand side of every rule is a linear term $f\left(t_{1}, \ldots, t_{n}\right)$ where $f$ is a function symbol, $t_{1}, \ldots, t_{n}$ are terms over $\Delta \cup \mathcal{V}$ where $\mathcal{V}$ is the set of variables (cf. [30|). This particular structure of the left hand sides induces that every constructor term is irreducible. A trs is totally-defined, if it is constructor-based and every function symbol is completely defined over its domain or, equivalently: every normal form is a constructor term (cf., e.g., [3]). A trs which is not strictly subunifiable (cf. [3] and Subsection 3.1 of the present paper), satisfies a kind of local determinism, e.g., two rules cannot be applied at the same occurrence under the same substitution. In [25] totally-defined, not strictly subunifiable trs's are called uniform trs's.

In all mentioned narrowing-based approaches, the narrowing derivation results into two terms $t^{\prime}$ and $s^{\prime}$; then, it has to be checked whether $t^{\prime}$ and $s^{\prime}$ are unifiable.

In [11] a uu-algorithm for totally-defined trs's is defined which interleaves unification with the narrowing derivation. More precisely, he considers any innermost narrowing strategy and interleaves decomposition steps without any occur check. Since the decomposition steps are performed as early as possible, it is clear that this can lead to a more efficient computation of $E_{R}$-unifiers.

There exist some other narrowing relations as, e.g., lazy narrowing [26], outer narrowing [30] which were shown to be complete with respect to the unrestricted narrowing relation. It was not shown that a uu-algorithm which is based on one of the narrowing relations mentioned above, computes a complete set of $E_{R}$-unifiers. However, for canonical trs's, this statement is clearly true (cf., e.g., [18] for a complete list of these narrowing relations).

In this paper we construct a uu-algorithm for the class of equational theories which are induced by canonical, totally-defined, not strictly subunifiable trs's (for short: ctn-trs's). This algorithm shall serve as a source for efficient implementations of $E_{R}$-unification on deterministic abstract machines. Thus, we formalize our uualgorithm in a way from which an operational approach can be derived easily. This is one of the reasons why we will introduce the uu-algorithm on the basis of a narrowing relation and not as a system of transition rules. The second reason for choosing the formalism of a narrowing relation is that we refine the uu-algorithm of [3] which, in its turn is based on a narrowing relation. The uu-algorithm in [3] improves the algorithm in [16] which is based on the unrestricted narrowing relation, by choosing an arbitrary narrowing strategy. For a particular narrowing strategy, our algorithm improves in its turn the uu-algorithm of [3] by following the idea of interleaving decomposition steps with the narrowing derivation as in [11]. However, we consider the leftmost outermost narrowing strategy and we implement a particular occur check. The relationships between the approaches of [16], [3], and [11], and our approach are illustrated in Figure 1.

More precisely, our uu-algorithm is based on the so-called unification-driven leftmost outermost narrowing relation (for short: ulo narrowing relation) which is introduced in this paper. For a trs $R$, the ulo narrowing relation is denoted by $\stackrel{\sim}{\sim}{ }_{R}$. In $\stackrel{\sim}{\sim}{ }_{R}$ leftmost outermost narrowing is interleaved with the application of decomposition-rules (cf., e.g., [23]) which check the consistency of the root symbols of the terms to be unified. Moreover, the applicability of a decomposition-rule depends on a particular version of the occur check. Since decomposition-rules are applied as early as possible, the ulo narrowing relation is called 'unification-driven'.

Actually, for a ctn-trs $R$ with some set $\Delta$ of constructors and two terms $t$ and $s$, our uu-algorithm computes a ground complete set of $\left(E_{\mathbb{R}}, \Delta\right)$-unifiers of $t$ and s. An $\left(E_{R}, \Delta\right)$-unifier of $t$ and $s$ is an $E_{R}$-unifier in which all the images are terms over $\Delta \cup \mathcal{V}$, where $\mathcal{V}$ is the set of variables; in particular, this means that we do not consider unifiers of the form $\left[z_{1} / f(t)\right]$ for some function symbol $f$. Roughly speaking, a set $S$ of $\left(E_{\mathcal{R}}, \Delta\right)$-unifiers of $t$ and $s$ is ground complete, if, for every ground ( $E_{\mathcal{R}}, \Delta$ )-unifier $\varphi$ of $t$ and $s$ (i.e., the images of $\varphi$ do not contain variables), there is a $\psi \in S$ which is more general than $\varphi$. This notion will be formalized in Section 3.

Let us give an example at which we can illustrate the ulo narrowing relation. In Figure 2 a set $R_{1}$ of rules of the ctn-trs $\mathcal{R}_{1}$ is shown where we assume to have a ranked alphabet $F_{1}=\left\{s h^{(2)}, m i^{(1)}\right\}$ of function symbols and a ranked alphabet $\Delta_{1}=\left\{\sigma^{(2)}, \alpha^{(0)}\right\}$ of constructor symbols. Intuitively, $R_{1}$ defines two functions shovel and mirror with arity 2 and 1 , respectively; mirror reflects terms over $\Delta$ at the vertical center line, and shovel accumulates in its second argument the
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Figure 1: Relationship between some narrowing based approaches.
mirror-image of the second subterm of its first argument. If we consider, e.g., the term $t_{1}=\sigma\left(\sigma\left(\alpha, s_{1}\right), s_{2}\right)$ for some terms $s_{1}$ and $s_{2}$, then for an arbitrary term $t_{2}$, shovel $\left(t_{1}, t_{2}\right)$ is the term $\sigma\left(\right.$ mirror $\left.\left(s_{1}\right), \sigma\left(\operatorname{mirror}\left(s_{2}\right), t_{2}\right)\right)$.

$$
\begin{align*}
s h\left(\alpha, y_{1}\right) & \rightarrow y_{1}  \tag{1}\\
\operatorname{sh}\left(\sigma\left(x_{1}, x_{2}\right), y_{1}\right) & \rightarrow \operatorname{sh}\left(x_{1}, \sigma\left(m i\left(x_{2}\right), y_{1}\right)\right)  \tag{2}\\
m i(\alpha) & \rightarrow \alpha  \tag{3}\\
m i\left(\sigma\left(x_{1}, x_{2}\right)\right) & \rightarrow \sigma\left(m i\left(x_{2}\right), m i\left(x_{1}\right)\right) \tag{4}
\end{align*}
$$

Figure 2: Set of rules of the ctn-trs $R_{1}$.
Now we consider the $E_{R_{1}}$-unification problem, where the set $E_{R_{1}}$ of equations
is obtained from $R_{1}$ by simply considering the rules as equations. In particular, we want to compute an $E_{R_{1}}$-unifier for the terms $\operatorname{sh}\left(z_{1}, \alpha\right)$ and $m i\left(\sigma\left(z_{2}, \alpha\right)\right)$ in which $z_{1}$ and $z_{2}$ are free variables. Similar to Hullot in [16], we combine the two terms into one term equ(sh( $\left.z_{1}, \alpha\right), \operatorname{mi}\left(\sigma\left(z_{2}, \alpha\right)\right)$ ) with a new binary symbol equ (which is called $H$ in [16]). Next we enrich $R_{1}$ by the set $R(\Delta)$ of decomposition-rules of $\Delta$ (cf. Figure 3). This enrichment yields the trs $\widehat{\mathcal{R}}_{1}$.

$$
\begin{align*}
e q u(\alpha, \alpha) & \rightarrow \alpha  \tag{5}\\
e q u\left(\sigma\left(x_{1}, x_{2}\right), \sigma\left(x_{3}, x_{4}\right)\right) & \rightarrow \sigma\left(e q u\left(x_{1}, x_{3}\right), e q u\left(x_{2}, x_{4}\right)\right) \tag{6}
\end{align*}
$$

Figure 3: Set of decomposition-rules of $\Delta_{1}$.
Then a derivation by $\stackrel{\sim}{\sim} \hat{R}_{1}$ starting from equ(sh( $\left.\left.z_{1}, \alpha\right), \operatorname{mi}\left(\sigma\left(z_{2}, \alpha\right)\right)\right)$ may look as follows where we have attached to $\stackrel{\sim}{\sim} \widehat{R}_{1}$ in every step the narrowing occurrence (in Dewey's notation), the applied rule, and the unifier as additional indices; $\varphi_{\emptyset}$ denotes the empty substitution; $\Lambda$ denotes the empty word.

$$
\begin{aligned}
& e q u\left(s h\left(z_{1}, \alpha\right), m i\left(\sigma\left(z_{2}, \alpha\right)\right)\right) \\
& e q u\left(\operatorname{sh}\left(z_{3}, \sigma\left(m i\left(z_{4}\right), \alpha\right)\right), m i\left(\sigma\left(z_{2}, \alpha\right)\right)\right) \\
& \operatorname{equ(\sigma (mi(z_{4}),\alpha ),mi(\sigma (z_{2},\alpha )))} \\
& \operatorname{equ(\sigma (mi(z_{4}),\alpha ),\sigma (mi(\alpha ),mi(z_{2})))} \\
& \sigma\left(e q u\left(m i\left(z_{4}\right), m i(\alpha)\right), e q u\left(\alpha, m i\left(z_{2}\right)\right)\right) \\
& \sigma\left(e q u(\alpha, m i(\alpha)), e q u\left(\alpha, m i\left(z_{2}\right)\right)\right) \\
& \sigma\left(e q u(\alpha, \alpha), \operatorname{equ}\left(\alpha, \operatorname{mi}\left(z_{2}\right)\right)\right) \\
& \sigma\left(\alpha, e q u\left(\alpha, m i\left(z_{2}\right)\right)\right) \\
& \sigma(\alpha, e q u(\alpha, \alpha)) \\
& \sigma(\alpha, \alpha)
\end{aligned}
$$

If we compose the unifiers which are involved in the narrowing steps, then we obtain the substitution $\varphi=\left[z_{1} / \sigma(\alpha, \alpha), z_{2} / \alpha\right]$; in fact, $\varphi$ is a ground $\left(E_{R_{1}}, \Delta_{1}\right)$ unifier of $s h\left(z_{1}, \alpha\right)$ and $m i\left(\sigma\left(z_{2}, \alpha\right)\right)$. Note that $\varphi$ is not an $E_{\widehat{R}_{1}}$-unifier, because the equational theory is generated by $E_{\mathcal{R}_{1}}$. The narrowing step at $*$ shows how the ulo narrowing relation deviates from the leftmost outermost narrowing relation. For the latter relation, 11 is the narrowing occurrence in the term equ( $\left.\sigma\left(m i\left(z_{4}\right), \alpha\right), m i\left(\sigma\left(z_{2}, \alpha\right)\right)\right)$, and then the subterm $m i\left(z_{4}\right)$ has to be narrowed. Note that, since $R_{1}$ is constructor-based, every normal form $s_{1}^{\prime}$ of the first argument $s_{1}=\sigma\left(m i\left(z_{4}\right), \alpha\right)$ of equ has the root label $\sigma$. Thus, $s_{1}^{\prime}$ is unifiable with a normal form $s_{2}^{\prime}$ of the second argument $s_{2}=m i\left(\sigma\left(z_{2}, \alpha\right)\right)$ of equ only if the constructors at the root of $s_{1}^{\prime}$ and $s_{2}^{\prime}$ are identical. Because of reasons of efficiency, it is important to check this consistency as soon as possible. And since the root of $s_{1}$ is already a constructor symbol (i.e., $s_{1}$ is evaluated in constructor head normal form), we narrow $s_{2}$ at step $*$ and try to get it also into head normal form. Actually, this
form is reached as the result of the application of rule (4). Then, at step **, the consistency of root symbols is checked by applying the decomposition-rule (6).

This paper is organized in five sections where the second section contains preliminaries. In Section 3 we recall the definitions of the leftmost outermost narrowing relation and of ctn-trs's; we recall the uu-algorithm of [3]. In Section 4 we define the ulo narrowing relation and an algorithm of which we prove that it is a uu-algorithm, i.e., that it computes a ground complete set of $\left(E_{R}, \Delta\right)$-unifiers for the class of equational theories $E_{R}$ which are characterized by ctn-trs's. Finally, Section 5 contains some concluding remarks and indicates further research topics.

## 2 Preliminaries

We recall and collect some notations, basic definitions, and terminology which will be used in the rest of the paper. We try to be in accordance with the notations in [14] and [2] as much as possible.

### 2.1 General Notations

We denote the set of nonnegative integers by $\mathbb{N}$. The empty set is denoted by 0 . For $j \in \mathbb{N},[j]$ denotes the set $\{1, \ldots, j\}$; thus $[0]=0$. For a finite set $A, P(A)$ is the set of subsets of $A$ and $\operatorname{card}(A)$ denotes the cardinality of $A$. As usual for a set $A, A^{*}$ denotes the set $\bigcup_{n \in \mathbb{N}}\left\{a_{1} a_{2} \ldots a_{n} \mid\right.$ for every $\left.i \in[n]: a_{i} \in A\right\}$ that is called the set of words over $A ; \Lambda$ denotes the empty word.

### 2.2 Ranked Alphabets, Variables, and Terms

A pair $\left(\Omega, r a n k_{\Omega}\right)$ is called ranked alphabet, if $\Omega$ is an alphabet and rank $k_{\Omega}: \Omega \longrightarrow$ $\mathbb{N}$ is a total function. For $f \in \Omega, \operatorname{ran}_{\Omega}(f)$ is called rank of $f$; maxrank $\Omega$ denotes the maximal image of rank $k_{\Omega}$. The subset $\Omega^{(m)}$ of $\Omega$ consists of all symbols of rank $m(m \geq 0)$. Note that, for $i \neq j, \Omega^{(i)}$ and $\Omega^{(j)}$ are disjoint. We can define a ranked alphabet ( $\Omega, r a n k_{\Omega}$ ) either by enumerating the finitely many subsets $\Omega^{(m)}$ that are not empty, or by giving a set of symbols that are indexed with their (unique) rank. For example, if $\Omega=\{a, b, c\}$ and $r a n k_{\Omega}: \Omega \longrightarrow \mathbb{N}$ with $\operatorname{rank}_{\Omega}(a)=0, \operatorname{rank}_{\Omega}(b)=2$, and $\operatorname{rank}_{\Omega}(c)=7$, then we can describe ( $\Omega, \operatorname{ran} k_{\Omega}$ ) either by $\Omega^{(0)}=\{a\}, \Omega^{(2)}=\{b\}$, and $\Omega^{(7)}=\{c\}$ or by $\left\{a^{(0)}, b^{(2)}, c^{(7)}\right\}$. If the ranks of the symbols are clear from the context, then we drop the function rank from the denotation of the ranked alphabet ( $\Omega, r a n k_{\Omega}$ ) and simply write $\Omega$.

In the rest of the paper we let $V$ denote a fixed enumerable set. Its elements are called variables. In the following we use the notations $x, x_{1}, x_{2}, \ldots, y, y_{1}, y_{2}, \ldots, z, z_{1}, z_{2}, \ldots$ for variables.

Let $\Omega$ be a ranked alphabet and let $S$ be an arbitrary set (in the sequel $S$ will be instantiated by sets of variables). Then the set of terms over $\Omega$ indexed by $S$, denoted by $T\langle\Omega\rangle(S)$, is defined inductively as follows: (i) $S \subseteq T\langle\Omega\rangle(S)$ and (ii) for every $f \in \Omega^{(k)}$ with $k \geq 0$ and $t_{1}, \ldots, t_{k} \in T\langle\Omega\rangle(S): f\left(t_{1}, \ldots, t_{k}\right) \in T\langle\Omega\rangle(S)$. The set $T(\Omega)(\emptyset)$, denoted by $T(\Omega)$, is called the set of ground terms over $\Omega$.

For a term $t \in T\langle\Omega\rangle(\mathcal{V})$, the set of occurrences of $t$, denoted by $O(t)$, is a subset of $\mathbb{N}^{*}$ and it is defined inductively on the structure of $t$ as follows:
(i) If $t=x$ where $x \in \mathcal{V}$, then $O(t)=\{\Lambda\}$,
(ii) if $t=f$ where $f \in \Omega^{(0)}$, then $O(t)=\{\Lambda\}$, and
(iii) if $t=f\left(t_{1}, \ldots, t_{n}\right)$ where $f \in \Omega^{(n)}$ and $n>0$, and for every $i \in[n]: t_{i} \in$ $T\langle\Omega\rangle(\mathcal{V})$, then $O(t)=\{\Lambda\} \cup \bigcup_{i \in|n|}\left\{i u \mid u \in O\left(t_{i}\right)\right\}$.

The prefix order on $O(t)$ is denoted by < and the lexicographical order on $O(t)$ is denoted by <lex. The reflexive closures of $<$ and $<_{\text {lex }}$ are denoted by $\leq$ and $\leq_{\text {lex }}$, respectively. Clearly, $\leq \subseteq \leq_{\text {lex }}$. Note that $<_{\text {lex }}$ is a total order, whereas, in general, $<$ is a partial order. The minimal element with respect to $\leq l e x$ in a subset $S$ of $O(t)$ is denoted by minlex $(S)$. For a term $t \in T(\Omega)(\mathcal{V})$ and an occurrence $u$ of $t, t / u$ denotes the subterm of $t$ at occurrence $u$, and $t[u]$ denotes the label of $t$ at occurrence $u$. We use $\mathcal{V}(t)$ to denote the set of variables occurring in $t$; that is, $x \in \mathcal{V}(t)$, if $x \in \mathcal{V}$ and there exists a $u \in O(t)$ such that $t / u=x$. Finally, we define $t[u \leftarrow s]$ as the term $t$ in which we have replaced the subterm at occurrence $u$ by the term $s$.

### 2.3 Algebras, Substitutions, and Congruences

Let ( $\Omega, r a n k_{\Omega}$ ) be a ranked alphabet. An $\Omega$-algebra is a pair $\left(A, i n t_{A}\right)$, where $A$ is a set and $i n t_{A}$ is a mapping such that $\operatorname{int}_{A}(f) \in A$, if $\operatorname{rank}_{n}(f)=0$, and $\operatorname{int}_{A}(f): A^{n} \rightarrow A$, if $\operatorname{rank}_{n}(f)=n$.

The $\Omega$-algebra $\left(T\langle\Omega\rangle(\mathcal{V})\right.$, int $t_{T}$, where for every $f \in \Omega^{(n)}$ and for every $t_{i} \in$ $T\langle\Omega\rangle(\mathcal{V})$ with $i \in[n]: \operatorname{int}_{T}(f)\left(t_{1}, \ldots, t_{n}\right)=f\left(t_{1}, \ldots, t_{n}\right)$, is called the $\Omega$-term algebra. It is a free $\Omega$-algebra (cf. [15]).

If $\left(A, i n t_{A}\right)$ and $\left(B, i n t_{B}\right)$ are two $\Omega$-algebras, we say that $h: A \rightarrow B$ is a homomorphism, if for every $f \in \Omega^{(n)}$ with $n \geq 0$ and for every $a_{i} \in A$ with $i \in[n]$, we have

$$
h\left(i n t_{A}(f)\left(a_{1}, \ldots, a_{n}\right)\right)=\operatorname{int}_{B}(f)\left(h\left(a_{1}\right), \ldots, h\left(a_{n}\right)\right)
$$

A mapping $\nu: \mathcal{V} \rightarrow A$ is called an $A$-assignment.
The property that every $A$-assignment can be extended in a unique way to a homomorphism from $T\langle\Omega\rangle(V)$ to $A$ is called the universal property for the free $\Omega$-algebras in [15]. We use $\nu$ to denote both the $A$-assignment and its extension.

A $(\mathcal{V}, \Omega)$-substitution is a $T\langle\Omega\rangle(\mathcal{V})$-assignment $\varphi$, where the set $\{x \mid \varphi(x) \neq$ $x, x \in \mathcal{V}\}$ is finite. The set $\{x \mid \varphi(x) \neq x\}$ is denoted by $D(\varphi)$ and it is called the domain of $\varphi$. If $D(\varphi)=\left\{x_{1}, \ldots, x_{n}\right\}$, then $\varphi$ is represented by $\left[x_{1} / \varphi\left(x_{1}\right), \ldots, x_{n} / \varphi\left(x_{n}\right)\right]$. If $D(\varphi)=\emptyset$, then $\varphi$ is denoted by $\varphi_{\emptyset}$. We say that $\varphi$ is ground, if for every $x \in D(\varphi): V(\varphi(x))=\emptyset$. The set $\bigcup_{x \in D(\varphi)} \mathcal{V}(\varphi(x))$ is denoted by $I(\varphi)$ and is called the set of variables introduced by $\varphi$. The set of $(\nu, \Omega)$ substitutions and the set of ground $(\mathcal{V}, \Omega)$-substitutions are denoted by $S u b(\mathcal{V}, \Omega)$ and $g S u b(\mathcal{V}, \Omega)$, respectively. The composition of two $(\mathcal{V}, \Omega)$-substitutions $\varphi$ and $\psi$ is the $T\langle\Omega\rangle(\mathcal{V})$-assignment which is defined by $\psi(\varphi(x))$ for every $x \in \mathcal{V}$. It is denoted by $\varphi \circ \psi$.

An equivalence relation $\sim$ on $T\langle\Omega\rangle(\nu)$ is called an $\Omega$-congruence over $T\langle\Omega\rangle(\nu)$, if for every $f \in \Omega^{(n)}$ with $n>0$ and for every $t_{1}, s_{1}, \ldots, t_{n}, s_{n} \in T\langle\Omega\rangle(\mathcal{V})$ with $t_{1} \sim s_{1}, \ldots, t_{n} \sim s_{n}$, the relation $f\left(t_{1}, \ldots, t_{n}\right) \sim f\left(s_{1}, \ldots, s_{n}\right)$ holds.

## $2.4 E$-Unification

An equation over $\Omega$ and $\mathcal{V}$ is a pair $(t, s)$, where $t, s \in T\langle\Omega\rangle(\mathcal{V})$. As usual we denote an equation $(t, s)$ by $t=s$. Thus, we consider an equation as an ordered pair. In the rest of the paper, we let $E$ denote a finite set of equations over $\Omega$ and $\mathcal{V}$. The E-equality, denoted by $=_{E}$, is the finest (i.e., smallest) congruence relation over $T\langle\Omega\rangle(\mathcal{V})$ containing every pair $(\psi(t), \psi(s))$, where $t=s \in E$ and $\psi$ is an arbitrary $(\mathcal{V}, \Omega)$-substitution. If $t=E s$, then $t$ and $s$ are called $E$-equal (cf. [15]). Two terms $t, s \in T(\Omega)(V)$ are called $E$-unifiable, if there exists a $(V, \Omega)$ substitution $\varphi$ such that $\varphi(t)={ }_{E} \varphi(s)$. The set $\{\varphi \mid \varphi(t)=E \varphi(s)\}$ is called the set of $E$-unifiers of $t$ and $s$, and it is denoted by $U_{E}(t, s)$ (cf. [28]). Let $V$ be a finite subset of $\mathcal{V}$. We define the preorder $\preceq_{E}(V)$ on $(\mathcal{V}, \Omega)$-substitutions by $\varphi \preceq_{E} \quad \varphi^{\prime}(V)$, if there exists a $(V, \Omega)$-substitution $\psi$ such that for every $x \in V: \psi(\varphi(x))={ }_{E} \varphi^{\prime}(x)$ (cf. [28]).

### 2.5 TRS, Reduction, Narrowing, and Narrowing Trees

A term rewriting system, denoted by $R$, is a pair $(\Omega, R)$, where $\Omega$ is a ranked alphabet and $R$ is a finite set of rules of the form $l \rightarrow r$ such that $l, r \in T\langle\Omega\rangle(\mathcal{V})$ and $\mathcal{V}(r) \subseteq \mathcal{V}(l)$ (cf. [14]). For every term rewriting system $\mathcal{R}=(\Omega, R)$, the related set of equations, denoted by $E_{R}$, is the set $\{l=r \mid l \rightarrow r \in R\}$ (cf. [24]).

The reduction relation associated with $R$, denoted by $\Longrightarrow_{R}$, is defined as follows: for every $t, s \in T(\Omega)(\nu): t \Longrightarrow \Longrightarrow_{R} s$, if there exist $u \in O(t)$ with $t / u \notin \mathcal{V}, \varphi \in$ $S u b(\mathcal{V}, \Omega), l \rightarrow r \in R$ with $\varphi(l)=t / u$, and $s=t \mid u \leftarrow \varphi(r)]$ (cf. [14]). We use the standard notation $\Longrightarrow$ * to denote the transitive-reflexive closure of $\Longrightarrow$.

A term rewriting system is canonical, if it is confluent and noetherian (cf. [15]). A term $t$ is a normal form of $a$ term $s$, if $s \Longrightarrow_{R}^{*} t$ and $t$ is irreducible, i.e., there does not exist any term $t^{\prime}$ such that $t \Longrightarrow_{R} t^{\prime}$. For a canonical term rewriting system $R$, every term $t$ has exactly one normal form (cf. [15]) which is denoted by $n f_{R}(t)$. A $(V, \Omega)$-substitution $\varphi$ is in normal form if for every $x \in D(\varphi), \varphi(x)$ is irreducible.

The set of narrowing interfaces for $R$ and $t \in T(\Omega)(\mathcal{V})$, denoted by $\operatorname{nar} I(R, t)$, is the set $\{(u, \varphi, l \rightarrow r, \rho) \mid u \underset{\mathcal{V}}{\in} O(t), t / u \notin \mathcal{V}, l \rightarrow$ $r \in R, \rho$ is a renaming of variables in $l$ such that $\mathcal{V}(\rho(l)) \cap \mathcal{V}(t)=\emptyset, \varphi \in$ $S u b(\mathcal{V}, \Omega)$ is the most general unifier of $\rho(l)$ and $t / u\}$. The set of narrowing occurrences for $R$ and $t \in T\langle\Omega\rangle(\nu)$, denoted by nar $O(R, t)$, is the set $\{u \mid(u, \varphi, l \rightarrow$ $r, p) \in \operatorname{nar} I(R, t)\}$. The narrowing relation associated with $R$, denoted by $\leadsto R$, is defined as follows. For every $t, s \in T\langle\Omega\rangle(V)$ and $\psi, \psi^{\prime} \in S u b(\mathcal{V}, \Omega):(t, \psi) \sim \sim_{R}$ $\left(s, \psi^{\prime}\right)$, if the following three conditions hold:

1. There is a narrowing interface $(u, \varphi, l \rightarrow r, \rho) \in \operatorname{nar} I(R, t)$.
2. $s=\varphi(t \mid u \leftarrow \rho(r)])$.
3. $\psi^{\prime}=\psi \circ(\varphi \mid v(t))$ (cf. [24] ), where composition is read from left to right.

It is obvious that there are two types of nondeterminism involved in the narrowing relation. Starting from a term $t$, first, there may be more than one narrowing occurrence in $t$, and second, for a fixed narrowing occurrence, there may be more
than one narrowing interface. As usual, for a given starting term $t$ and for given orders on the set of occurrences of $t$ and on the set $R$ of rules, one can collect all the possible narrowing sequences which start from $t$, into one tree which is called narrowing tree for $t$.

## $3 \quad E_{\mathcal{R}}$-Unification by LO Narrowing and Unification

As starting point of our considerations we recall the uu-algorithm which is induced by Theorem 3 in [3]. Here we impose the leftmost outermost narrowing strategy on the narrowing relation of the algorithm.

Before we recall the approach of [3], let us first state that the approach of [25] is technically a bit too complicated for the present purpose although it would theoretically also be a possible starting point. In [25] a uu-algorithm for equational theories induced by canonical, uniform trs's, is presented, where only leftmost outermost narrowing steps are allowed; in fact, ctn-trs's are canonical, uniform trs's.

Furthermore, we note that for ctn-trs, outer narrowing [30] is the same as outermost narrowing. But, in [30], there is no uu-algorithm presented, only a universal matching algorithm.

### 3.1 The Leftmost Outermost Narrowing Relation and CTN-TRS's

In the leftmost outermost narrowing relation, a pair $(t, \psi)$ derives to a pair ( $t^{\prime}, \psi^{\prime}$ ) at the minimal element (with respect to $\leq_{l e x}$ ) of the set of narrowing occurrences in $t$.

Definition 3.1 Let $R=(\Omega, R)$ be a term rewriting system and let $t \in T(\Omega)(V)$.

- The leftmost outermost narrowing occurrence for $R$ and $t$, denoted by lonar $O(R, t)$, is the narrowing occurrence $\min _{\text {lex }}(\operatorname{nar} O(R, t))$.
- The set of leftmost outermost narrowing interfaces for $R$ and $t$, denoted by $l o-n a r I(R, t)$, is the set

$$
\{(u, \varphi, l \rightarrow r, \rho) \mid(u, \varphi, l \rightarrow r, \rho) \in \operatorname{nar} I(R, t) \text { and } u=l o-\operatorname{nar} O(R, t)\}
$$

- The leftmost outermost narrowing relation associated with $R$, denoted by $\stackrel{10}{\sim} R$, is defined as follows: for every $t, s \in T\langle\Omega\rangle(\mathcal{V})$ and $\psi, \psi^{\prime} \in S u b(\mathcal{V}, \Omega):(t, \psi)$ derives to $\left(s, \psi^{\prime}\right)$ by $\stackrel{l o}{\stackrel{l o}{\sim}}$, denoted by $(t, \psi) \stackrel{10}{+}{ }_{R}\left(s, \psi^{\prime}\right)$, if the following three conditions hold:

1. there is a leftmost outermost narrowing interface $(u, \varphi, l \rightarrow r, \rho) \in l o-$ $\operatorname{nar} I(R, t)$
2. $s=\varphi(t \mid u \leftarrow \rho(r)])$

$$
\text { 3. } \psi^{\prime}=\psi \circ(\varphi \mid \nu(t))
$$

It is obvious, that $\stackrel{10}{\sim} \subseteq \subseteq \sim_{R}$.
In Example 1 of [3] it is shown that the uu-algorithm of [16] which is based on the unrestricted narrowing relation, is not complete if one imposes a strategy on the narrowing relation. In particular, this negative result holds for the leftmost outermost narrowing relation.

However, Echahed also proves a positive result: the uu-algorithm of [16] stays complete for an arbitrary strategy imposed on the narrowing relation if one restricts to canonical trs's that have the property of free strategies. We call these trs's canonical, totally defined, not strictly sub-unifiable term rewriting systems, for short: ctn-trs's.

A ctn-trs $R=(\Omega, R)$ is a canonical trs, where $\Omega$ is divided into two disjoint ranked alphabets, denoted by $F$ and $\Delta . F$ is called the set of function symbols and $\Delta$ is called the set of working symbols or constructors. The left hand sides of the rewrite rules in $R$ are linear in $\mathcal{V}$; function symbols only occur at the root of a left hand side. Thus, ctn-trs's are particular constructor-based trs's (cf. [30]). Furthermore, every function symbol in $F$ is totally defined over its domain (cf. Definition 12 in [3]), i.e., if a term is in normal form, then it is in $T\langle\Delta\rangle(\mathcal{V})$. Finally, the left hand sides of the rules in $R$ must be pairwise not strictly sub-unifiable.

Definition 3.2 (cf. [3] Definition 10 and Definition 11). Let $t, t^{\prime} \in T(\Omega\rangle(V)$.

- $t$ and $t^{\prime}$ are sub-unifiable, if there exists an occurrence $u$ in $O(t) \cap O\left(t^{\prime}\right)$ such that the following two conditions hold:

1. $t / u$ and $\rho\left(t^{\prime} / u\right)$ are unifiable with most general unifier $\sigma_{u}$ where $\rho$ is a variable-renaming such that $\mathcal{V}(t / u) \cap \mathcal{V}\left(\rho\left(t^{\prime} / u\right)\right)=\emptyset$.
2. For all occurrences $w$ with $w<u, t / w$ and $t^{\prime} / w$ have the same label at the root.

- $t$ and $t^{\prime}$ are strictly sub-unifiable, if there exists an occurrence $u$ where $t$ and $t^{\prime}$ are sub-unifiable and the corresponding most general unifier $\sigma_{u}$ is neither a variable renaming nor the empty substitution.

Example 3.3 Let $R=(\Omega, R)$ be a canonical trs where $\Omega=\left\{f^{(2)}, \gamma^{(1)}, \alpha^{(0)}\right\}$ and let $R$ contain the following rules:

$$
\begin{align*}
f(\alpha, \alpha) & \rightarrow \alpha  \tag{1}\\
f(\gamma(x), \alpha) & \rightarrow \gamma(\alpha)  \tag{2}\\
f(x, \gamma(y)) & \rightarrow \gamma(\gamma(\alpha)) \tag{3}
\end{align*}
$$

- For the trs $R$, the left hand sides of rule 1 and rule 3 are strictly sub-unifiable at occurrence 1 ; the same holds for rule 2 and rule 3.
- The left hand sides of rule 1 and rule 2 are sub-unifiable at occurrence 2 but not strictly sub-unifiable, because the most general unifier $\sigma_{2}$ is the empty substitution.
- Let $R^{\prime}=\left(\Omega, R^{\prime}\right)$ be a trs where $R^{\prime}$ contains rules 1 and 2 in $R$ and additionally the following two rules:

$$
\begin{align*}
f(\alpha, \gamma(y)) & \rightarrow \gamma(\gamma(\alpha))  \tag{3}\\
f(\gamma(x), \gamma(y)) & \rightarrow \gamma(\gamma(\alpha)) \tag{4}
\end{align*}
$$

The left hand sides of the rules in $R^{\prime}$ are pairwise not strictly sub-unifiable. Furthermore, the left hand sides of the rules 2 and 3 are not sub-unifiable and the left hand sides of the rules 1 and 4 are not sub-unifiable.

Now, we are able to define ctn-trs.
Definition 3.4 Let $\mathcal{R}=(\Omega, R)$ be a trs. $R$ is a canonical, totally defined, not strictly sub-unifiable term rewriting system, for short ctn-trs, if the following conditions hold:

1. $R$ is canonical.
2. $\Omega=F \cup \Delta$ and $F \cap \Delta=\emptyset$.
3. Every left hand side is linear in $\mathcal{V}$.
4. Every left hand side has the form $f\left(t_{1}, \ldots, t_{n}\right)$ where $f \in F^{(n)}$ and for every $i \in[n]: t_{i} \in T\langle\Delta\rangle(\nu)$.
5. For every $t \in T\langle\Omega\rangle(\mathcal{V}): n f_{\mathcal{R}}(t) \in T\langle\Delta\rangle(\mathcal{V})$.
6. The left hand sides of the rewrite rules in $R$ are pairwise not strictly subunifiable.

In the sequel we will denote a ctn-trs by the triple $(F, \Delta, R)$. In fact, the trs in Figure 2 is a ctn-trs. To give the reader an idea about the computational power of ctn-trs's, we mention that every primitive recursive tree function [17] can be described by a ctn-trs (which follows from [6]). But in fact, ctn-trs's are even more powerful.

In general, it is not decidable whether a trs is canonical (cf., e.g., [15]). However, if $R$ is canonical, then the conditions (2)-(6) in Definition 3.4 are decidable.

### 3.2 The UU-Algorithm of Echahed

Here we recall the uu-algorithm of Echahed. This algorithm computes particular $E_{R}$-unifiers which are called ground ( $\left.E_{R}, \Delta\right)$-unifiers. The range of such a unifier is a subset of $T\langle\Delta\rangle$, i.e., function symbols and variables are not allowed. For a ctn-trs $R$, this point of view is reasonable, because, in particular, $\mathcal{R}$ is totally defined and every function call can be evaluated into an element of $T(\Delta)$. Thus, e.g., if we consider the ctn-trs $R_{1}$ in Figure 2 and we want to compute $E_{R_{1}}$-unifiers of the terms $m i(x)$ and $z$, then we are not interested in the minimal $E_{R_{1}}$-unifier $[z / m i(x)]$; rather we should be able to compute the unifier $[z / \alpha, x / \alpha]$.

Definition 3.5 Let $\mathcal{R}=(F, \Delta, R)$ be a ctn-trs, let $t, s \in T\langle F \cup \Delta\rangle(V)$, and let $\varphi \in U_{E_{R}}(t, s)$ be an $E_{\mathcal{R}}$-unifier of $t$ and $s$.

- $\varphi$ is an $\left(E_{R}, \Delta\right)$-unifier of $t$ and $s$, if $\varphi \in S u b(\nu, \Delta)$.
- $\varphi$ is a ground $\left(E_{R}, \Delta\right)$-unifier of $t$ and $s$, if $\varphi \in g S u b(\nu, \Delta)$.

The sets of $\left(E_{R}, \Delta\right)$-unifiers and of ground $\left(E_{R}, \Delta\right)$-unifiers of $t$ and $s$ are denoted by $U_{\left(E_{R}, \Delta\right)}(t, s)$ and $g U_{\left(E_{R}, \Delta\right)}(t, s)$, respectively.

Similar to the situation of $E$-unifiers of two terms $t$ and $s$, we do not have to compute the whole set $g U_{\left(E_{2}, \Delta\right)}(t, s)$, but rather an approximation of it. It suffices to compute a ground complete set of $\left(E_{R}, \Delta\right)$-unifiers of $t$ and $s$.

Definition 3.6 (cf. [3] page 92) Let $R=(F, \Delta, R)$ be a ctn-trs. Let $t, s \in$ $T(F \cup \Delta)(V)$ and let $W$ be a finite set of variables containing $V=\mathcal{V}(t) \cup \mathcal{V}(s)$. A set $S$ of $(V, \Delta)$-substitutions is a ground complete set of $\left(E_{R}, \Delta\right)$-unifiers of $t$ and $s$ away from $W$, if the following three conditions hold:

1. For every $\varphi \in S: D(\varphi) \subseteq V$ and $I(\varphi) \cap W=\emptyset$.
2. $S \subseteq U_{\left(E_{\ell}, \Delta\right)}(t, s)$.
3. For every $\varphi \in g \|_{\left(E_{R}, \Delta\right)}(t, s)$ there is a $\psi \in S$ such that $\psi \preceq E_{R} \varphi(V)$.

For ctn-trs's, Theorem 3 of [3] shows a uu-algorithm which computes a ground complete set of ( $E_{R}, \Delta$ )-unifiers based on an arbitrary narrowing strategy. We present an instance of this theorem where we choose the leftmost outermost strategy. We assume that $\stackrel{l o}{\sim}{ }_{\mathcal{R}}$ is extended to objects of the form (equ(t,s), $\varphi$ ) where equ is a new binary symbol, in the way as it is done in, e.g., [16] and [3].

Theorem 9.7 (cf. [3] Theorem 3) Let $R=(F, \Delta, R)$ be a ctn-trs. Let $t, s \in$ $T(F \cup \Delta\rangle(\mathcal{V})$, and let $V$ be the set $\mathcal{V}(t) \cup \mathcal{V}(s)$. Let $S$ be the set of all $(\mathcal{V}, \Delta)$ substitutions $\varphi$ such that $\varphi$ is in $S$ iff there exists a derivation by $\stackrel{10}{\sim}_{R}$ :

$$
\begin{array}{rll}
\left(e q u(t, s), \varphi_{Q}\right) & \stackrel{l o}{\sim} R & \left(e q u\left(t_{1}, s_{1}\right), \varphi_{1}\right) \\
& \stackrel{\operatorname{lo}}{\sim} R & \left(e q u\left(t_{2}, s_{2}\right), \varphi_{2}\right) \\
\stackrel{l o}{\sim} \ldots & \stackrel{\operatorname{lo}}{\sim} R & \left(e q u\left(t_{n}, s_{n}\right), \varphi_{n}\right),
\end{array}
$$

where for every $i \in[n]: \varphi_{i}$ is in normal form, $t_{n}$ and $s_{n}$ are in normal form and unifiable with most general unifier $\mu$, and $\varphi=\left(\varphi_{n} \circ \mu\right) \mid \nu$. Then $S$ is a ground complete set of $\left(E_{\mathcal{R}}, \Delta\right)$-unifiers of $t$ and $s$ away from $V$.

Clearly, in the leftmost outermost narrowing relation only one type of nondeterminism occurs, i.e, for a fixed narrowing occurrence, there may be more than one rule applicable. Thus, the leftmost outermost narrowing tree for a term equ(t,s) results from the narrowing tree for equ( $t, s)$ by deleting the branches which do not correspond to derivations by $\stackrel{l^{\circ}}{\stackrel{\circ}{+}}$. In Figure 4 we illustrate the leftmost outermost narrowing tree for the term equ( $\operatorname{sh}\left(z_{1}, \alpha\right), m i\left(\sigma\left(z_{2}, \alpha\right)\right)$ ) and we compare it with the narrowing tree for equ( $\left.\operatorname{sh}\left(z_{1}, \alpha\right), \operatorname{mi}\left(\sigma\left(z_{2}, \alpha\right)\right)\right)$. The latter one consists of the shaded and the non-shaded areas, whereas the former one only contains the non-shaded areas. We note that, for the computation of the $E_{R}$-unifier, it must be checked after the computations of the narrowing derivations, whether the two subtrees contained in the labels of the leaves are unifiable.


Figure 4: Leftmost outermost narrowing tree for $\operatorname{equ}\left(\operatorname{sh}\left(z_{1}, \alpha\right), \operatorname{mi}\left(\sigma\left(z_{2}, \alpha\right)\right)\right)$.

In general, by fixing one narrowing occurrence the breadth of the narrowing trees is reduced. Moreover, by choosing the leftmost outermost narrowing strategy, also the depth of narrowing trees is possibly reduced: arguments of functions are only evaluated on demand.

If we regard the shape of narrowing trees as a measure of the complexity of a uu-algorithm, then the uu-algorithm which is induced by Theorem 3.7, is as efficient as the uu-algorithm in [16] which is based on the unrestricted narrowing relation. But in some cases it is even more efficient. This is the reason for paying the price of a reduced expressiveness of ctn-trs's with respect to canonical trs's, because we want to introduce an efficient uu-algorithm.

## $4 E_{\mathcal{R}}$-Unification by Unification-Driven LONarrowing

In this section we increase the efficiency of the uu-algorithm implied by Theorem 3.7 as follows. Consider a leaf $n$ of some leftmost outermost narrowing tree. Now we view the unification which takes place at $n$, as a sequence of decomposition steps [23]. Next we split up this sequence and apply every decomposition step as early as possible. Moreover, whether a decomposition step is applicable or not depends on a particular occur check. By means of this technique, some of the derivations that do not yield unifiers, are blocked earlier than in the uu-algorithm of Echahed.

Every decomposition step is formalized as the application of one of the additional rules called decomposition-rules. The union of the decomposition-rules and $R$ itself is called the extension of $R$. Then the ulo narrowing relation is defined on the basis of the extension of $R$.

We start this section with the definition of the ulo narrowing relation. As an intermediate result, we rephrase Theorem 3.7 by using the ulo narrowing relation (restricted to decomposition-rules) to unify two terms. Finally, based on the ulo narrowing relation, we present a uu-algorithm which computes a ground complete set of $\left(E_{R}, \Delta\right)$-unifiers for every equational theory $=E_{R}$ where $R$ is a ctn-trs.

### 4.1 The Unification-Driven Leftmost Outermost Narrowing Relation

Definition 4.1 Let $R=(F, \Delta, R)$ be a ctn-trs.

- Let $\sigma \in \Delta^{(k)}$ with $k \geq 0$. The decomposition-rule for $\sigma$ has the form

$$
\operatorname{equ}\left(\sigma\left(x_{1}, \ldots, x_{k}\right), \sigma\left(x_{k+1}, \ldots, x_{2 k}\right)\right) \rightarrow \sigma\left(e q u\left(x_{1}, x_{k+1}\right), \ldots, \text { equ }\left(x_{k}, x_{2 k}\right)\right)
$$

- The decomposition-part of $R$, denoted by $R(\Delta)$, is the triple $(\hat{F}, \Delta, R(\Delta))$ where $\widehat{F}=F \cup\{$ equ\} and equ is a new binary symbol, and $R(\Delta)$ is the set of all decomposition-rules for elements in $\Delta$.
- The extension of $R$, denoted by $\widehat{R}$, is the triple $(\hat{F}, \Delta, \widehat{R})$ where $\widehat{R}$ is the set $R \cup R(\Delta)$.

$$
\begin{align*}
s h\left(\alpha, y_{1}\right) & \rightarrow y_{1}  \tag{1}\\
\operatorname{sh}\left(\sigma\left(x_{1}, x_{2}\right), y_{1}\right) & \rightarrow s h\left(x_{1}, \sigma\left(m i\left(x_{2}\right), y_{1}\right)\right)  \tag{2}\\
m i(\alpha) & \rightarrow \alpha  \tag{3}\\
m i\left(\sigma\left(x_{1}, x_{2}\right)\right) & \rightarrow \sigma\left(m i\left(x_{2}\right), m i\left(x_{1}\right)\right)  \tag{4}\\
e q u(\alpha, \alpha) & \rightarrow \alpha  \tag{5}\\
\operatorname{equ}\left(\sigma\left(x_{1}, x_{2}\right), \sigma\left(x_{3}, x_{4}\right)\right) & \rightarrow \sigma\left(\operatorname{equ}\left(x_{1}, x_{3}\right), \text { equ }\left(x_{2}, x_{4}\right)\right) \tag{6}
\end{align*}
$$

Figure 5: Set of rules of an extension.

In Figure 5 the rules of the extension $\hat{R}_{1}=\left(\hat{F}_{1}, \Delta_{1}, \hat{R}_{1}\right)$ of $R_{1}$ (cf. Figures 2 and 3) are shown where $\widehat{F}_{1}=\left\{s h^{(2)}, m i^{(1)}, e q u^{(2)}\right\}$ and $\Delta_{1}=\left\{\sigma^{(2)}, \alpha^{(0)}\right\}$.

Roughly speaking, the ulo narrowing relation is almost the same as the leftmost outermost narrowing relation associated with $\hat{R}$. But there are the following three differences between the two relations. Let $(t, \varphi)$ be the current derivation form.

1. Consider the term $t=\operatorname{equ}\left(\alpha, \sigma\left(m i(\alpha), m i\left(z_{2}\right)\right)\right)$ at occurrence 11 in the leftmost outermost narrowing tree of Figure 4. The leftmost outermost narrowing occurrence of $t$ is 21. However, it is clear that none of the branches starting from $t$ will yield an $E_{R_{\mu}}$-unifier, because the two direct subterms $\alpha$ and $\sigma\left(m i(\alpha), m i\left(z_{2}\right)\right)$ of $t$ have different root symbols which cannot be changed in further derivation steps (this is due to the fact that $R_{1}$ is constructor-based); hence, the terms $\alpha$ and $\sigma\left(m i(\alpha), m i\left(z_{2}\right)\right)$ cannot be $E_{R_{1}}$-unified. Thus, we will define the ulo narrowing relation in such a way that it blocks at this point. We realize this property by requiring that rules may only be applied at the leftmost occurrence of equ in the current derivation form $t$. This occurrence of equ is called important occurrence of $t$, denoted by $\operatorname{impO} O(t)$, because the nonunifiability of the two subterms of $t$ is recognized exactly here. In our concrete situation, $\operatorname{imp} O(t)=\Lambda$ and none of the decomposition rules is applicable at $\operatorname{impO} O(t)$; hence, the derivation blocks.
2. If $t / i m p O(t)=\operatorname{equ}\left(z_{i}, t^{\prime}\right)$ or $t / \operatorname{imp} O(t)=\operatorname{equ}\left(t^{\prime}, z_{i}\right)$ where $t^{\prime}$ is a term the root of which is labelled by a construtor symbol, e.g. $\sigma$, then we can apply the decomposition-rule for $\sigma$. Clearly, this leads to an instantiation of $z_{i}$. Since, in this situation, the algorithm for usual unification of terms [23] would apply the rule for 'elimination of variables' and since this elimination rule requires an occur check, we also have to restrict the applicability of the decomposition-rules by an occur check. However, we may only check whether $z_{i}$ occurs in the $(\Delta \cup \mathcal{V})$-skeleton of $t^{\prime}$ (note that the $(\Delta \cup \mathcal{V})$-skeleton is called shell in [22]) or not. For instance, the ( $\Delta \cup \mathcal{V})$-skeleton of the tree $\sigma\left(\sigma\left(\sigma\left(z_{1}, \alpha\right), z_{2}\right), \sigma\left(s h\left(\alpha, z_{1}\right), \alpha\right)\right)$ is the pattern $\sigma\left(\sigma\left(\sigma\left(z_{1}, \alpha\right), z_{2}\right), \sigma(., \alpha)\right)$. In general, our algorithm would be incomplete if we would check the whole term $t^{\prime}$, e.g., if we have the following situation: $t^{\prime}=\sigma\left(f\left(\alpha, z_{i}\right), \alpha\right)$ where $f$ is a new function symbol of rank 2, and there exists a rule $f\left(\alpha, y_{1}\right) \rightarrow \alpha$, then $\left[z_{i} / \sigma(\alpha, \alpha)\right]$ is an $E_{R}$-unifier of $z_{i}$ and $t^{\prime}$ which would not be computed if we would apply the occur check to the whole term $t^{\prime}$, because $z_{i}$ occurs in $t^{\prime}$.
3. If $t / i m p O(t)=e q u\left(z_{i}, z_{j}\right)$ for two variables $z_{i}$ and $z_{j}$, then, using the leftmost outermost narrowing relation associated with $\hat{R}$ in a naive way, $(t, \varphi)$ derives
to $\left(\varphi_{s}(t|i m p O(t) \leftarrow s|), \varphi \circ \varphi_{s}\right)$ for every $s \in T(\Delta\rangle$ where $\varphi_{s}=\left[z_{i} / s, z_{j} / s\right]$. That means, $\varphi_{0}$ would be computed as the most general unifier of $z_{i}$ and $z_{j}$ which is certainly wrong. The most general unifier of $z_{i}$ and $z_{j}$ is $\left[z_{i} / z_{k}, z_{j} / z_{k}\right]$ where $k-1$ is the maximal index of a free variable in use (cf. [23]). Thus, we define the ulo narrowing relation in such a way that a derivation form $(t, \varphi)$ with $t / i m p O(t)=$ equ $\left(z_{i}, z_{j}\right)$ derives as follows: $t / i m p O(t)$ is replaced by $z_{k}$, every occurrence of $z_{i}$ and $z_{j}$ in $t$ is replaced by $z_{k}$, and $\varphi$ is composed with the substitution $\left[z_{i} / z_{k}, z_{j} / z_{k}\right]$.

Before we introduce the ulo narrowing relation, we define some auxiliary notions.
Definition 4.2 Let $R=(F, \Delta, R)$ be a ctn-trs and let $t \in T\langle\widehat{F} \cup \Delta\rangle(\mathcal{V})$.

- The important occurrence in $t$, denoted by $\operatorname{imp} O(t)$, is the occurrence $\min _{l e x}(\{u \in O(t) \mid t[u]=e q u\})$.
- $t$ is in binding mode, if $t[i m p O(t) 1], t[i m p O(t) 2] \in \mathcal{V}$.
- The $(\Delta \cup V)$-skeleton of $t$ is the set
$\{u \in O(t) \mid$ there does not exist any $v \in O(t), v \leq u$ and $t[v] \in F\}$.
- The occur check for $t$ succeeds, if the following conditions hold:

1. $t$ is not in binding mode.
2. there is an $i \in[2]$ such that $t[i m p O(t) i] \in V$ and $t[i m p O(t)(3-$ i)] $\notin \mathcal{V}$ and there exists an occurrence $u$ in the $(\Delta \cup \mathcal{V})$-skeleton of $t /(i m p O(t)(3-i))$ such that $t /(i m p O(t)(3-i))[u]=t[i m p O(t) i] . \quad \oplus$

Definition 4.3 Let $R=(F, \Delta, R)$ be a ctn-trs. The unification-driven leftmost outermost narrowing relation associated with $\widehat{R}$, denoted by $\stackrel{\sim}{\sim} \hat{R}$, is defined as follows: for every $t, s \in T(\widehat{F} \cup \Delta)(\mathcal{V})$ and $\psi, \psi^{\prime} \in S u b(\mathcal{V}, \Delta):(t, \psi)$ derives to $\left(s, \psi^{\prime}\right)$ by $\stackrel{\sim}{\sim} \hat{\mathfrak{R}}$, denoted by $(t, \psi) \stackrel{\sim}{\sim} \hat{\mathfrak{R}}\left(s, \psi^{\prime}\right)$, if $t / \operatorname{imp} O(t)=\operatorname{equ}\left(t_{1}, t_{2}\right)$ where $t_{1}, t_{2} \in T\langle F \cup \Delta\rangle(V)$ and one of the following four conditions holds:

1. $\left(t_{1}[\Lambda], t_{2}[\Lambda] \in \Delta\right.$ and $\left.t_{1}[\Lambda]=t_{2}[\Lambda]\right)$ or $\left(\left(\left(t_{1}[\Lambda] \in \Delta\right.\right.\right.$ and $\left.t_{2}[\Lambda] \in V\right)$ or $\left(t_{1}[\Lambda] \in\right.$ $V$ and $\left.t_{2}[\Lambda] \in \Delta\right)$ ) and the occur check fails for $t$ ) and the following three conditions hold:
(a) $\left(e q u\left(t_{1}, t_{2}\right), \varphi_{\emptyset}\right) \stackrel{l_{0}^{o}}{\sim_{R(\Delta)}}\left(t^{\prime}, \varphi^{\prime}\right)$.
(b) $s=\varphi^{\prime}\left(t\left[i m p O(t) \leftarrow t^{\prime}\right]\right)$.
(c) $\psi^{\prime}=\psi \circ \varphi^{*}$.
2. $\quad t_{1}, t_{2} \in \mathcal{V}, t_{1} \neq t_{2}$, and the following three conditions hold where $k=$ $\min \left\{i \mid z_{i} \in \mathcal{V} \backslash(\mathcal{V}(t) \cup D(\psi) \cup I(\psi))\right\}$ :
(a) $\varphi^{\prime}=\left[t_{1} / z_{k}, t_{2} / z_{k}\right]$.
(b) $s=\varphi^{\prime}\left(t\left|i \operatorname{mp} O(t) \leftarrow z_{k}\right|\right)$.
(c) $\psi^{\prime}=\psi \circ \varphi^{\prime}$.

- $t_{1}, t_{2} \in \mathcal{V}, t_{1}=t_{2}$, and the following two conditions hold:
(a) $s=t\left[i m p O(t) \leftarrow t_{1}\right]$.
(b) $\psi^{\prime}=\psi$.

3. $t_{1}[\Lambda] \in F$ and the following three conditions hold:
(a) $\left(t_{1}, \varphi_{\emptyset}\right) \stackrel{l_{0}}{\stackrel{\circ}{+}}\left(t^{\prime}, \varphi^{\prime}\right)$.
(b) $s=\varphi^{\prime}\left(t\left[i m p O(t) 1 \leftarrow t^{\prime}\right]\right)$.
(c) $\psi^{\prime}=\psi \circ \varphi^{\prime}$.
4. $t_{1}[\Lambda] \notin F$ and $t_{2}[\Lambda] \in F$ and the following three conditions hold:
(a) $\left(t_{2}, \varphi_{\emptyset}\right) \stackrel{l_{0}}{\stackrel{o}{\sim}}\left(t^{\prime}, \varphi^{\prime}\right)$.
(b) $s=\varphi^{\prime}\left(t\left[i m p O(t) 2 \leftarrow t^{\prime}\right]\right)$.
(c) $\psi^{\prime}=\psi \circ \varphi^{\prime}$.

If a rule $l \rightarrow r \in \widehat{R}$ is applied, i.e., in cases 1 , 3 , and 4 , we write $\stackrel{u}{\sim}_{\hat{R}, l \rightarrow r}$. In case 2 we write $\stackrel{u}{\sim} \widehat{\mathbb{R}}, b m$ to indicate that the current term is in binding mode.

In the following example we show three derivations by the ulo narrowing relation which illustrate the involved occur check.

Example 4.4 Consider the ctn-trs $\boldsymbol{R}_{1}$ and its extension $\hat{\boldsymbol{R}}_{1}$ (cf. Figure 5).
(a) Consider the terms $\operatorname{sh}\left(z_{1}, \sigma\left(\alpha, z_{2}\right)\right)$ and $\sigma\left(m i\left(z_{1}\right), \sigma\left(z_{2}, \alpha\right)\right)$. A possible derivation by $\stackrel{u}{\sim} \widehat{R}_{1}$ runs as follows:

|  | $\left(e q u\left(\operatorname{sh}\left(z_{1}, \sigma\left(\alpha, z_{2}\right)\right), \sigma\left(m i\left(z_{1}\right), \sigma\left(z_{2}, \alpha\right)\right)\right), \varphi_{\emptyset}\right)$ |
| :---: | :---: |
| $\stackrel{u}{\sim}$ | $\left(e q u\left(\sigma\left(\alpha, z_{2}\right), \sigma\left(m i(\alpha), \sigma\left(z_{2}, \alpha\right)\right)\right),\left[z_{1} / \alpha\right]\right)$ |
| $\stackrel{\sim}{\sim} \widehat{R}_{1}{ }_{1}, A,(6)$ | $\left(\sigma\left(e q u(\alpha, m i(\alpha)), e q u\left(z_{2}, \sigma\left(z_{2}, \alpha\right)\right)\right),\left[z_{1} / \alpha\right]\right)$ |
| $\stackrel{\sim}{\sim}{ }_{\sim}^{\widehat{R}_{1}, 12,(3)}$ | $\left(\sigma\left(e q u(\alpha, \alpha)\right.\right.$, equ $\left.\left.\left(z_{2}, \sigma\left(z_{2}, \alpha\right)\right)\right),\left[z_{1} / \alpha\right]\right)$ |
| $\stackrel{\sim}{\sim}{ }_{\widehat{R}_{1}, 1,(5)}$ | $\left(\sigma\left(\alpha, \underline{e q u}\left(z_{2}, \sigma\left(z_{2}, \alpha\right)\right)\right),\left[z_{1} / \alpha\right]\right)$ |

Here the derivation stops, because the occur check succeeds.
(b) Consider the terms $\operatorname{sh}\left(z_{1}, \sigma\left(\alpha, z_{2}\right)\right)$ and $\sigma\left(m i\left(z_{1}\right), \sigma\left(z_{3}, \alpha\right)\right)$. The first four derivation steps are analogous to those one in (a).

$$
\begin{array}{ll} 
& \left(\operatorname{equ}\left(\operatorname{sh}\left(z_{1}, \sigma\left(\alpha, z_{2}\right)\right), \sigma\left(m i\left(z_{1}\right), \sigma\left(z_{3}, \alpha\right)\right)\right), \varphi_{\emptyset}\right) \\
\stackrel{u}{\sim} & \left(\sigma\left(\alpha, e q u\left(z_{2}, \sigma\left(z_{3}, \alpha\right)\right)\right),\left[z_{1} / \alpha\right]\right) \\
\stackrel{u}{\sim} \widehat{R}_{1} & \left(\sigma\left(\alpha, \sigma\left(e q u\left(z_{4}, z_{3}\right), e q u\left(z_{5}, \alpha\right)\right)\right),\left[z_{1} / \alpha, z_{2} / \sigma\left(z_{4}, z_{5}\right)\right]\right) \\
\stackrel{u}{\sim} \widehat{R}_{1}, 21, b m \\
\stackrel{\sim}{\sim} \widehat{R}_{1,22,(5)} & \left(\sigma\left(\alpha, \sigma\left(z_{6}, e q u\left(z_{5}, \alpha\right)\right)\right),\left[z_{1} / \alpha, z_{2} / \sigma\left(z_{6}, z_{5}\right), z_{3} / z_{6}\right]\right) \\
\left(\sigma\left(\alpha, \sigma\left(z_{6}, \alpha\right)\right),\left[z_{1} / \alpha, z_{2} / \sigma\left(z_{6}, \alpha\right), z_{3} / z_{6}\right]\right)
\end{array}
$$

Here the derivation yields the $E_{R_{1}}$-unifier $\left[z_{1} / \alpha, z_{2} / \sigma\left(z_{6}, \alpha\right), z_{3} / z_{6}\right]$.
(c) Now enrich $R_{1}$ by the rules $\operatorname{sh}(\beta, y) \rightarrow \beta$ (with number (7)) and $m i(\beta) \rightarrow \beta$ (with number (8)) where $\beta \in \Delta^{(0)}$. Denote this ctn-trs by $R_{2}$ and its extension by $\widehat{R}_{2}$ where the decomposition-rule for $\beta$ has the number (9). Consider the terms $z_{1}$ and $\sigma\left(\alpha, \operatorname{sh}\left(z_{2}, z_{1}\right)\right)$.

$$
\begin{array}{ll} 
& \left(\operatorname{equ}\left(z_{1}, \sigma\left(\alpha, \operatorname{sh}\left(z_{2}, z_{1}\right)\right)\right), \varphi_{\emptyset}\right) \\
\stackrel{u}{\sim} \widehat{R}_{2, \Lambda,(6)} & \left(\sigma\left(\operatorname{equ}\left(z_{3}, \alpha\right), \operatorname{equ}\left(z_{4}, \operatorname{sh}\left(z_{2}, \sigma\left(z_{3}, z_{4}\right)\right)\right)\right),\left[z_{1} / \sigma\left(z_{3}, z_{4}\right)\right]\right) \\
\stackrel{\sim}{\sim} \widehat{R}_{2,1,(5)} & \left(\sigma\left(\alpha, \operatorname{equ}\left(z_{4}, \operatorname{sh}\left(z_{2}, \sigma\left(\alpha, z_{4}\right)\right)\right)\right),\left[z_{1} / \sigma\left(\alpha, z_{4}\right)\right]\right) \\
\stackrel{\sim}{\sim} \widehat{R}_{2,22,(7)} & \left(\sigma\left(\alpha, e q u\left(z_{4}, \beta\right)\right),\left[z_{1} / \sigma\left(\alpha, z_{4}\right), z_{2} / \beta\right]\right) \\
\stackrel{\sim}{\sim} \widehat{R}_{2,2,(9)} & \left(\sigma(\alpha, \beta),\left[z_{1} / \sigma(\alpha, \beta), z_{2} / \beta\right]\right) \tag{*}
\end{array}
$$

Hence, this derivation yields the $E_{R_{2}}$-unifier $\left[z_{1} / \sigma(\alpha, \beta), z_{2} / \beta\right]$. Note that at (*) the occur check is only applied to the $(\Delta \cup \mathcal{V})$-skeleton of $\operatorname{sh}\left(z_{2}, \sigma\left(\alpha, z_{4}\right)\right)$.

### 4.2 Unification by $\stackrel{u}{\sim}_{\mathcal{R}(\Delta)}$

As an intermediate result between Theorem 3.7 and the intended uu-algorithm in Theorem 4.7 which is based on the ulo narrowing relation, we show in this subsection that the usual unification of two terms $t, s \in T\langle\Delta\rangle(\mathcal{V})$ can be realized by a derivation by the ulo narrowing relation associated with $R(\Delta)$.

Lemma 4.5 Let $R=(F, \Delta, R)$ be a ctn-trs and let $t, s \in T\langle\Delta\rangle(\mathcal{V})$. The terms $t$ and $s$ are unifiable with most general unifier $\varphi$ iff there exists a derivation by $\stackrel{u}{\sim} R(\Delta)$ of the following form (equ(t,s), $\left.\varphi_{\nabla}\right) \stackrel{u}{\sim}_{R(\Delta)}^{*}\left(t^{\prime}, \varphi\right)$ and $t^{\prime} \in T\langle\Delta\rangle(V)$.

Proof: For the usual term unification, we consider the algorithm in [12] which transforms sets of unordered pairs. Let us briefly recall this algorithm. The unification of $t$ and $s$ starts with the set $P=\{\langle t, s\rangle\}$. Then, a finite number of transformations is applied step by step to this set. Every transformation is of one of the following three types:

1. If $\left\langle z_{i}, z_{i}\right\rangle \in P$, then $P$ is transformed into the set $P \backslash\left\{\left\langle z_{i}, z_{i}\right\rangle\right\}$.
2. If $\left\langle\sigma\left(t_{1}, \ldots, t_{k}\right), \sigma\left(s_{1}, \ldots, s_{k}\right)\right\rangle \in P$ then $P$ is transformed into the set $P \backslash\left\{\left\langle\sigma\left(t_{1}, \ldots, t_{k}\right), \sigma\left(s_{1}, \ldots, s_{k}\right)\right\rangle\right\} \cup\left\{\left\langle t_{1}, s_{1}\right\rangle, \ldots,\left\langle t_{k}, s_{k}\right\rangle\right\}$.
3. If $\left\langle z_{i}, s\right\rangle \in P$ such that $z_{i}$ does not occur in $s$, then $P$ is transformed into $\varphi\left(P \backslash\left\{\left\langle z_{i}, s\right\rangle\right\}\right) \cup\left\{\left\langle z_{i}, s\right\rangle\right\}$, where $\varphi=\left[z_{i} / s\right]$ and the $\varphi$-image of a set is defined as the set of the $\varphi$-images of its elements.

The algorithm stops, if $P$ is in solved form, i.e., $P=\left\{\left\langle z_{i}, t_{i}\right\rangle \mid i \in[n]\right\}$ where for every $i, j \in[n]: z_{i} \neq z_{j}$ for $i \neq j$ and $z_{i}$ does not occur in any $t_{j}$. Then, $\left[z_{1} / t_{1}, \ldots, z_{n} / t_{n}\right]$ is the most general unifier of $t$ and $s$.

Let us note that the algorithm computes the same unifier (modulo variable renaming) if a strategy is imposed on the order in which the transformation steps are applied. Thus, we can choose the order which corresponds to leftmost outermost narrowing by $\stackrel{\sim}{\sim} R(\Delta)$.

Each transformation of the unification algorithm corresponds to the following derivations by $\stackrel{\sim}{\sim} R(\Delta)$ where $(t, \varphi) \in T\langle\Delta\rangle(\mathcal{V}) \times S u b(\mathcal{V}, \Delta)$.

1. A transformation of type 1 corresponds to the derivation step $(t, \varphi) \stackrel{u}{\sim} R(\Delta)$ $\left(t\left[i m p O(t) \leftarrow z_{i}\right], \varphi\right)$, because $t / \operatorname{imp} O(t)=e q u\left(z_{i}, z_{i}\right)$. Then, the substitution $\varphi$ is not changed.
2. A transformation of type 2 corresponds to the derivation step $(t, \varphi) \stackrel{u}{\sim} R(\Delta)$ $\left(t^{\prime}, \varphi\right)$, where $t^{\prime}=t\left[i m p O(t) \leftarrow \sigma\left(e q u\left(t_{1}, s_{1}\right), \ldots, e q u\left(t_{k}, s_{k}\right)\right)\right]$ and $\varphi$ is not changed, because $t / i m p O(t)=\operatorname{equ}\left(\sigma\left(t_{1}, \ldots, t_{k}\right), \sigma\left(s_{1}, \ldots, s_{k}\right)\right)$. Thus, an application of an decomposition-rule covers the transformation of type 2.
3. The correspondence of a transformation of type 3 is split up into two cases.

Case 1: If $s \notin \mathcal{V}$, then the transformation corresponds to the derivation $(t, \varphi) \stackrel{u}{\sim}_{\sim}^{*}(\Delta)\left(t^{\prime}, \varphi \circ\left\{z_{i} / s \mid\right)\right.$, where $t^{\prime}$ is the term that results from $t$ by replacing every occurrence of $z_{i}$ by $s$. The length of this derivation is size $(s)$, because decomposition-rules are applied node by node in $s$. Note that the applicability of decomposition-rules is subjected to an occur check (cf. Definition 4.3 1.).
Case 2: If $s=z_{j}$ with $j \neq i$, then $t$ is in binding form and the transformation corresponds the derivation step $(t, \varphi) \stackrel{\sim_{+}^{*}}{\stackrel{*}{*}(\Delta), b m}\left(t^{\prime}, \varphi \circ\left[z_{i} / z_{k}, z_{i} / z_{k}\right]\right)$ where $z_{k}$ is a new variable.

Conversely, in the definition of $\stackrel{u}{\leadsto} R(\Delta)$, there occurs exactly one of the cases 1,2 , 3.1, and 3.2. In every of these cases, the derivation step by $\stackrel{\sim}{\sim} \mathcal{R}(\Delta)$ corresponds to the transformation of the unification algorithm which is mentioned above

The unification of the terms $t=\sigma\left(z_{1}, z_{2}\right)$ and $s=\sigma\left(\sigma\left(z_{2}, \alpha\right), \alpha\right)$ via a derivation by $\stackrel{u}{4}_{R_{1}\left(\Delta_{1}\right)}$ is shown in Figure 6 (for $R_{1}$ and $\Delta_{1}$ cf. Figure 2). The most general unifier is $\theta=\left[z_{1} / \sigma(\alpha, \alpha), z_{2} / \alpha\right]$.

Now we rephrase Theorem 3.7 by replacing the unification by a derivation induced by $\stackrel{u}{\sim} R(\Delta)$.

Theorem 4.6 Let $R=(F, \Delta, R)$ be a ctn-trs. Let $t, s \in T\langle F \cup \Delta)(\mathcal{V})$, and let $V$ be the set $\mathcal{V}(t) \cup \mathcal{V}(s)$. Let $S$ be the set of all $(\mathcal{V}, \Delta)$-substitutions $\varphi$ such that $\varphi$ is in $S$ iff there exists a derivation by $\stackrel{\text { lo }^{\sim}}{\sim}$ :

$$
\begin{aligned}
& \left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{\operatorname{lo}_{R}}{\sim_{R}}\left(e q u\left(t_{1}, s_{1}\right), \varphi_{1}\right) \\
& \stackrel{10}{\sim}_{R}\left(e q u\left(t_{2}, s_{2}\right), \varphi_{2}\right) \stackrel{10}{\sim_{R}} \ldots \stackrel{10}{\sim}_{R}\left(e q u\left(t_{n}, s_{n}\right), \varphi_{n}\right),
\end{aligned}
$$

```
\(\stackrel{\sim}{\sim} R_{1}\left(\Delta_{1}\right),(6)\)
\(\stackrel{u}{\sim}\)
\(\stackrel{\sim}{\sim} R_{1}\left(\Delta_{1}\right),(6)\)
\(\stackrel{\sim}{\sim} R_{1}\left(\Delta_{1}\right), b m\)
\(\stackrel{\sim}{\sim} R_{1}\left(\Delta_{1}\right),(5)\)
\(\stackrel{\sim}{\sim} R_{1}\left(\Delta_{1}\right),(5)\)
\(\left(\operatorname{equ}\left(\sigma\left(z_{1}, z_{2}\right), \sigma\left(\sigma\left(z_{2}, \alpha\right), \alpha\right)\right), \varphi_{\emptyset}\right)\)
\(\left(\sigma\left(e q u\left(z_{1}, \sigma\left(z_{2}, \alpha\right)\right), e q u\left(z_{2}, \alpha\right)\right), \varphi_{\phi}\right)\)
\(\left(\sigma\left(\sigma\left(e q u\left(z_{3}, z_{2}\right)\right.\right.\right.\), equ \(\left.\left(z_{4}, \alpha\right)\right)\), equ \(\left.\left.\left(z_{2}, \alpha\right)\right),\left[z_{1} / \sigma\left(z_{3}, z_{4}\right)\right]\right)\)
\(\left(\sigma\left(\sigma\left(z_{5}, e q u\left(z_{4}, \alpha\right)\right)\right.\right.\), equ \(\left.\left.\left(z_{5}, \alpha\right)\right),\left[z_{1} / \sigma\left(z_{5}, z_{4}\right), z_{2} / z_{5}\right]\right)\)
\(\left(\sigma\left(\sigma\left(z_{5}\right.\right.\right.\), equ \(\left.\left.\left(z_{4}, \alpha\right)\right), e q u\left(z_{5}, \alpha\right)\right),\left(z_{1} / \sigma\left(z_{5}, z_{4}\right)\right.\),
\(\left(\sigma\left(\sigma\left(z_{5}, \alpha\right)\right.\right.\), equ \(\left.\left.\left(z_{5}, \alpha\right)\right),\left[z_{1} / \sigma\left(z_{5}, \alpha\right), z_{2} / z_{5}\right]\right)\)
\(\left(\sigma(\sigma(\alpha, \alpha), \alpha),\left[z_{1} / \sigma(\alpha, \alpha), z_{2} / \alpha\right]\right)\)
```

Figure 6: A unification by a derivation by $\stackrel{\sim}{\sim} R_{1}\left(\Delta_{1}\right)$.
where for every $i \in[n]: \varphi_{i}$ is in normal form, $t_{n}$ and $s_{n}$ are in normal form, and there exists a derivation by $\stackrel{u}{\leftrightarrows}_{R(\Delta)}$ :

$$
\left(e q u\left(t_{n}, s_{n}\right), \varphi_{n}\right) \stackrel{u}{\sim}{ }_{R(\Delta)}^{*}\left(t^{\prime}, \varphi^{\prime}\right)
$$

such that $t^{\prime} \in T\langle\Delta\rangle(\nu)$ and $\varphi=\left.\varphi^{\prime}\right|_{V}$. Then $S$ is a ground complete set of $\left(E_{\mathcal{R}}, \Delta\right)$ unifiers of $t$ and $s$ away from $V$.

Proof: The correctness of Theorem 4.6 immediately follows from Theorem 3.7 and from Lemma 4.5.

## $4.3 \quad E_{\mathcal{R}}$-Unification by $\stackrel{\mu}{\sim} \hat{\mathcal{R}}$

We finish this section by showing that we can compute a ground complete set of ( $E_{R}, \Delta$ )-unifiers of two terms $t$ and $s$ by derivations induced by the ulo narrowing relation.

Theorem 4.7 Let $R=(F, \Delta, R)$ be a ctn-trs. Let $t, s \in T\langle F \cup \Delta\rangle(V)$, and let $V$ be the set $\mathcal{V}(t) \cup \mathcal{V}(s)$. Let $S$ be the set of all $(\mathcal{V}, \Delta)$-substitutions $\varphi$ such that $\varphi$ is in $S$ iff there exists a derivation by $\stackrel{\sim}{\sim} \widehat{\hat{R}}$ :

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{u}{\sim} \hat{R}\left(t_{1}, \varphi_{1}\right) \stackrel{u}{\sim} \hat{R}\left(t_{2}, \varphi_{2}\right) \stackrel{u}{\sim} \hat{R} \cdots \stackrel{u}{\sim} \hat{R}\left(t_{n}, \varphi_{n}\right) ;
$$

where for every $i \in[n]: \varphi_{i}$ is in normal form, $t_{n} \in T(\Delta)(V)$, and $\varphi=\varphi_{n} \mid V$. Then $S$ is a ground complete set of $\left(E_{\mathcal{R}}, \Delta\right)$-unifiers of $t$ and $s$ away from $V$.

Proof: We show that there exists a derivation

$$
\begin{equation*}
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{l o}{\sim}_{R}^{*}\left(e q u\left(t^{\prime}, s^{\prime}\right), \varphi^{\prime}\right) \stackrel{u}{\sim}_{R(\Delta)}^{*}\left(t^{*}, \varphi^{*}\right), \tag{1}
\end{equation*}
$$

where $t^{\prime}, s^{\prime}, t^{*} \in T\langle\Delta\rangle(\mathcal{V})$ and $\varphi^{\prime}, \varphi^{*} \in S u b(\mathcal{V}, \Delta)$ iff there exists a derivation

$$
\begin{equation*}
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{山}{\sim} \hat{\sim}\left(t^{*}, \varphi^{*}\right) \tag{2}
\end{equation*}
$$

Then from Theorem 4.6 the correctness of the present theorem follows.

## Derivation $1 \Longrightarrow$ Derivation 2

First, we show that for every derivation 1, there exists a derivation 2. For this purpose, we introduce the function eqpos : $T\langle F \cup \Delta\rangle(V) \times T\langle F \cup \Delta\rangle(V) \rightarrow \mathbb{N}$ that yields, for two terms $t_{1}$ and $t_{2}$, the maximal number of steps which can be performed by $\stackrel{u}{\sim} R(\Delta)$ on the term equ( $\left.t_{1}, t_{2}\right)$. In order to describe this function, we first have to find out the first occurrence notequ $\left(t_{1}, t_{2}\right)$ in $t_{1}$ or $t_{2}$ at which no decomposition-rule is applicable; notequ( $t_{1}, t_{2}$ ) is defined by

$$
\begin{array}{ll}
\min _{\text {iex }}\left(\left\{u \in O\left(t_{1}\right) \cup O\left(t_{2}\right) \mid\right.\right. & t_{1}[u] \in F \text { or } t_{2}[u] \in F \text { or } \\
& \left(t_{1}[u] \in \Delta \text { and } t_{2}[u] \in \Delta \text { and } t_{1}[u] \neq t_{2}[u]\right) \text { or } \\
& \text { the occur check for equ( } \left.\left.\left.t_{1}[u], t_{2}[u]\right) \text { succeeds }\right\}\right)
\end{array}
$$

Then eqpos $\left(t_{1}, t_{2}\right)$ is defined by summing up the number of possible applications of decomposition-rules at occurrences which are common to $t_{1}$ and $t_{2}$.

$$
\sum_{\left.\left\{u \in O\left(t_{1}\right) \cap O\left(t_{2}\right) \mid u<\text { les notequ( } t_{1}, t_{2}\right)\right\}} \text { equsteps }\left(t_{1}, t_{2}, u\right)
$$

equsteps $\left(t_{1}, t_{2}, u\right)$ is the number of possible applications of decomposition-rules at occurrence $u$. Let $t^{\prime}=t_{3-i} / u$.

$$
\text { equsteps }\left(t_{1}, t_{2}, u\right)= \begin{cases}1 & \text { if } t_{1}[u], t_{2}[u] \in \Delta \text { and } t_{1}[u]=t_{2}[u] \\ 1 & \text { if } t_{1}[u], t_{2}[u] \in V \\ n & \text { if, for some } i \in[2]: t_{i}[u] \in V, t^{\prime} \in T\langle\Delta\rangle(\nu) \backslash V \\ & \text { and } n=\operatorname{card}\left(O\left(t^{\prime}\right)\right) \\ n & \text { if, for some } i \in[2]: t_{i}[u] \in V \\ & t^{\prime} \in T\langle F \cup \Delta\rangle(V) \backslash T\langle\Delta\rangle(V) \text { and } n= \\ & \left.\operatorname{card}\left(\left\{w \in O\left(t^{\prime}\right) \mid w \ll_{\text {lex }} \min \min _{l e x}\left(\left\{v\left|t^{\prime}\right| v\right] \in F\right\}\right)\right\}\right)\end{cases}
$$

To give an example, consider the following two terms $t_{1}=\sigma\left(\sigma\left(\sigma(\alpha, \alpha), z_{1}\right)\right.$, $\sigma(f(\alpha), \alpha))$ and $t_{2}=\sigma\left(\sigma\left(z_{2}, z_{3}\right), \sigma(\sigma(\alpha, \alpha), \alpha)\right)$ (in Figure 7, the occurrences at which a decomposition-rule is applicable, are enclosed).
$\operatorname{Obviously}$, notequ $\left(t_{1}, t_{2}\right)=21$. Hence, eqpos $\left(t_{1}, t_{2}\right)=$ equsteps $\left(t_{1}, t_{2}, \Lambda\right)+$ equsteps $\left(t_{1}, t_{2}, 1\right)+$ equsteps $\left(t_{1}, t_{2}, 11\right)+$ equsteps $\left(t_{1}, t_{2}, 12\right)+$ equsteps $\left(t_{1}, t_{2}, 2\right)$.

And equsteps $\left(t_{1}, t_{2}, \Lambda\right)=$ equsteps $\left(t_{1}, t_{2}, 1\right)=$ equsteps $\left(t_{1}, t_{2}, 12\right)=$ equsteps $\left(t_{1}, t_{2}, 2\right)=1$, and equsteps $\left(t_{1}, t_{2}, 11\right)=3$. Thus, eqpos $\left(t_{1}, t_{2}\right)=7$. This means that, starting from equ( $t_{1}, t_{2}$ ), it is possible to perform exactly 7 applications of some decomposition-rule. The result after application of 7 decomposition-rules is the term

$$
\sigma\left(\sigma\left(\sigma(\alpha, \alpha), z_{4}\right), \sigma(e q u(f(\alpha), \sigma(\alpha, \alpha)), e q u(\alpha, \alpha))\right)
$$

which is shown in Figure 8, where $z_{4}$ results from the handling of the binding mode.
Furthermore, we prove the following Claim by induction on $k$.
Claim 1 For every $k \geq 0, s_{t}, s_{t} \in T\langle F \cup \Delta\rangle(\mathcal{V}), s \in T\langle\widehat{F} \cup \Delta\rangle(V)$, and for every $\varphi, \psi \in S u b(\nu, \Delta):$ If there exists a derivation

$$
\left(e q u(t, s), \varphi_{\phi}\right) \stackrel{l_{0}^{\prime o}}{\sim_{R}^{k}}\left(e q u\left(s_{t}, s_{\theta}\right), \varphi\right) \stackrel{u}{\sim} \underset{R(\Delta)}{\text { eqpos }\left(s_{t}, s_{0}\right)}(\varsigma, \psi),
$$



Figure 7: The term equ( $\left.t_{1}, t_{2}\right)$.
then there exists a derivation

$$
\left(e q u(t, s), \varphi_{Q}\right) \stackrel{u}{\sim} \stackrel{k}{k+e q p o s}\left(s_{t}, s_{0}\right)(s, \psi) .
$$

## Induction on $k$ :

$\underline{k=0}: s_{t}=t$ and $s_{s}=s$. We have (equ( $\left.\left.t, s\right), \varphi_{\theta}\right) \stackrel{\mu}{\sim} \underset{R(\Delta)}{\text { eqpos }\left(s_{t}, s_{0}\right)}(\varsigma, \psi)$.

$\underline{k \rightarrow k+1}$ : There exist $s_{t}^{\prime}, s_{0}^{\prime} \in T\langle F \cup \Delta\rangle(\nu), s^{\prime} \in T\langle\hat{F} \cup \Delta\rangle(\mathcal{V}), \varphi^{\prime}, \psi^{\prime} \in$ $\overline{S u b}(\mathcal{V}, \Delta)$, and there exists the following derivation:

Now we split the derivation by $\stackrel{u}{\sim} R(\Delta)$ into two derivations: There exist $\bar{\zeta} \in$ $T\langle\widehat{F} \cup \Delta\rangle(V), \bar{\varphi} \in S u b(\mathcal{V}, \Delta)$, and there exists the following derivation:

$$
\begin{aligned}
& \stackrel{\sim}{\sim} \underset{R}{\text { eqpoos }\left(s_{t}^{\prime}, s_{0}^{\prime}\right)-\text { eqpos }\left(s_{t}, s_{0}\right)}\left(s^{\prime}, \psi^{\prime}\right) .
\end{aligned}
$$

There exist $\vec{\zeta} \in T(\hat{F} \cup \Delta)(V), \bar{\varphi}^{\prime} \in S u b(V, \Delta)$, and there exists the following derivation by changing the order of applications of rules in the previous derivation:

$$
\begin{aligned}
&\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{\stackrel{i 0}{\sim}_{*}^{k}}{R}\left(e q u\left(s_{t}, s_{\theta}\right), \varphi\right) \stackrel{u}{\sim} \underset{R(\Delta)}{\text { eqpos }\left(s_{t}, s_{0}\right)}\left(\bar{\zeta}^{\prime}, \bar{\varphi}^{\prime}\right) \stackrel{u}{\sim} \hat{R}(\bar{\zeta}, \bar{\varphi}) \\
& \stackrel{u}{\sim} \text { eqpos }\left(s_{t}^{\prime}, s_{0}^{\prime}\right)-\text { eqpoo }\left(s_{t}, s_{0}\right) \\
&\left(\varsigma^{\prime}, \psi^{\prime}\right) .
\end{aligned}
$$



Figure 8: Resulting term $t^{*}$ after application of seven decomposition-rules.

Changing the order of the derivation is correct, because in the derivation step (equ( $\left.\left.\varsigma_{t}, \zeta_{s}\right), \varphi\right) \stackrel{l_{0}}{\sim_{R}}\left(e q u\left(s_{t}^{\prime}, \varsigma_{s}^{\prime}\right), \varphi^{\prime}\right)$, a function $f$ is applied at the leftmost outermost narrowing occurrence. From the definition of eqpos it follows that $f$ is also the label of the leftmost outermost narrowing occurrence in $\vec{\zeta}$. Furthermore, in the case of a function application, the relations $\stackrel{\substack{\circ \\ \sim}}{ }$ and $\stackrel{u}{\sim} \hat{R}$ yield the same result.
Example: Let $s_{t}=t_{1}$ and $\zeta_{s}=t_{2}$ in Figure 7 and let $f(\alpha) \rightarrow \alpha$ be a rule in $R$. The leftmost outermost narrowing occurrence in equ( $t_{1}, t_{2}$ ) in Figure 7 is occurrence 121 which is labelled by the function symbol $f$. After eqpos $\left(t_{1}, t_{2}\right)=7$ applications of decomposition-rules we get the term $t^{*}$ in Figure 8 which is denoted by $\varsigma^{\prime}$ in the proof. The leftmost outermost narrowing occurrence in $t^{*}$ is the occurrence 211 which is also labelled by $f$. Furthermore, the next step in the derivation by $\stackrel{10}{{ }^{1}+} R$ starting with equ( $t_{1}, t_{2}$ ) in Figure 7 is analogous to the next step in the derivation by $\stackrel{4}{\sim} \widehat{\mathcal{R}}$ starting with $t^{*}$ in Figure 8.

The existence of the following derivation follows from the induction hypothesis:

The existence of the following derivation follows from $R(\Delta) \subseteq \widehat{R}$ :

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{u}{\sim} \hat{R}_{\hat{R}}^{k+1+e q p o s}\left(s_{t}^{\prime}, s_{z}^{\prime}\right)\left(s^{\prime}, \psi^{\prime}\right) .
$$

This finishes the proof of Claim 1.
Especially, if $k$ is equal to the length of the derivation by $\stackrel{l_{0}}{\sim} R R$ in derivation 1 , it follows that for every derivation 1, there exists a derivation 2.

## Derivation $2 \Longrightarrow$ Derivation 1

Now we show that for every derivation $\overline{2}$, there exists a derivation 1. For this purpose, we introduce the function eqapp : $T\langle\widehat{F} \cup \Delta\rangle(V) \rightarrow \mathbb{N}$ that yields, for a term $t$, the sum of applications of decomposition-rules and steps started by a term in binding mode, in the derivation by $\stackrel{\sim}{\sim} \hat{\mathbb{R}}$ up to $t$.

$$
\operatorname{eqapp}(t)=\operatorname{card}\left(\left\{u \in O(t) \mid u<_{l e x} \operatorname{imp} O(t)\right\}\right)
$$

Furthermore, we prove the following claim by induction on $k$.

Claim 2 For every $k \geq 0, \varsigma \in T\langle\hat{F} \cup \Delta\rangle(\mathcal{V})$, and $\psi \in S u b(\mathcal{V}, \Delta)$ : If there exists a derivation

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{u}{\sim} \stackrel{k}{\hat{R}}(\zeta, \psi),
$$

then there exist $\zeta_{t}, \zeta_{s} \in T\langle F \cup \Delta)(V), \varphi \in S u b(\mathcal{V}, \Delta)$, and there exists a derivation

Induction on $k$ :
$\underline{k=0}: \varsigma=\operatorname{equ}(t, s), \psi=\varphi_{\emptyset}$. Thus, $\operatorname{eqapp}(\varsigma)=0$. We have

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{\stackrel{q}{o}^{0}}{\sim_{R}}\left(e q u\left(s_{t}, s_{s}\right), \varphi_{\emptyset}\right) \stackrel{u}{\sim}_{R(\Delta)}^{0}(\varsigma, \psi) .
$$

$k \rightarrow k+1:$ There exist $\zeta^{\prime} \in T\langle\widehat{F} \cup \Delta\rangle(\mathcal{V}), \psi^{\prime} \in S u b(\mathcal{V}, \Delta)$, and there exists the following derivation:

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{u}{\sim} \stackrel{k}{\hat{R}}(\varsigma, \psi) \stackrel{u}{\sim} \widehat{R}\left(s^{\prime}, \psi^{\prime}\right) .
$$

From the induction hypothesis it follows that there exists the following derivation:

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{l_{0}{ }_{\sim}^{k-e q a p p}(s)}{\sim}\left(e q u\left(s_{t}, s_{s}\right), \varphi\right) \stackrel{u}{\sim} \underset{R(\Delta)}{\text { eqapp }(s)}(\zeta, \psi) \stackrel{u}{\sim} \hat{R}\left(s^{\prime}, \psi^{t}\right) .
$$

Now we have to distinguish the following two cases:
Case 1: $\operatorname{eqapp}\left(s^{\prime}\right)=\operatorname{eqapp}(s)$. Then, the $k+1$ th derivation step is a function application. The same function application can be applied to the term equ( $s_{t}, s_{s}$ ) in a derivation step by $\stackrel{l o}{\sim} R$.
Example: Let $\varsigma_{t}=t_{1}$ and $\varsigma_{s}=t_{2}$ in Figure 7 and let $\varsigma$ be the term $t^{*}$ in Figure 8 ; eqapp $\left(t^{*}\right)=7$. The next derivation step in the derivation by $\stackrel{\sim}{\sim} \underset{\hat{R}}{ }$ starting with $t^{*}$ is the application of the rule $f(\alpha) \rightarrow \alpha$ which simply replaces the subterm $f(\alpha)$ in $t^{*}$ by $\alpha$. The resulting term is denoted by $\zeta^{\prime}$ in the proof. The next step in the derivation by $\stackrel{l^{\circ}}{\stackrel{O}{\sim}} R$ starting with equ( $\left.t_{1}, t_{2}\right)$ is the application of the same rule.

Furthermore, the $\operatorname{eqapp}(\zeta)$ derivation steps by $\stackrel{u}{\sim} R(\Delta)$ work only on occurrences
that are less with respect to $<_{l e x}$ than the occurrence where the function is applied. Thus, there exist $\zeta_{t}^{\prime}, \zeta_{0}^{\prime} \in T\langle F \cup \Delta\rangle(\mathcal{V}), \varphi^{\prime} \in S u b(\mathcal{V}, \Delta)$, and there exists a derivation:

Then we obtain the following derivation:

Case 2: $\operatorname{eqapp}\left(\varsigma^{\prime}\right)=\operatorname{eqapp}(\varsigma)+1$. One of the cases 1 and 2 in Definition 4.3 is applied in the added step. In these cases $\stackrel{\sim}{\sim} \hat{R}$ exactly works as $\stackrel{\sim}{\sim} R(\Delta)$ (e.g., suppose that the subterm $f(\alpha)$ is replaced by $\sigma(\alpha, \alpha)$ in Figure 8, then the decompositionrule for $\sigma$ is applied in the added step.). We get the following derivation:

From $\operatorname{eqapp}\left(\varsigma^{\prime}\right)=\operatorname{eqapp}(\varsigma)+1$ follows:

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{l o}{\overbrace{+}^{k-(e q a p p}\left(s^{\prime}\right)-1)}\left(e q u\left(\zeta_{t}, \zeta_{s}\right), \varphi\right) \stackrel{u}{\sim} \underset{R(\Delta)}{\operatorname{eqapp}\left(s^{\prime}\right)}\left(s^{\prime}, \psi^{\prime}\right) .
$$

Here we obtain the following derivation:

$$
\left(e q u(t, s), \varphi_{\emptyset}\right) \stackrel{10}{\sim}{ }_{R}^{k+1-e q a p p}\left(s^{\prime}\right)\left(e q u\left(s^{\prime}, \zeta_{0}\right), \varphi\right) \stackrel{u}{\sim} \underset{R(\Delta)}{\text { eqapp }\left(s^{\prime}\right)}\left(s^{\prime}, \psi^{\prime}\right) .
$$

Especially, if $k$ is equal to the length of the derivation by $\stackrel{u}{\sim} \widehat{R}$ in derivation 2, it follows that for every derivation 2, there exists a derivation 1. This finishes the proof of Claim 2.

The unification-driven leftmost outermost narrowing tree of $R_{1}$ for the $E_{R_{1}}$ unification of the terms $\operatorname{sh}\left(z_{1}, \alpha\right)$ and $m i\left(\sigma\left(z_{2}, \alpha\right)\right)$ is shown in Figure 9. At leaves which are labeled by 'clash!', the derivations are stopped by the ulo narrowing relation. Thus, in an intuitive sense, the uu-algorithm induced in Theorem 4.7 is more efficient than the uu-algorithm of Theorem 3.7. (Compare the ulo narrowing tree of Figure 9 with the leftmost outermost narrowing tree in Figure 4.)


Figure 9: Ulo narrowing tree for equ(sh( $\left.\left.z_{1}, \alpha\right), m i\left(\sigma\left(z_{2}, \alpha\right)\right)\right)$.

## 5 Conclusion

In this paper we have formalized a universal unification algorithm for equational theories which are characterized by ctn-trs's. This algorithm is at least as efficient as the algorithm which is implied by Theorem 3 in [3], but sometimes it is more efficient. The universal unification algorithm is based on the unification-driven leftmost outermost narrowing relation which is a combination of leftmost outermost narrowing and unification. It is inspired by the idea of the uu-algorithm in [11] which combines every innermost narrowing strategy with interleaving decomposition steps. The advantage of our uu-algorithm in comparison to the uu-algorithm in [11] is that arguments of function calls are only evaluated on demand which leads to a more efficient algorithm.

The conditions that the considered trs's are canonical and not strictly subunifable, cannot be weakened, because the uu-algorithm would loose its completeness. Furthermore, the condition that the trs's are constructor-based, cannot be weakened. Otherwise, the decomposition-rules would make no sense. We are not sure, whether the condition that the trs's are totally-defined, can be weakened.

As mentioned in the introduction, there exist a lot of other uu-algorithms which are based on narrowing strategies. But none of them combines the narrowing strategy with interleaving decomposition steps. Thus, nonsuccessful derivations are computed up to the end, whereas they are immediately stopped in our algorithm.

Two implementations of leftmost outermost reduction for special ctn-trs's which are called macro tree transducers $[1,4,5]$, are formalized in $[8,13]$. A nondeterministic implementation of the universal unification algorithm of the present paper which is an extension of the implementation in [8] by adding features for unification, is presented in [7]. In our current research [9] we construct a deterministic implementation of the universal unification algorithm by adding features for unification and backtracking to the implementation of leftmost outermost reduction shown in [13]. In the deterministic implementation a depth-first left-to-right traversal over the ulo narrowing tree is formalized. Clearly, this implementation does not produce a ground complete set of $\left(E_{R}, \Delta\right)$-unifiers, because otherwise the ( $E_{R}, \Delta$ )-unification problem would be decidable. Rather there are three possibilities:

- The machine stops and it has computed one $\left(E_{\mathcal{R}}, \Delta\right)$-unifier.
- The machine does not stop.
- The machine stops and it has computed no $\left(E_{\mathcal{R}}, \Delta\right)$-unifier. In fact, in this situation, the tree traversal has returned to the root and it is clear that there is no $\left(E_{\mathcal{R}}, \Delta\right)$-unifier at all.

As further research investigation, we will generalize the scope of this implementation from macro tree transducers to modular tree transducers [6]. Modular tree transducers are ctn-trs's which compute exactly the class of primitive recursive tree functions.
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