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Chapter 1

Introduction

1.1 Matter-wave interferometry

Matter-wave interferometry has led to the development of new techniques for the measurement of
inertial forces, �nding important applications both in fundamental physics and in applied research.
The remarkable stability and accuracy that atom interferometers have reached for acceleration
measurements can play a crucial role for gravimetry. Atom interferometry is used for precise
measurements of gravity acceleration [1, 2], Earth's gravity gradient [3, 4] and rotations [5]. Ac-
celerometers based on atom interferometry have been developed for many practical applications
including metrology, geodesy, geophysics, engineering prospecting and inertial navigation [6]. On-
going studies show that the space environment will allow to take full advantage of the potential
sensitivity of atom interferometers [7]. Recently, new interferometer schemes based on multiphoton
transitions have been demonstrated [8] and further sensitivity improvements in measuring inertial
force are expected. Moreover, general relativity tests at unprecedented precision level have been
also proposed [9]. In this context it is clear how atom interferometry plays a crucial role in both
fundamental and applied physics.

The �rst-matter wave interferometer was realized in 1947 by Enrico Fermi [10]. In that experi-
ment slow neutrons were Bragg di�racted by crystal planes with di�erent chemical composition; the
relative sign of the neutron scattering length from di�erent nuclei was measured. Some years later
the �rst matter-wave interferometry experiment on electrons was performed using a Mach-Zehnder
scheme, with crystals of few hundreds of atomic layers as mirrors [11, 84, 83]. At that time it was
already clear that neutral matter was more adequate than charged particles or photons for realizing
high sensitivity devices for acceleration detection. The reasons lie in the lower sensitivity with
respect to perturbing electric and magnetic �elds than charged particles. Moreover, typical speed
can be much lower than c, allowing a longer interaction time within a �xed length scale. Neutrons
were di�cult to produce in laboratories because accelerators are needed; atoms, on the other side,
do not easily penetrate matter and are easily blocked from surfaces. Matter wave interference pat-
terns from atoms, as more complex and massive system, were observed in 1990s and several groups
around the world started to realize atom interferometers experiments [12, 13, 14, 15]. In the �rst
experiments that demonstrate the power of atom interferometry for accurate measurements of the
Earth's gravity acceleration [1] and its gradient [3, 4], the separation and re�ection of the atomic
wave packet are achieved by using Raman atom interferometry, that is by inducing a Raman transi-
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4 CHAPTER 1. INTRODUCTION

tion between internal states of the atoms by an electromagnetic �eld [16]. Two counter-propagating
beams, with propagation vectors k1 and k2 ∼ −k1, whose frequency di�erence is resonant with an
atomic two-level system (typically the ground-state hyper�ne levels of alkali) , can drive a two-
photon Raman transition. The internal state of the atom and its momentum are always coupled,
as a consequence of momentum and energy conservation in the system atom+photons. Optical
pulses are used to stimulate Raman transitions between states. These light pulses act on the atom
matter-waves like mirrors and beam-splitter act on the light-wave in an optical interferometer. The
resulting phase di�erence accumulated along the atom interferometer paths is given by

φ = ~keff · ~a T 2 (1.1)

whenever an acceleration a is present and where keff = k2�k1 ∼ −2k1 and T is the temporal
separation between two interferometer pulses. Such method of using light pulses as beam splitters
and mirrors proved to be advantageous and the second generation of atom interferometers mainly
made use of this principle. Measurements of astonishing precision and with comparable � if not
better � performance than state of the art classical instruments have been made, namely, by the two
groups of Steven Chu and Mark Kasevich. Using atom interferometry, they were able to measure
Earth gravity g with a precision of 2× 10−7m/s2/

√
Hz [6], Earth gravity gradient with a precision

of 4× 10−8s−2/
√

Hz [17, 18] and rotations with an angular resolution better than 10−9rad/s/
√

Hz
[19].

In parallel, a third generation of atom interferometers, designed for new applications, has been
developed [20, 21]. In particular, this thesis has been carried out on a gradiometer for the measure-
ment of the Newtonian gravitational constant G in Florence [22].

1.2 The MAGIA experiment

1.2.1 Motivations

Nowadays most of the physical constants are known within a few parts per billion, in the worst
cases some parts per million. One of the few exceptions is the Universal Gravitational Constant G,
introduced for the �rst time by Newton in 1665 to describe the attractive force between all bodies
with mass. Despite

|F | = G
m1m2

r2
(1.2)

is one of the most known among all the physical laws, the last CODATA-recommended value of G
has still a relative uncertainty of 1.2× 10−4:

G = 6.67384(80)× 10−11 m3Kg−1s−2 (CODATA 2010)

Starting with the �rst measurements at the 1% level [23], declared uncertainties were gradually
reduced to 10−5G [24]. Even considering the most recent ones though [25, 26, 27, 28, 29, 30, 31, 32],
the results di�er by several parts in 10−4 (see �gure 1.1). Besides the purely metrological interest,
there are several reasons why a more precise determination of G is important: in astronomy, the
factor GM of astronomical objects can be determined extremely well and thus a better knowledge
of G leads to a better knowledge of M , which in turn leads to a better physical understanding
of celestial bodies; in geophysics, uncertainties of density and elastic parameters of the Earth
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Figure 1.1: Published results of recent G measurements, together with the CODATA recommended
1998, 2002 and 2006 values. Relative deviation with respect to the last CODATA recommended
value (2010) is also shown.

are directly related to the uncertainties on G; in theoretical physics, spatial variations of G are
predicted by some theories; moreover, string theory assumes additional dimensions rolled up at
small distances, causing a breakdown of the inverse square law of gravity.

The reasons for the di�culties in the determination of G can be found in the completely di�erent
nature of the gravitational force from the other forces: gravity cannot be shielded or compensated
for. This very special property makes it the dominating force in the regimes of large neutral masses
and large distances but the very same characteristic makes it very hard to measure in laboratory
experiments. Its weakness allows other forces to contribute with big systematic e�ects in laboratory
experiments. Furthermore the knowledge of G directly depends on the precision and accuracy in
the determination of the induced gravitational �eld, so the position of the source masses and their
density distribution are crucial parameters, but it can be di�cult to accurately characterize them.
Secondly, the majority of the experiments performed so far are based on macroscopic suspended
masses; systematic e�ects and parasitic couplings in suspending �bers are not well understood and
could be responsible for the observed discrepancies. There are only few methods, which do not rely
on a torsion pendulum and there has been only one free fall experiment without any suspension [33],
based on an optical Michelson interferometer with a free-falling corner cube on one interferometer
arm. The large uncertainty level reached (1.5× 10−3G) is due to the di�culty to characterize the
behavior of a macroscopic mass (the falling corner). In particular, it is very di�cult to isolate
the contribution of the gravity attraction from e�ects produced by spurious electromagnetic �elds.
Instead, using microscopic masses as neutral atoms to probe the gravitational �eld generated by
a well characterized source mass can solve this kind of problems. For all these reasons, atom
interferometry represents an alternative and powerful method to attempt a new G determination.
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1.2.2 Overview of the experiment

In the MAGIA experiment [34, 22] atom interferometry is used to perform a simultaneous mea-
surement of the di�erential acceleration experienced by two clouds of cold rubidium atoms in the
presence of a well characterized set of source masses. The measurement, performed for two di�erent
positions of the source masses, allows to determine the Newtonian gravitational constant from the
precise knowledge of the source masses distribution.

Figure 1.2 shows a schematic of the MAGIA experiment.
The gravity gradiometer setup and the con�gurations of the source masses, C (�close�) and F

(�far�) are visible. These two sets are symmetrically arranged around a vertical tube which de�nes
the interferometer region. At the bottom of the apparatus, a magneto-optical trap (MOT) with
beams oriented in a 1-1-1 con�guration collects 87Rb atoms. Using the moving molasses technique,
the sample is launched vertically along the symmetry axis of the vacuum tube and cooled down to a
temperature of about 2 µK. The gravity gradient is probed by two atomic clouds moving in free �ight
along the vertical axis of the apparatus and simultaneously reaching the apogees of their ballistic
trajectories at 60 cm and 90 cm above the MOT. Shortly after launch the two atomic samples
are velocity selected and prepared in the proper state using a combination of a Raman pulses and
resonant blow-away laser pulses. The interferometers take place at the center of the vertical tube
shown in �gure 1.2. A sequence of three vertical velocity�selective Raman pulses is used to realize
the interferometer. The �rst (π/2 pulse) splits the atomic wave packet, the second (π pulse) induces
the internal and external state inversion and the third (π/2 pulse) recombines the matter waves
after their di�erent space�time evolution. After the Raman interferometry sequence, the population
of the ground state is measured in a chamber placed just above the MOT by selectively exciting the
atoms and detecting the resulting �uorescence. Each atom interferometer in the gravity gradiometer
measures the local acceleration with respect to the common reference frame identi�ed by the wave
fronts of the Raman lasers. Therefore, even if the phase noise induced by vibrations on the retro-
re�ecting mirror completely washes out the atom interference fringes, the signals simultaneously
detected on the upper and lower accelerometers remain coupled and preserve a �xed phase relation.
As a consequence, when the trace of the upper accelerometer is plotted as a function of the lower
one, experimental points distribute along an ellipse. The di�erential phase shift Φ = φu−φl, which
is proportional to the gravity gradient, is then obtained from the eccentricity and the rotation angle
of the ellipse best �tting the experimental data [36]. In order to modulate the actual value of the
gravity gradient, source masses are vertically displaced in two di�erent con�gurations. The induced
phase shift is thus measured as a function of masses positions, realizing in this way a double-
di�erential scheme, suitable to isolate the e�ect of source masses from others biases of acceleration
di�erence between the two clouds (Earth's gravity gradient, Coriolis forces, etc.). From the accurate
knowledge of the mass distribution, the value of G can be determined. In particular, it is directly
linked to the di�erential angle ∆Φ = ΦC − ΦF .

1.3 Organization of the thesis

The work presented here has been carried out in the context of the MAGIA experiment. In the
following, a description of the structure of this thesis is given.

In chapter 2, a brief general introduction to atom interferometry from a theoretical point of
view is provided. In chapter 3 we will give a comprehensive overview of the overall experimental
apparatus, including the latest source masses characterization measurements. Also a detailed de-
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Figure 1.2: Scheme of the MAGIA experiment. 87Rb atoms, trapped and cooled in a magneto-
optical trap (MOT), are launched upwards in a vertical vacuum tube with a moving optical molasses
scheme, producing an atomic fountain. Near the apogees of the atomic trajectories, a measurement
of their vertical acceleration is performed by a Raman interferometry scheme. External source
masses are positioned in two di�erent con�gurations (C and F) and the induced phase shift is
measured as a function of masses positions.
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scription of the recent apparatus updates (2D-MOT and Raman lasers) is reported. Details about
the experimental procedures adopted to prepare and manipulate ultracold Rb atoms can be found in
chapter 4, together with a full discussion about signal analysis and experiment simulations. Finally,
in chapter 5, all the experimental results obtained in the last four years (2009-2012) are collected
and organized. In particular, the �rst section contains all the data regarding the gradiometer char-
acterization, while we will spend the rest of the chapter to present the gravity measurements carried
out, putting special emphasis on the latest G measurement.



Chapter 2

Cold atom interferometry

In order to realize an atom interferometer, coherent superposition of two quantum states of a single
atom and wave packets recombination are required. Nowadays it is possible to realize them through
laser radiation, whereby atoms can be cooled, trapped and manipulated . Speci�cally, light-induced
transitions can be used to achieve the desired superposition by photons-to-atom momentum transfer.
Afterwards atom internal states present di�erent external degrees of freedom and consequently the
interferometer will be sensitive to accelerating forces.

The two quantum states must have a lifetime longer than the experiment duration to avoid
spontaneous emission. Ground-state hyper�ne structures of alkali �t smoothly these requirements.
Atom interferometer sensitivity depends essentially on two features: free evolution time and mo-
mentum transfer. In order to obtain large momentum transfer, stimulated Raman transitions have
been chosen [37], using two counter propagating photons in the visible spectrum rather than a single
one at microwave frequencies.

The present chapter will provide some tools for the calculation of the interferometric phase shift.
The �rst part illustrates the derivation of the temporal evolution of a three-level atom in a light
�eld, and we will use the results to evaluate the output of a three-pulses Raman interferometer.
The second part explains how laser phase noise will a�ect the interferometer phase. In the present
derivation, [38, 69] will be loosely followed. In this chapter Φ will indicate the phase shift between
the atomic wave packets at the output of the interferometer and φ the Raman lasers phase di�erence.

2.1 Stimulated Raman transitions

To calculate the e�ect of stimulated Raman transitions, atoms described by a plane wave function
with momentum p and position r are considered. The calculation will be limited to few states
with de�ned momentum, �rst in the case of a three-level atom and later in the case of rubidium 87
(87Rb).

9



10 CHAPTER 2. COLD ATOM INTERFEROMETRY

Figure 2.1: Three-level atom subjected to two electromagnetic �elds

2.1.1 Three-level atom

De�nition

We consider a three level (f, e and i) atom of mass M represented in �gure 2.1, with rest energies
~ω0

f , ~ω0
e , ~ω0

i in interaction with two electromagnetic �elds (E1 and E2) of frequencies ω1 and ω2:

E1(r, t) = ε̂1E
0
1e
i(ω1t−k1r+ϕ0

1(t)) + c.c.

E2(r, t) = ε̂2E
0
2e
i(ω2t−k2r+ϕ0

2(t)) + c.c. (2.1)

where ε̂1and ε̂2 denote beams polarizations, k1 and k2 are wave vectors,ϕ0
1(t) and ϕ0

2(t) indicate
phases.

An atomic state can be described by its internal state and momentum. Now we suppose that
the atoms are initially in the fundamental state |f,p〉 with momentum p. The total energy is:

~ω0
f +

p2

2M
= ~ωf (2.2)

The level|f,p〉 is coupled to the excited level |e,p + ~keff〉 through the Raman transition, where
keff is the e�ective wave vector given by keff = k1 − k2. The level energy is equal to:

~ω0
e +

(p + ~keff )2

2M
= ~ωe (2.3)
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In the present calculations we will use intermediate levels coupled to one of two fundamental
levels through one of the two lasers �elds.

These states are |i,p + ~k1〉, |i,p + ~k2〉, |i,p + ~(k1 + keff )〉.
It is possible that others intermediate states can be coupled to the intermediate levels. Starting

from |i,p + ~k2〉 an atom can emit a photon with a wave vector k2 by stimulated emission towards
the level |e,p〉. It may be also that occurs a decay by stimulated emission of a photon with wave
vector k1, toward one of two levels |f,p− ~keff 〉, |e,p− ~keff 〉. Likewise, from an intermediate
level |i,p + ~(k1 + keff )〉 an atom is coupled to the three levels |f,p + ~keff 〉 , |f,p− 2~keff 〉 and
|e,p + 2~keff 〉 .

These six levels can be neglected since:

� For these transitions, the detuning from the two-photon resonance condition is signi�cantly
higher than for the others and consequently the transition probabilities are much lower. The
population in these levels will be negligible compared to that of the considered levels;

� They do not participate in the coupling between the two ground states.

� Two-photon light shift induced by these levels on the ground states is also negligible

� They do not induce spontaneous emission

The energies of the three intermediate levels, as shown in �gure 2.1, are given by the following
equations:

~ω0
i +

(p + ~k1)2

2M
= ~ωi1

~ω0
i +

(p + ~k2)2

2M
= ~ωi2 (2.4)

~ω0
i +

(p + ~(k1 + keff ))2

2M
= ~ωi3

We indicate with 41 the detuning between the laser E1 and the transition|f,p〉→|i,p + ~k1〉,
with43 the detuning between the same laser and the transition |e,p + ~keff 〉→|i,p + ~(k1 + keff )〉
and with 42 the detuning between the laser E2 and |f,p〉→|i,p + ~k2〉 transition. Furthermore
G will represent the frequency related to the transition |f,p〉→|e,p + ~keff 〉 and �nally δ denotes
the detuning of G with respect to the frequency di�erence of the two Raman laser:

41 = ω1 − (ωi1 − ωf )

43 = ω1 − (ωi3 − ωe)
42 = ω2 − (ωi2 − ωf ) (2.5)

G = ωe − ωf
δ = (ω1 − ω2)− (ωe − ωf )

To be e�ective the Raman transition must verify the two-photon resonance condition. Denoting
by δAC the di�erential light shift of the two fundamental levels [16], the two-photon resonance
condition is written as
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(ω1 − ω2) = (ω0
e − ω0

f ) + (ωD + ωR) + δAC (2.6)

The frequencies ωD e ωR are respectively the Doppler shift and the shift due to recoil:

ωD =
pkeff
M

(2.7)

ωR =
~ |keff |2

2M
(2.8)

Temporal evolution

In absence of external potentials the �ve levels previously introduced are eigenstates of the system.
Therefore, neglecting the contribute of the others eigenstates, the wave function can be decomposed
into the following �ve eigenfunctions with amplitude probabilities Cf , Ce, Ci1, Ci2, Ci3:

|Ψ(t)〉 = Cf |f,p〉+ Ce |e,p + ~keff 〉+ Ci1 |i,p + ~k1〉
+ Ci2 |i,p + ~k2〉+ Ci3 |i,p + ~(2k1 − k2)〉 (2.9)

In presence of laser radiation the Hamiltonian is no longer diagonal and is given by

H = ~ωf |f,p〉 〈f,p|+ ~ωe |e,p + ~keff 〉 〈e,p + ~keff |
+ ~ωi1 |i,p + ~k1〉 〈i,p + ~k1|
+ ~ωi2 |i,p + ~k2〉 〈i,p + ~k2| (2.10)

+ ~ωi3 |i,p + ~(2k1 − k2)〉 〈i,p + ~(2k1 − k2)|
− D(E1 + E2)

where D is the electric dipole operator associated with the transition to the intermediate state.
In these calculations we will not take into account spontaneous emission from the intermediate
levels because they are poorly populated during the Raman transition. This is reasonable since we
operate at large detuning 41 � Γ, where Γ is the natural linewidth of the transition. If needed,
calculations for the spontaneous emission can be done with a perturbative treatment.

To compute the time evolution of the wave function it is necessary to diagonalize the new
Hamiltonian and to determine the system eigenstates. We can then derive the time evolution
using the new base before returning to the initial one. After a preliminary change of variable
Ck = cke

−iωkt, Schrödinger's equation gives rise to the following system:
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ċf = −iΩ∗f1e
−i(ωi1−ωf )t cos[ω1t+ ϕ0

1(t)]ci1

−iΩ∗f2e
−i(ωi2−ωf )t cos[ω2t+ ϕ0

2(t)]ci2

ċe = −iΩ∗e1e−i(ωi3−ωe)t cos[ω1t+ ϕ0
1(t)]ci3

−iΩ∗f2e
−i(ωi1−ωe)t cos[ω2t+ ϕ0

2(t)]ci1 (2.11)

ċi1 = −iΩf1e
−i(ωf−ωi1)t cos[ω1t+ ϕ0

1(t)]cf

−iΩ∗e2e−i(ωe−ωi1)t cos[ω2t+ ϕ0
2(t)]ce

ċi2 = −iΩf2e
−i(ωf−ωi2)t cos[ω2t+ ϕ0

2(t)]cf

ċi3 = −iΩe1e−i(ωe−ωi3)t cos[ω1t+ ϕ0
1(t)]ce

where Ωjk is equal to:

Ωjk = −2
〈i|Dε̂kE0

k |j〉
~

(2.12)

then, applying the rotating wave approximation (RWA), we neglect the terms that oscillate at
optical frequencies. Equations become:

ċf = −i
Ω∗f1

2
ei(41t+ϕ

0
1(t))ci1 − i

Ω∗f2

2
ei(42t+ϕ

0
2(t))ci2

ċe = −iΩ
∗
e1

2
ei(43t+ϕ

0
1(t))ci3 − i

Ω∗e2
2
ei((41−δ)t+ϕ0

2(t))ci1

ċi1 = −iΩf1

2
ei(41t+ϕ

0
1(t))cf − i

Ωe2
2
e−i((41−δ)t+ϕ0

2(t))ce (2.13)

ċi2 = −i
Ω∗f2

2
ei(42t+ϕ

0
2(t))cf

ċi3 = −iΩ
∗
e1

2
ei(43t+ϕ

0
1(t))ce

Adiabatic elimination of the intermediate coe�cients

At this stage is possible to reduce the number of unknown parameters using adiabatic elimination.
We will verify that the coe�cients of the levels |i〉 oscillate with frequency 41 while the coe�cients
ce e cf vary much more slowly, due to the fact that 41 is large compared to all the Rabi frequencies
Ωjk. Temporal evolution of ci, if cf and ce are almost constant, is:

ci1 =
Ωf1

241
e−i(41t+ϕ

0
1(t))cf +

Ωe2
2(41 − δ)

e−i((41−δ)t+ϕ0
2(t))ce

ci2 =
Ωf2

242
e−i(42t+ϕ

0
2(t))cf (2.14)

ci3 =
Ωe1
243

e−i(43t+ϕ
0
1(t))ce

Replacing these results in the �rst two equations of 2.13 yields:
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ċf = −i

(
|Ωf1|2

441
+
|Ωf2|2

442

)
cf − i

(
Ω∗f1Ωe2

4(41 − δ)
ei(δt+ϕ

0
1−ϕ

0
2)

)
ce (2.15)

ċe = −i

(
|Ωe1|2

443
+

|Ωe2|2

4(41 − δ)

)
ce − i

(
Ωf1Ω∗e2

441
e−i(δt+ϕ

0
1−ϕ

0
2)

)
cf

Operating with a large detuning, the condition 41 � δ always holds. We will therefore approx-
imate (41−δ)'∆1. For the same reason we have 41 � ωD and 41 � ωR, so the following further
approximations can be applied: 43 ' (41 +G), 42 ' (41 −G).

Then we de�ne the e�ective Rabi frequency Ωeff , the hyper�ne levels light shift ΩACf e ΩACe
and the phase di�erence φ0 between the two laser:

Ωeff =
Ωf1Ω∗e2

2∆1

ΩACf =
|Ωf1|2

441
+

|Ωf2|2

4(41 −G)
(2.16)

ΩACe =
|Ωe1|2

4(41 +G)
+
|Ωe2|2

441

φ0 = ϕ0
1(t)− ϕ0

2(t)

This allows us to rewrite the equation 2.15 in the following form:

ċf = −i
(

ΩACf cf +
Ω∗eff

2 ei(δt+φ
0)ce

)
ċe = −i

(
ΩACe ce +

Ωeff
2 e−i(δt+φ

0)cf

) (2.17)

It is also possible to de�ne the di�erential light shift δAC , the total light shift AC and generalized
Rabi frequency ΩR:

δAC = ΩACe − ΩACf

AC = (ΩACe + ΩACf ) (2.18)

ΩR =
√

Ω2
eff + (δ − δAC)2

Applying the change of variable cf = afe
−i(AC−δ2 )t e ce = aee

−i(AC+δ
2 )t, the following equation

system with variable coe�cients is obtained:ȧf = − i
2

(
(δ − δAC)af + Ω∗effe

iφ0

ae

)
ȧe = − i

2

(
Ωeffe

−iφ0

af − (δ − δAC)ae

) (2.19)

This system is well known and its solution can be found in [39]. Temporal evolution of af and
ae coe�cients is
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af (t0 + τ) =

(
cos

(
ΩRτ

2

)
− i δ − δ

AC

ΩR
sin

(
ΩRτ

2

))
af (t0)

−ieiφ
0 |Ωeff |

ΩR
sin

(
ΩRτ

2

)
ae(t0)

ae(t0 + τ) = −ie−iφ
0 |Ωeff |

ΩR
sin

(
ΩRτ

2

)
af (t0) (2.20)

+

(
cos

(
ΩRτ

2

)
+ i

δ − δAC

ΩR
sin

(
ΩRτ

2

))
ae(t0)

Introducing the notation cos θ = δ−δAC
ΩR

and sin θ =
|Ωeff |

ΩR
and performing a change of variable

in order to get the coe�cients cf e ce, we have:

cf (t0 + τ) =

(
cos

(
ΩRτ

2

)
− i cos θ sin

(
ΩRτ

2

))
e−i(AC−δ)

τ
2 cf (t0)

−iei(δt0+φ0) sin θ sin

(
ΩRτ

2

)
e−i(AC−δ)

τ
2 ce(t0)

ce(t0 + τ) = −ie−i(δt0+φ0) sin θ sin

(
ΩRτ

2

)
e−i(AC+δ) τ2 cf (t0) (2.21)

+

(
cos

(
ΩRτ

2

)
− i cos θ sin

(
ΩRτ

2

))
e−i(AC+δ) τ2 ce(t0)

It should be noted that the coe�cients cf e ce oscillate at ΩR frequency, in agreement with the
hypothesis of adiabatic elimination

41 � ΩR =
Ωf1Ω∗e2

2∆1
(2.22)

Finally, with a last change of variables, we go back to the |f,p〉 base. Bearing in mind the
identity δ + ωe − ωf = ω1 − ω2, the system evolution equations are the following:

System evolution:

Cf (t0 + τ) =

(
cos

(
ΩRτ

2

)
− i cos θ sin

(
ΩRτ

2

))
e−i(AC−δ+2ωf ) τ2Cf (t0)

−iei((ω1−ω2)t0+φ0) sin θ sin

(
ΩRτ

2

)
e−i(AC−δ+2ωf ) τ2Ce(t0) (2.23)

Ce(t0 + τ) = −iei((ω1−ω2)t0+φ0) sin θ sin

(
ΩRτ

2

)
e−i(AC−δ+2ωe)

τ
2Cf (t0)

+

(
cos

(
ΩRτ

2

)
− i cos θ sin

(
ΩRτ

2

))
e−i(AC−δ+2ωe)

τ
2Ce(t0)
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Transition Phase shift for Ωeffτ = π
2 Phase shift for Ωeffτ = π

|f〉 → |f〉 −θ0 + (−AC + δ − 2ωf ) τ2 -
|e〉 → |f〉 (ω1 − ω2)t0 + φ0 (ω1 − ω2)t0 + φ0

−π2 + (−AC + δ − 2ωf ) τ2 −π2 + (−AC + δ − 2ωf ) τ2
|f〉 → |e〉 −(ω1 − ω2)t0 − φ0 −(ω1 − ω2)t0 − φ0

−π2 + (−AC − δ − 2ωe)
τ
2 −π2 + (−AC − δ − 2ωe)

τ
2

|e〉 → |e〉 θ0 + (−AC − δ − 2ωe)
τ
2 -

Table 2.1: Phase shift acquired under Raman pulses

Special cases: π
2 pulse and π pulse

It is interesting to treat the special case where the resonance condition has occurred and the total
and di�erential light shifts are neglected. The initial state is chosen such that Cf (t0)=1 and
Ce(t0)=0. The equation 2.23 can be simpli�ed to give:

Cf (t0 + τ) = cos

(
|Ωeff | τ

2

)
e−iωfτ

Ce(t0 + τ) = −ie−i((ω1−ω2)t0+φ0) sin

(
|Ωeff | τ

2

)
e−iωeτ

(2.24)

When the pulse duration is such that |Ωeff | τ = π
2 , a coherent equiprobable superposition

between the two hyper�ne levels is achieved. When the pulse duration satis�es, instead, |Ωeff | τ =
π, the wave function is transferred from |f〉 to |e〉 and vice versa.

These are the two types of pulses that allow us to create the interferometer sequence. The
wave function acquires a phase equal to the phase di�erence of the Raman laser. More accurate
evaluation of the acquired phase shift can be performed from equation 2.23. Results are presented

in table 2.1. The term θ0 stands for the phase of cos
(
|Ωeff |τ

2

)
− i cos θ sin

(
|Ωeff |τ

2

)
. Finally it is

worth pointing out that noninteracting atoms does do not interfere at the end of the interferometer.

2.1.2 87Rb atom and laser sources con�guration

The rubidium atom (87Rb) employed in the experiment has not a simple three-level energy structure.
The �gure 2.1.2 shows the energy levels of 87Rb related to the D2 transition (see Appendix A for
more information), together with the frequencies of the laser used for the Raman transition. As
levels |f〉 and |e〉 we are going to use the two ground-state hyper�ne levels with Zeeman sub-
level mF = 0:

∣∣5S1/2, F = 1, mF = 0
〉 ∣∣5S1/2, F = 2, mF = 0

〉
. The lasers are nearly tuned at

the transition frequency to the level
∣∣5P3/2

〉
. Due to the selection rules for electric dipole and

considering the two-photons transition case, only the two hyper�ne levels
∣∣∣5P3/2, F

′
= 1
〉
and∣∣∣5P3/2, F

′
= 2
〉
are involved in the Raman transition. Moreover the coupling with each of the four

levels
∣∣∣5P3/2, F

′
= 0→ 3

〉
can a priori induce a shift light.

According with the �gure 2.3, in which the polarization and the spatial con�guration adopted by
each of the laser beams is shown, the Raman lasers enter from below with equal linear polarization
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Figure 2.2: 87Rb D2 transition electronic energy structure. Energy levels are not in scale.

and exit from above. After passing through a quarter wave plate they are retro re�ected by a
mirror, thus obtaining a lin⊥lin con�guration in the interferometer region. Theoretically, both
pairs of counter-propagating beams can make the two-photon transition. However, an initial speed
of the wave packet higher than the atomic recoil velocity is su�cient to select only one pair by
Doppler e�ect. Now we proceed to the calculation of Ωeff , ΩACf and ΩACe bearing in mind the
Rb electronic structure. For this purpose is convenient to de�ne as 4 the detuning from the level∣∣∣5P3/2, F

′
= 1
〉
and similarly with ∆0, ∆2 and ∆3 the frequency di�erences among |F = 1〉 and∣∣∣F ′ = 0

〉
,
∣∣∣F ′ = 2

〉
,
∣∣∣F ′ = 3

〉
.

We rewrite 2.16 determining a new e�ective Rabi frequency and light shifts:

Ωeff =
∑
k

Ω∗k,f1Ωk,e2

2(∆ +4k)

ΩACf =
∑
k

|Ωk,f1|2

4(∆ +4k)
+

|Ωk,f2|2

4(4+4k −G)
(2.25)

ΩACe =
∑
k

|Ωk,e1|2

4(∆ +4k +G)
+
|Ωk,e2|2

4(4+4k)

where Ωkmn = −
〈
i,F
′
=k
∣∣∣Dε̂nE0

n|m〉
~ represents the Rabi frequency related to the laser En that

couples the ground level |m〉 and the intermediate level
∣∣∣i, F ′ = k

〉
. Taking into account the polar-

ization of the beams and Clebsch-Gordan coe�cients given in Appendix A, we obtain:
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Figure 2.3: Raman beams con�guration. Solid and dashed lines indicate the propagation direction.
Beam polarizations are also shown.

Ωeff =
Ω1Ω2

2

(
1

244
+

1

8(4−42)

)
(2.26)

ΩACf =
Ω1

4

(
5

24∆
+

1

8(4−42)

)
+

Ω2
2

4

(
5

24(4−G)
+

1

8(4−42 −G)

)
(2.27)

ΩACe =
Ω2

1

4

(
1

120(4+G)
+

1

8(4−42 +G)
+

1

5(4−43 +G)

)
(2.28)

+
Ω2

2

4

(
1

1204
+

1

8(4−42)
+

1

5(4−43)

)
where Ω1and Ω2are the single beam Rabi frequencies:

Ω1 =
2DE0

1

~

Ω2 =
2DE0

2

~
(2.29)

2.1.3 Light shift

Total shift

Table 2.1 shows how the light shift is involved in the phase shift imprinted by Raman pulses during
the various interferometer stages. The total light shift AC adds an identical phase shift on the two
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Figure 2.4: Value of the intensity ratio that cancels the di�erential light shift as a function of the
detuning

arms of the interferometer in the presence of a π
2 pulse since the two wave packets are overlapped.

Instead, under a π pulse, the wave packets have a vertical separation of approximately a few tenths
of millimeter. In the ideal case in which the beams pass through perfect optics, it is expected that
the intensities of the lasers are not amplitude modulated and therefore identical in both positions.
Since the optics are not ideal, it is reasonable to expect amplitude modulation of the beams. As a
results the atoms are a�ected by a di�erent light shift and thus an extra phase shift will come out
at the interferometer output.

Di�erential shift

The di�erential phase shift δAC occurs through the phase θ0 when π
2 pulses take place. Such phase

is not the same for both π
2 pulses, which translates into a additional phase shift (θ0

1-θ
0
3), where θ

0
k is

the phase shift caused by k-th pulse. From equations 2.27 e 2.28 we can evaluate a intensity ratio
I2
I1

=
Ω2

2

Ω2
1
such that ΩACf = ΩACe so that the di�erential light shift is canceled. The intensity ratio

expression is:

I2
I1

=

(
1

60(4+G) + 1
4(4−42+G) + 2

5(4−43+G)

)
−
(

5
12∆ + 1

4(4−42)

)
(

5
12(4−G) + 1

4(∆−42−G)

)
−
(

1
604 + 1

4(4−42) + 2
5(4−43)

) (2.30)

In �gure 2.4 the zero-light-shift intensity ratio is plotted as a function of the detuning 4. In
further calculations will be assumed to stay always in zero di�erential light shift condition. R(4)
will indicate the particular intensity ratio value at which this condition holds.

2.2 Atom Interferometer

The interferometer is constituted by a sequence of three Raman pulses π
2 -π-

π
2 , separated by a free

evolution time T (�gure 2.5). The three pulses have the same laser power, but time durations that
are respectively τ -2τ -τ .
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Figure 2.5: Schematic illustration of a vertical, symmetrical light pulse interferometer.

The �rst pulse puts the atom wave function in a coherent superposition of the two hyper�ne
states, transferring the two photons momentum. During the �rst time evolution interval T , the
two arms of the interferometer split up. The second pulse acts on each of the two arms of the
interferometer and exchange hyper�ne levels of the two wave packets as well as their speed. Atoms
that do not perform the π, transition, called �π losses� in �gure 2.5, do not interfere because the
separation between wave packets will be large compared to their spatial extension. After the πpulse
the two wave packets approach and overlap after a second time interval T . Finally, the last pulse
π
2 recombines the two arms of the interferometer.

2.2.1 Atomic interferometer modeling

Using previous results about Raman transitions, it is possible to model the atomic interferometer
to compute the sensitivity to accelerations and to various experimental sources of noise, such as
laser phase, vibrations, quantum projection.

Transfer matrix

To model the interferometer, it is convenient to rewrite the equations 2.23 in matrix form

(
Cf (t0 + τ)

Ce(t0 + τ)

)
= M(t0, φ,Ωeff , τ)

(
Cf (t0)

Ce(t0)

)
(2.31)

where M(t0, φ,Ωeff , τ) is the transfer matrix of a single Raman pulse. Let us suppose to be
in the ideal case in which the di�erential light shift is canceled thanks to the appropriate intensity
ratio, the total light shift AC provides no phase shift and the resonance condition is veri�ed. The
transfer matrix is then
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M(t0, φ,Ωeff , τ) = (2.32) cos
(
|Ωeff |τ

2

)
e−iωfτ −iei((ω1−ω2)t0+φ) sin

(
|Ωeff |τ

2

)
e−iωfτ

−ie−i((ω1−ω2)t0+φ) sin
(
|Ωeff |τ

2

)
e−iωeτ cos

(
|Ωeff |τ

2

)
e−iωeτ


The transfer matrix corresponding to the free time evolution is derived from the previous matrix
setting Ωeff to zero. The matrix simpli�es to give:

M(T ) =

(
e−iωfT 0

0 e−iωeT

)
(2.33)

According to this formalism, the system after the full interferometer sequence is described by the
product of �ve transfer matrices corresponding to di�erent pulses and time intervals T . Neglecting
the phase change during each pulse, we de�ne the Raman phases related to the three pulses as
φ1, φ2, φ3. The origin of the time coordinates has been chosen in the middle of the π pulse. The
transfer matrix of the interferometer is written as:

Minterf = M(T + τ, φ3,Ωeff , τ)M(T )M(−τ, φ2,Ωeff , 2τ)M(T )M(−T − 2τ, φ1,Ωeff , τ) (2.34)

Since the initial state is |f〉 (Cf (−T − 2τ) = 1 and Ce(−T − 2τ) = 0), we proceed to the
calculation of the interferometer output with the aid of the formalism just described. The resulting
transition probability is:

P = |Ce(T + 2τ)|2 =
1− cos(φ1 − 2φ2 + φ3)

2
(2.35)

The interferometric phase Φ, i.e. the phase di�erence between the two arms of the interferometer,
is then given by Φ = φ1− 2φ2 +φ3. Taking into account the phase θ

0 (table 2.1) at the time of the
�rst and last pulse, respectively θ0

1 and θ0
3, the interferometric phase becomes:

Φ = φ1 − 2φ2 + φ3 + θ0
1 − θ0

3 (2.36)

This result shows that the interferometer is sensitive to phase noise over the three Raman pulses
and to all the e�ects that modify the transition frequency between the �rst and third pulse.

2.2.2 Sensitivity function

Calculation

In this section the goal is to calculate the evolution of the phase in the presence of the laser
pulses. We will use a formalism developed for atomic clocks for calculating the in�uence of the
local oscillator noise [73]. Basically we are going to evaluate the response of the interferometer to
an in�nitesimal phase variation δφ as a function of the time t at which such variation occurs. This
formalism also allows us to calculate the gravity acceleration sensitivity, taking into account the
�nite duration of the Raman pulses.

If the phase di�erence among the Raman laser undergoes a phase jump δφ at time t, this will
result in a variation δP of the measured transition probability P . The sensitivity function is de�ned
as the limit of δφ going to zero of the δP and δφ ratio:
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gs(t) = 2 lim
δφ→0

δP (δφ, t)

δφ
(2.37)

The interferometric phase shift Φ is established through the measurement of transition proba-
bility. Thus it is convenient to be in a situation where the interferometric phase is π

2 on total. Now
we can develop in series the equation 2.35, taking the �rst order:

P (δφ, t) =
1± δΦ(δφ, t)

2
(2.38)

The interferometric phase is directly calculated from the sensitivity function through the ex-
pression:

gs(t) = lim
δφ→0

δΦ(δφ, t)

δφ
(2.39)

where the phase jump δφ takes place during the free evolution time. In the case of a phase jump
between the second and the third pulse will use the equation 2.35 with φ1 = φ+ π/2, φ2 = φ and
φ3 = φ+δφ. The resulting value of the sensitivity function is +1. Similarly, the sensitivity function
is -1 when the phase jump is performed between the �rst and the second pulse. Finally, when the
phase shift takes place outside the interferometer sensitivity function is zero.

To evaluate the sensitivity when the phase change occurs within a pulse, the corresponding
transfer matrix (equation 2.34) is split into two matrix product. The �rst matrix describes the
evolution of the system until the time t using the phase value φ and the second one describes the
evolution until the pulse end using the phase value φ + δφ. For example, when the phase shift
occurs within the �rst pulse, the transfer matrix becomes

Mt,δφ(−T−2τ, φ, Ωeff , τ) = M(t, φ+δφ, Ωeff, −T−τ−t)M(−T−2τ, φ, Ωeff , t+T+2τ) (2.40)

Setting|ΩR| τ = π/2, the sensitivity function during each of the three pulses is depicted in �gure
2.6 and its analytical expression is:

gs(t) =



sin(ΩR(t+ T )) −T − 2τ < t < −T − τ
−1 −T − τ < t < −τ
sin(ΩRt) −τ < t < τ

1 τ < t < T + τ

sin(ΩR(t− T )) T + τ < t < T + 2τ

(2.41)

Interferometric phase shift calculation

The interferometric phase shift can be calculated for any evolution of the Raman phase φ(t) with
the aid of the sensitivity function:

δΦ =

ˆ +∞

−∞
gs(t)dφ(t) =

ˆ +∞

−∞
gs(t)

dφ(t)

dt
dt (2.42)
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Figure 2.6: Sensitivity function gs(t) as a function of the phase jump instant [38, 69].

In presence of gravity atoms are accelerated. To stay in the context of previous calculations, we
consider a reference system in which free falling atoms have an initial velocity v0. Atoms undergo
a instantaneous phase di�erence equal to:

φ(t) =
keffgt

2

2
+ keffv0t+ φ0(t) (2.43)

The optical Raman phase φ0(t) is externally controlled and a noise study will be presented later.
Due to the symmetry of the function gs(t), the initial velocity v0 does not induce any phase shift.
The calculation of the interferometric phase �nally shows an expression compatible with [40] equal
to:

δΦ =

ˆ +∞

−∞
gs(t)keffgtdt (2.44)

δΦ = keffg(T + 2τ)(T +
4τ

π
) (2.45)

In performing the calculations we assumed that the resonance condition is veri�ed for all three
pulses. Due to the Doppler e�ect this assumption is not true for typical values of T used. In order
to preserve the resonance condition, we add a linear frequency ramp α on one of the two Raman
lasers. Consequently, the equation 2.45 becomes:

δΦ = (keffg − α)(T + 2τ)(T +
4τ

π
) (2.46)

This expression �nally allows to measure the value of the acceleration of gravity g by determining
the value of α0 for which the frequency ramp cancels the gravity induced phase shift.
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2.2.3 Sensitivity to phase noise

Transfer function

The e�ect of the laser phase noise on the interferometric measurement can be also evaluated. In this
case we do not know a priori the temporal evolution of the phase. On the other hand, it is possible
to measure the phase noise spectrum in Fourier space. It is convenient to perform an analysis for
a sinusoidal-like phase noise of frequency ω and phase ψ in order to obtain the transfer function
H(ω). Then we will use it to calculate the standard deviation of the interferometric noise knowing
the noise spectrum.

Consider a phase noise of the form φ(t) = A0 cos(ω0t+ψ). The derivative is dφ(t)
dt = −A0ω0 sin(ω0t+

ψ) and the interferometric phase shift is

δΦ =

ˆ +∞

−∞
−gs(t)A0ω0 sin(ω0t+ ψ)dt (2.47)

The Fourier transform of gs(t) in given by

G(ω) =

ˆ +∞

−∞
e−iωtgs(t)dt (2.48)

if the replacement of e−iωt with cos(ωt)− i sin(ωt) is performed, since the function gs(t) is odd,
the integral of cos(ωt) is zero. Therefore, the Fourier transform of gs(t) is written as:

G(ω) =

ˆ +∞

−∞
−i sin(ωt)gs(t)dt (2.49)

In a similar way, to calculate the interferometric phase the term sin(ω0t+ ψ) it is expanded in
sin(ω0t) cos(ψ) + cos(ω0t) sin(ψ). The integral of cos(ω0t) sin(ψ) is null and we �nd the expression:

δΦ = A0ω0

ˆ +∞

−∞
−gs(t) sin(ω0t) cos(ψ)dt (2.50)

and �nally:

δΦ = −iA0ω0G(ω0) cos(ψ) = −A0ω0 cos(ψ) |G(ω0)| (2.51)

Taking repeated measures supposing a random uniformly distributed phase ψ, the standard
deviation of the interferometric phase �uctuations is σΦ = A0ω0 |G(ω0)| /

√
2. In presence of a

phase noise spectral density SΦ(ω) the variance of the interferometric phase �uctuations becomes

σ2
Φ =

ˆ +∞

0

|ωG(ω0)|2 Sφ(ω)
dω

2π
(2.52)

Is now also possible to de�ne the transfer function of the interferometer as H(ω) = |ωG(ω)|.
The Fourier transform of the sensitivity function gs(t) (see equation 2.6) is:

G(ω) =
4iΩR

ω2 − Ω2
R

sin

(
ω(T + 2τ)

2

)(
cos

(
ω(T + 2τ)

2

)
+

ΩR
ω

sin

(
ωT

2

))
(2.53)
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Thus the transfer function of the interferometer has the following expression:

H(ω) =
4ωΩR
ω2 − Ω2

R

sin

(
ω(T + 2τ)

2

)(
cos

(
ω(T + 2τ)

2

)
+

ΩR
ω

sin

(
ωT

2

))
(2.54)

H(ω) presents several remarkable features (see �gures 2.7 and 2.8):

� It vanishes periodically when ω is a multiple of 2π
T+2τ . This corresponds to frequencies such

that an integer number of oscillations takes place between each couple of Raman pulse through

the factor sin
(
ω(T+2τ)

2

)
.

� At high frequencies we can replace the square of the transfer function with its mean value
given by:

H(ω)2 =
4Ω4

R

(Ω2
R − ω2)2

(
3

2
+

3ω2

4Ω2
R

−
(

sin
πω

2ΩR
+

ω

2ΩR

)2
)

(2.55)

� When the frequencies considered are large compared to the Rabi frequency, the phase �uctu-
ations takes an average value over the pulse duration. The transfer function behaves as a �rst

order low pass �lter and scales as
√

2ΩR
ω for ω � ΩR. This e�ect is due to the factor 4ωΩR

ω2−Ω2
R
.

The cuto� frequency is about ΩR
π .

� On the other hand, H(ω) shows a high pass �lter behavior below f = 1/(πT ), determined
only by the duration of the interferometer sequence.

� Finally the last factor, cos
(
ω(T+2τ)

2

)
+ ΩR

ω sin
(
ωT
2

)
, introduces a second set of zeros which

depend on the value of ΩR. Is di�cult to deduce intuitively this latter feature and it was
veri�ed by measuring the transfer function with an atomic gyroscope [41].

Thanks to this formalism now we are able to evaluate the e�ect of any phase-frequency pertur-
bations. In particular, we are going to develop the calculations for the Raman phase noise and for
seismic vibrations.

Phase noise sensitivity

We want to estimate the sensitivity achievable with a gravimeter respect to a given phase noise
spectral density. The standard deviation on a single measure is not a suitable tool to determine
the sensitivity of the gravimeter [42]. For this purpose it is more convenient to introduce the
Allan variance of the interferometric phase �uctuations. We de�ne the repetition time Tc of a
single measurement and τm the total integration time, multiple of Tc (τm = mTc). Thus the Allan
variance is de�ned as follow:

σ2
Φ(τm) =

1

2
lim
n→∞

{
1

n

n∑
k=1

(δΦk+1 − δΦk)2

}
(2.56)

where δΦk is the total of the measured phase shifts in the time interval [tk, tk+1]= [−Tc/2+kmTc,
-Tc/2+(k + 1)mTc]. Computing the total value δΦk, with the help of the sensitivity function, we
obtain:
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Figure 2.7: The square of the transfer function H(2πf) for a typical values of ΩR = 2π × 50 kHz
and T = 50ms. The total value of the transfer function is shown for frequencies above 100 Hz
[38, 69].

Figure 2.8: The square of the transfer function H(2πf) around the Rabi frequency. The two zeros
of the sensitivity function are shown, one at a frequency of multiple of 1

T+2τ , the other due to the
last factor of the sensitivity function [38, 69].
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Figure 2.9: Sensitivity function associated to a two-measurements Allan variance [38, 69].

δΦk =
1

m

m∑
i=1

ˆ tk+iTc

tk+(i−1)Tc

gs(t− tk − (i− 1)Tc − Tc/2)
dφ

dt
dt

=
1

m

ˆ tk+1

tk

gk(t)
dφ

dt
dt (2.57)

with

gk(t) =

m∑
i=1

gs(t− kmTc − (i− 1)Tc) (2.58)

de�ned as the sensitivity function for m measurement cycles.

The di�erence in sequence δΦk+1 − δΦk turns out to be:

δΦk+1 − δΦk =
1

m

ˆ +∞

−∞
(gk+1(t)− gk(t))

dφ

dt
dt (2.59)

The �gure 2.9 describes the sensitivity function corresponding to δΦk+1 − δΦk. The goal is
to compute the Allan variance for a random phase φ(t) characterized by a noise spectral density
Sφ(ω). For a su�ciently long integration time, the assumption that the measures are not correlated
holds. Therefore, the Allan variance can be written as

σ2
Φ(τm) =

1

2

1

m2

ˆ +∞

0

|ωGm(ω)|2 Sφ(ω)
dω

2π
(2.60)
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in which Gm(ω) is the Fourier transform of gk+1(t)− gk(t). Gm(ω) can be easily derived from
G(ω) and the result is

|Gm(ω)|2 = 4
sin4(ωmTc/2)

sin2(ωTc/2)
|G(ω)|2 (2.61)

The function |Gm(ω)|2 tends to a Dirac delta comb for increasing integration times:

lim
τm→∞

|Gm(ω)|2 =
2m

Tc

+∞∑
j=−∞

∑
δ(ω − j2πfc) |G(ω)|2 (2.62)

where fc = 1
Tc

is the cycle frequency. Replacing this expression into equation 2.60 the Allan
variance simpli�es to give �nally

σ2
Φ(τm) =

1

τm

∞∑
n=1

|H(2πnfc)|2 Sφ(2πnfc) (2.63)

The equation 2.63 shows that the sensitivity of the interferometer is limited by an aliasing
e�ect: the noise at any frequency multiple of fc appears as a low frequency noise. This expression
will be used later to evaluate the in�uence of laser phase noise. In the special case of white noise
Sφ(ω) = S0

φ one obtains:

σ2
Φ(τm) =

(π
2

)2 S0
φ

τm

Tc
τ

(2.64)

From the last formula is evident that the interferometric phase noise increases by reducing
the pulse duration is τ . As an example we evaluate the level of white noise corresponding to an
interferometric phase noise of about 1 mrad rms for measurement. As a π

2 pulse duration we will
take τ = 5 µs and we consider τm ∼ Tc. According to previous equations the white noise spectral
density will be less than or equal to -117 dBrad2/Hz.

In the case of an atom gradiometer, two spatially separated atomic samples are interrogated by
the same Raman light in order to realize two simultaneous atom interferometers. Consequently,
most of the phase noise contributions are rejected thanks to the di�erential measurement.

Sensitivity to acceleration and vibration

The same formalism is also suitable to describe the sensitivity to vibration noise. As mentioned
before the two Raman beams are overlapped and sent to the atoms through an optical �ber.
Afterward they are retro-re�ected to allow the counter-propagating Raman transition. The shift
of an optical component before the retro-re�ection does not induce, to �rst order, a di�erential
phase shift. The interferometer is not sensitive to the movements of the optics except on the back
re�ection path. When the retro-re�ection mirror moves of a quantity δz, the phase of the retro-
re�ected beam changes by δφ = 2kiδz ' keffδz. In a similar fashion as we did for the function
gs(t), we de�ne the sensitivity function to acceleration ga(t) with respect to an in�nitesimal change
in acceleration δa

ga(t) = 2 lim
δa→0

δPa(δa, t)

δa
(2.65)

ga(t) can be derived from the phase sensitivity function gs(t) by noting that:
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Figure 2.10: The square of the acceleration transfer function Ha(ω) for 2T = 100 ms [38, 69].

gs(t) =
1

keff

d2ga(t)

dt2
(2.66)

All that remains is to deduce the transfer function Ha(ω) associated to ga(t):

|Ha(ω)|2 =
k2
eff

ω4
|H(ω)|2 (2.67)

Starting from the acceleration noise spectral density Sa(ω) it is possible to calculate the Allan
variance from the equation 2.63 also in presence of acceleration noise :

σ2
Φ(τm) =

k2
eff

τm

∞∑
n=1

|H(2πnfc)|2

(2πnfc)4
Sa(2πnfc) (2.68)

The sensitivity function to acceleration is shown in �gure 2.10. It behaves as a second order
low pass �lter with a cuto� frequency f0 = 1

2T . The value of this frequency is 10 Hz with T = 50
ms and therefore the system is not sensitive to high frequency vibrations.

If we are in presence of an acceleration white noise S0
a, the interferometer sensitivity is:

σ2
Φ(τ) =

k2
effT

4

2

(
2Tc
3T
− 1

)
S0
a

τ
(2.69)

As in the previous example, we want to stay below 1 mrad of interferometric phase shift per mea-
surement. Consequently, the required acceleration white noise turns out to be 3×10−8 m/s2/Hz1/2

or less. The ground vibration noise is typically 2× 10−7 m/s2/Hz1/2 at 1 Hz and rises up to about
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5 × 10−5 m/s2/Hz1/2 at 10 Hz. As a consequence, a good seismic isolation system or a vibration
correction method is mandatory for performing sensitive measurements.

Regarding the gradiometer case, the seismic induced noise is also well rejected, thanks to the
di�erential measurement scheme.

2.2.4 In�uence of the lasers propagation delay

The delay induced by the di�erence of the laser beams paths makes the interferometer sensitive
to the �uctuations of the absolute frequency of the lasers [71]. As a consequence, such e�ect
sets an ultimate limit on the sensitivity of an atom interferometer, independently by all the other
parameters (free evolution time, momentum transfer).

In the following, we will use the formalism developed in the previous sections to evaluate the
link between frequency and interferometric phase noise. The phase di�erence φ imprinted onto
the atoms by the counter-propagating Raman beams is given by φ(t) = φ1(t)− φ′2(t), where φ1(t)
and φ′2(t) are respectively the phases of the downward-propagating master laser and of the retro-
re�ected slave laser. If the atomic sample is placed at a distance L from the retro-re�ecting mirror
and considering a perfect Raman lasers phase coherence we can write:

φ(t) = φ1(t)− φ′2(t) = φ1(t)− φ2(t− td) = φ1(t)− φ1(t− td) (2.70)

where td = 2L/c is the propagation delay. The interferometer phase shift Φd induced by �uctu-
ation of φ can be expressed using the sensitivity function g(t) previously described:

Φ =

+∞ˆ

−∞

g(t)
dφ(t)

dt
dt =

+∞ˆ

−∞

g(t)

[
dφ1(t)

dt
− dφ1(t− td)

dt

]
dt =

+∞ˆ

−∞

[g(t)− g(t+ td)] ν1(t)dt (2.71)

From this last expression it is possible to deduce the transfer function Z, which converts Raman
laser frequency noise into interferometer phase noise σΦ. Passing into the frequency domain and
after some algebra we get the following expression:

σ2
Φ =

+∞ˆ

0

|Z(ω)|2 Sν1(ω)
dω

2π
(2.72)

where Sν1(ω) in the power spectral density (PSD) of the master laser frequency noise and |Z(ω)|
can be written in terms of the transfer function H(ω) (see equation 2.54):

|Z(ω)| = 2 sin

(
ωtd
2

)
|H(ω)|
ω

(2.73)

The function H(ω) behaves as a low pass �rst order �lter with a cuto� frequency fc ∼ τ−1.
Considering that typically td ∼ 1 − 10 ns and fc ∼ 10 − 100 kHz, we can assume that fctd � 1.
Therefore, the amplitude of the transfer function is �nally:

|Z(ω)| ≈ td |H(ω)| (2.74)

In the case of a white frequency noise (Sν1(ω) = S0
ν1), the interferometer phase noise becomes:
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σ2
Φ ≈

π2

4τ
t2dS

0
ν1 (2.75)

This last result gives a simple evaluation of the level of white frequency noise required to reach
a given sensitivity, for given retro-re�ection delay and Raman pulse duration. The same expression
can be suitable also for an atom gradiometer. It is then quite straightforward to conclude that
the gradiometer phase noise induced by the lasers propagation delays only depends on the clouds
separation l, which yields td = 2l/c. Under our typical working condition (l = 0.3 m, τ = 12 µs,
S0
ν1 = 3.2×104 Hz2/Hz), we obtain a di�erential acceleration sensitivity limit of ∼ 1.5×10−9g/

√
Hz.

2.2.5 Phase shift calculation: general treatments

In the previous sections a purely quantum mechanical approach to the phase shift calculation has
been presented. Such procedure is quite complete for resolving the simple case of constant gravity
acceleration and it is particularly suitable to evaluate, through the use of the transfer function
formalism, the e�ects of the phase noise on the interferometer readout. However, the resolution of
the time dependent Schrödinger equation in presence of a general gravitational potential [77, 78]
presents several di�culties, principally due to the very di�erent nature of the atomic evolution
during interactions with light �elds compared to the periods of the free propagation. The most
obvious solution to this issue is to treat separately the two cases and then combine the results.
Moreover, if τ � T , the interaction terms can be simply neglected considering beam splitters and
mirror pulses as in�nitesimally short.

In this context, we present here a quick overview of the two main theoretical treatments devel-
oped in the past years for analyzing a Mach-Zender interferometer π/2 − π − π/2 with temporal
pulses separation T and atoms that follow a classical trajectory z(t). The �rst, called path-integral
method, is based on path-integral formalism while the second, called Bordé method, introduces
signi�cant simpli�cations.

The path-integral prescription [79] states that the total phase shift Φ can be computed from the
sum of three terms:

Φ = Φe + Φl + Φs (2.76)

Φe represents the free evolution term de�ned as

Φe =
1

~

˛

Γ

L(z, ż)dt (2.77)

where Γ is the classical path and L(z, ż) the classical Lagrangian. Φl is de�ned as the sum of
the Raman laser phase ϕ at the Raman pulse space time coordinates (zi, ti):

ϕ(zi, ti) = keffzi − ωeff ti (2.78)

The rules to correctly sum such phase terms to obtain Φl can be found in [40].
Finally, the third term Φs represents the phase shift contribution due to the eventual path

separation 4z at the �nal π/2 pulse and it holds

Φs =
keffv4z

vr
(2.79)
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where vr is the recoil velocity and v the average output speed of the two interferometer paths
[85].

The second method, widely explained in [80], asserts that the interferometer phase can be simply
obtained using the following expression:

Φ = keff

(
z0 − z1 − z2 +

z3 + z4

2

)
(2.80)

in which z0 is atomic position at the �rst π/2 pulse, z1 and z2 the positions at the central π
pulse and z3 and z4 the positions at the �nal π/2 pulse.

Both methods are exact in the case of a quadratic Lagrangian. For instance, considering the
case of a constant gravity gradient γ, described by the Lagrangian

L(z, ż) =
1

2
mż2 −mgz +

mγz2

2
(2.81)

we obtain for both the presented approaches the following expression for Φ, setting z0 = 0 as
boundary condition:

Φ = −keffgT 2 +
keffγT

3

12
(12v0 + 6vr − 7gT ) +

keffγ
2T 5

360
(90v0 + 45vr − 31gT ) (2.82)

where v0 is the initial atom velocity. In the case of a gradiometer, i.e. two interferometers
spatially separated by a distance ∆h, we can also evaluate the di�erential phase shift ∆Φgrad:

∆Φgrad = keff4hγT 2

(
1− 7

12
γT 2 − 31

360
γ2T 4

)
(2.83)

In our typical experimental conditions (∆h ' 30 cm, T = 160 ms and γ ∼ −2g/Rt ∼ 3×10−6s−2,
where Rt is the earth radius) the leading order in γ produces a phase shift of ∆h × 1.12 = 0.336
rad, while the second order is 4.5× 10−8 times smaller (∼0.015 µrad).

Regarding the more general case of a non-quadratic Lagrangian, often the exact solution is not
evaluable. However, as described in [79], in presence of small non quadratic terms, a perturbative
approach can be easily applied to both the presented techniques, giving reliable results at least to
the �rst order.

2.2.6 Systematic shifts

Any external force induces an acceleration on the atomic motion and, consequently, a displacement
of the atom with respect to the laser wavefronts. Previously we put our attention only on the phase
shift induced by the acceleration of gravity. In this section we will discuss other possible phase shift
sources that can contribute to the systematic error and thus they must be taken into account.

E�ect of Raman wavefront

This e�ect depends essentially on the details of the front-wave distortions introduced by the retro-
re�ecting optics, which are not in common between the upwards and downwards Raman beams.
During the interferometer sequence distortions are translated into an additional phase shift that
a�ects atoms with a nonzero radial velocity. In principle, such o�set can be numerically evaluated
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by studying the surface conformation of the interested optics. Unfortunately in situ analysis are
not feasible. Consequently, deformations caused by mechanical stress cannot be taken into ac-
count. Also the attempt to extrapolate the interferometer phase shift at zero cloud temperature
(no transversal atomic motion) does not give de�nitive results [87]. For all these reasons an accu-
rate evaluation of this e�ect in a gradiometer is not trivial. It is reasonable to assume a partial
compensation due to the fact that upper and lower interferometer share the same Raman light. In
this sense an accurate clouds centering along the vertical can help to maximize the cancellation.

Coriolis force

Using the same procedure we are going to evaluate the e�ect on the phase shift due to rotation of
the earth as well. In a rotating frame we are dealing with the Coriolis acceleration

ac = −2Ω× v (2.84)

where ac is the acceleration of the particle in the rotating system, v is the velocity of the particle
in the rotating system, and Ω is the angular velocity vector. Therefore the phase shift is equal to

∆Φrot = −2v · (keff ×Ω)T 2 (2.85)

Atoms are approximately launched or released along the vertical direction, but the �nite tem-
perature of the ensemble implies a horizontal velocity spread. Furthermore, due to launch errors, v
can have a small component perpendicular to keff . Suppose now that the Raman beams propagate
exactly along the vertical direction. If the interferometer measurement is performed at a latitude
θl, the Earth rotation around its axis gives a contribution to the phase shift of

∆Φrot = −2ΩvwekeffT
2 cos θl (2.86)

where vwe is the horizontal velocity along the east-west direction. Here the horizontal veloc-
ity along north-south direction gives no shift being in the plane de�ned by keff and Ω. If two
atomic clouds trajectories have di�erent inclinations their horizontal velocity would be di�erent, so
a di�erential Coriolis term will rise

∆Φrot,up −∆Φrot,dw = −2Ω∆vwekeffT
2 cos θl (2.87)

Our experiment is realized in Sesto Fiorentino (near Florence, Italy), that is located at a latitude
θl= 43°50'07�N. Considering that Ω= 7.29× 10−5 rad/s, for T = 160 ms and keff= 1.61× 107 m−1

we have a di�erential shift of about 41 mrad for each mm/s of east-west velocity di�erence. This
problem could be reduced for example using a di�erent interferometer con�guration by dropping
atoms instead of launching them upwards. In this case the horizontal velocity transferred would
be orders of magnitude smaller. If launching atoms is mandatory, a careful characterization of the
trajectory has to be done.

Magnetic �elds

To reduce the sensitivity to magnetic �eld only mF = 0 atoms are involved in the interferometer.
However second-order Zeeman e�ect will be always present and must be taken into account. The
energy shift generated by a magnetic �eld B is described by the well-known Breit-Rabi formula:



34 CHAPTER 2. COLD ATOM INTERFEROMETRY

Um(z) = −µ
2
B(gJ − gI)2

2h∆hf
B(z)2 (2.88)

where µB is the Bohr magneton, gJ and gI are �ne structure and nuclear Landè factors, h is
the Planck's constant and ∆hf the hyper�ne splitting frequency. In presence of a vertical magnetic
gradient, atoms are subject to an acceleration equal to

am =
1

m
∇
(
µ2
B(gJ − gI)2

2h∆hf
B2

)
ẑ =

2h

m
αB

dB

dz
ẑ (2.89)

where m is the 87Rb mass and α is 575 Hz/Gauss2 for D2 transition. Considering a constant
vertical magnetic gradient B′ along the interferometer region and a distance ∆h between samples,
the corresponding bias Φm can be written as

φm = keff (am,Up − am,Dw)T 2 = keff
2h

m
α (4BUp−Dw)B′T 2 = keff

2h

m
α∆hB′2T 2 (2.90)

Under our experimental conditions (B′ ' 10−4 Gauss/mm, T = 160 ms and ∆h=30 cm)
corrections are in the order of ' 5 mrad, corresponding to a few percent of the earth gravity
gradient.

In addition to the mechanical e�ects, the magnetic �eld produces also an additional phase term
φM directly connected to the small transition frequency change induced by the potential Um(z).
To evaluate such term, it is su�cient to introduce Um(z) in the Lagrangian 2.81 and calculate

φM =
1

~

˛
U(z(t))dt = 2πα

˛
B(z(t))2dt (2.91)

This can be done with a good approximation performing the integration along the trajectory
calculated neglecting the in�uence of Um(z).

For instance, let us suppose to turn a magnetic �eld on, uniform in the region around the atom
(hence with no forces acting on it), during the second half of the interferometer sequence. Thus
accumulated phase shift will be:

φM = 2πα

2Tˆ

T

B(t)2dt (2.92)

A rectangular 10 ms long magnetic pulse of 100 mG, for example, provides a phase shift of 361
mrad.



Chapter 3

Experimental apparatus

In this chapter a complete description of the MAGIA experimental apparatus will be provided.
More details can be found in [43, 44]. This chapter is organized in four parts. The �rst section
describes the setup of the laser sources used to cool down and manipulate the atoms. A particular
emphasis will be put on the novel External Cavity Diode Laser (ECDL) with interference �lter and
the new Raman laser system. A brief overview on the vacuum system of the experiment will be
provided in the second section . The third part contains a full description of the 2D-MOT module
recently installed in the experiment as an e�cient cold atom source. Finally, in the fourth section,
we will discuss about the source masses and their support.

3.1 Laser system

One of the most important issues of the experiment is to produce all the optical frequencies that
are needed to perform mechanical and internal state manipulation of the atoms. To achieve this
goal an appropriate choice of the laser sources is required. Furthermore a correct tuning of the laser
frequencies respect to the Rb transitions is necessary. In this section a comprehensive explanation
regarding these topics will be provided. Henceforth νF→F ′ will label the

87Rb transition frequency∣∣5S1/2, F
〉
→
∣∣∣5P3/2, F

′
〉
.

3.1.1 ECDL laser as light source

Nowadays in atomic physics experiments laser diodes are widely used as light sources thanks to their
low price and large availability. Especially in the MAGIA experiment all transitions lie around 780
nm, which is easily accessible by laser diodes. Usually, the main disadvantage consists in their very
wide spectrum (natural laser linewidth 4νd ∼ 40 MHz), much larger than the natural width of the
typical atomic transitions employed ( Γ

2π ∼ 6 MHz). In order to �x this problem an external cavity
is used to introduce an additional laser optical feedback and a wavelength selection element. For
this purpose the most common setup is the Littrow con�guration in which the diode laser output
beam, once collimated, is sent on a di�raction grating (Grating External Cavity Laser, GECL) and
the �rst di�raction order is sent back as optical feedback, while the zeroth order is the output beam.
The external cavity is thus constituted by the diode laser surface and the di�raction grating. The
laser line width is given by the scaling law [45]:

35
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Figure 3.1: Schematic drawing of an extended cavity diode laser with interference �lter [72].

4vECL =

(
n · ld
lECL

)2

4vd (3.1)

where n is the diode refractive index, ld is the diode length and lECL is the external cavity
length. For typical values ( n ∼ 2, ld ∼ 1− 2 mm , lECL ∼ 5− 10 cm) we expect a reduction of the
spectral width by a factor 100.

In terms of long term stability one of the weak point of the Littrow setup is due to the fact
that the same element (the grating) acts as wavelength selector and optical feedback source. In
the MAGIA experiment achieving long integration time without losing the lasers lock is crucial
and a more stable ECDL geometry is required. Therefore, we decided to adopt a novel ECDL
scheme realized by using a partially re�ecting mirror as output coupler and an Interference Filter
for wavelength selection (Filter External Cavity Laser, FECL [72]). The complete setup is sketched
in �gure 3.1 and can be summarized as follows: the beam coming from the diode is collimated by
a �rst lens and travels into the cavity passing through the �lter. Afterwards it is focused on a
semi-re�ecting mirror and a fraction of the light (10-30%) is back-re�ected to realize the optical
feedback. The remaining fraction is thus collimated again by a third lens to form the output beam.
The �ne frequency tuning is realized by the piezoelectric crystal that holds the mirror. This is the
so called cat's eye con�guration.

This mounting scheme has many remarkable properties. First, the injection is preserved for a
large number of defects in the alignment of the cavity and the piezoelectric crystal movement does
not change at all the beam pointing. Indeed when the beam focal point is placed on the mirror
surface the sensitivity to mirror misalignment is strongly reduced. Second, the interference �lters
have a maximum transmission at 780 nm for an incident angle of 6° respect to the normal and an
acceptance angle of ±1° (see �gure 3.2).

As a consequence, the selected frequency will be also less sensitive to mechanical misalignment
of the �lter. To have a rough comparison, for GECL

(
dλ
dθ

)
∼ 1.4 nm/mrad instead for FECL(

dλ
dθ

)
∼ 23 pm/mrad [56]. For all these reasons we decided to replace almost all the lasers of the

experiment with home made FECL.

3.1.2 Reference laser

To cool and manipulate 87Rb atoms particularly suited is the ν2→3 transition. Thus an active
frequency stabilization on it is the best choice to produce a reference optical frequency for the
experiment. At this scope, we decided to implement the Modulation Transfer Spectroscopy (MTS)
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Figure 3.2: Transmission curves of two �lter within the same set as a function of the angle of
incidence at 780 nm [44].

technique as a frequency lock method [67]. Such method has several advantage: �rstly the zero-
crossing point of the modulation transfer error signal is accurately centered on the corresponding
atomic transition; secondly, the locking point is almost immune to power �uctuations of the laser.

The output light from a FECL (diode laser model ADL-78901TX, Laser Components, output
power Pop =100 mW CW, operative current Iop ∼ 140 mA) is sent to an AOM that increases its
frequency by +184.2 MHz. Afterwards the beam is split into two parts called pump beam and a probe
beam: the probe beam goes straight into a heated (∼ 35°C) and magnetically shielded rubidium cell
and detected with a fast photodiode. The pump beam passes through an Electro Optical Modulator
(EOM) that creates sidebands at 5 MHz (modulation index ∼ 0.1) and �nally superposed to the
probe path in the rubidium cell in counter-propagating con�guration. The modulation is transferred
onto the probe beam by four-wave mixing. The signal from the fast photodiode is electronically
demodulated with the 5 MHz signal driving the EOM. A dispersive signal across the rubidium
subDoppler lines is obtained. A double loop control for low and high frequencies locks the laser
frequency to the atomic resonance. The low frequency loop covers a bandwidth up to 1 kHz acting
on the piezo while high frequency noise (up to 120 kHz) is corrected acting on the laser current.
The laser is locked on the sub-Doppler line corresponding to ν2→3 , but the actual output frequency
is νREF = (ν2→3−184.2 MHz), because of the AOM between laser source and rubidium cell. Before
and after the AOM part of the light is picked-up for frequency locking the other lasers.

3.1.3 Detection laser

A diode laser (Sharp GH0781JA2C) providing 60 mW at 110 mA is optically injected with the
o� resonant reference light (νREF ). The side port of an optical isolator is used for the injection.
A double pass into an AOM is needed for increasing the laser frequency by +183.6 MHz, i.e.
νDET = (ν2→3−800 kHz). The light beam is coupled into two di�erent optical �bers going towards
the apparatus.
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3.1.4 Cooling and Repumping laser

The appropriate laser radiation to realize an e�cient cooling process as been demonstrated [68] to
be -3Γ detuned1 from the ν2→3.

1A 87Rb atom in the F = 2 ground state that absorbs this radiation
has a high probability of ending up in the excited stateF ′ = 3, then it spontaneously decays back in
the F = 2 state because of dipole selection rules. But there is a non zero probability (about 0.1%)
that it goes in the F ′ = 2 state. From this excited state it can either decay into the F = 1 or into
the F = 2 ground states. Since stimulated absorption and spontaneous emission cycling rate is of
the order of Γ, all the atoms would be rapidly lost in the F = 1 channel if no repumping occurs.
Thus a repumping radiation, slightly detuned from ν1→2 transition is used for this purpose.

In order to produce the cooling light, a FECL (diode laser model ADL-78901TX, Pop =100
mW CW, Iop ∼ 140 mA) and a tapered ampli�er (TA) (EYP-TPL-0780-01000, Pop =1 W CW,
Iop ∼ 2.5 A) are used. The FECL output beam is divided in two parts: a large amount (∼ 20mW)
injects the TA while a small part (∼ 2− 3mW) is overlapped with resonant (ν2→3) reference light
and their beat note signal is collected on a fast photodiode (Hamamatsu G 4176-03). The beat
note, together with an RF signal (184.2 MHz), is sent to a phase frequency detector (PDF) that
provides an error signal. This signal is used to perform a phase-frequency lock acting on piezo and
current (loop bandwidth 1 MHz). The resulting frequency is again ν2→3 − 184.2 MHz. The TA
provides an output of 800 mW (I = 1.7 A) that is split into two parts traveling along independent
optical paths. Each path consists of a double pass through an AOM and a �ber in-coupling. The
two AOMs are independently driven by two RF signal (∼80 MHz), in order to tune the light around
ν2→3.

The repumping light is generated by two diode lasers (Sharp GH0781JA2C, Pop =120 mW CW,
Iop ∼ 160 mA) arranged in a master-slave con�guration. Part of the master laser is overlapped
with the reference light and collected on a fast photodiode. The beat note so obtained is down
converted with the third harmonic of a programmable synthesizer (ADF4360-1 stabilized VCO)
set to 2216.6 MHz and then frequency locked to a 40 MHz signal through a PFD and the usual
feedback channels (piezo + current, loop bandwidth 300 kHz). The master laser actual frequency
is (ν1→2 − 62.4 MHz). Part of this light is used to inject the slave laser and the rest is shifted by
=172.2 MHz in a double-pass AOM. Resulting light has a frequency close to the ν0→1 transition.
The output beam of the slave laser is directly sent to an AOM increasing its frequency by +68.0
MHz, obtaining an optical frequency of (ν1→2 + 5.6 MHz).

3.1.5 Raman laser system

The Raman beams are generated by two home-made MOPA systems with an output power of about
1 W each (see �gure 3.3) [46]. Two FECL are phase-locked with an o�set frequency of about 6.8 GHz
generated by a low phase noise microwave synthesizer (Anritsu MG3692A). In addition, one of the
two lasers (master laser) is frequency-locked with an o�set of about 2 GHz to the F = 2→ F ′ = 3
transition, by detecting the beat note with a frequency stabilized laser (the MAGIA reference laser).
The loop is closed acting only on the laser piezo, achieving a loop bandwidth of few kHz. Each
laser beam injects an independent tapered ampli�er (TA). The apparatus previously employed in
the experiment was based on two grating tuned diode lasers in Littrow con�guration, whose output
beams were spatially overlapped to inject a single TA. The new system has several advantages.
Indeed, FECL have lower intrinsic frequency noise than Littrow grating stabilized lasers, improving

11Γ is the atomic natural linewidth and is 2π · 6.065(9) MHz for 87Rb as reported in appendix A.
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Figure 3.3: Scheme of the Raman laser system.

considerably the locking time and stability. In addition, using two independent TAs instead of a
single one allows independent manipulation and control of the two Raman beams. Such a scheme
also provides higher optical power for the Raman beams. The higher Rabi frequency allows shorter
π/2 and π pulses, which should eventually lead to more atoms in the interferometer and higher
contrast, i.e. a higher SNR. In our setup, the available power for Raman beams is about 260 mW.
Our Raman laser system features a double-stage optical phase-locked loop (OPLL). The primary
OPLL detects the beat note between the two FECL beams before injecting the TAs, in order to
minimize the signal propagation delay, i.e. to maximize the loop bandwidth. The beat note is
mixed with the 6.8 GHz reference frequency and the down converted signal is compared with a
reference frequency generated by a direct digital synthesis (DDS) generator in a fast digital phase-
frequency detector (Motorola MC100EP140). The DDS frequency is swept around 40 MHz with a
phase-continuous linear frequency ramp to compensate for the change in Doppler e�ect during the
interferometric sequence. The resulting error signal is �ltered and used to drive two actuators on
one of the FECL (slave Raman laser), the voltage of the piezo holding the output coupler and the
injection current of the laser diode. The loop bandwidth on the injection current is about 4 MHz.
In �gure 3.4 the Master/Slave laser beat note is shown.

The output beams from the TAs are passed through two AOMs for independent power control
and are �nally recombined in a polarizing beam splitter. A third, single-pass AOM is used for
pulse control just before coupling the Raman beams into an optical �ber for delivery to the atom
interferometer. We also apply an auxiliary, low-bandwidth loop in order to compensate for the
phase noise introduced through the di�erential path of the two Raman laser beams before they
are recombined in the optical �ber; to such purpose, we detect the beat note between the Raman
laser beams at the polarizing beam splitter before AOM3 (see �gure 3.3); in order to reduce any
beam-motion induced error in the Raman phase, we inject the beat note light into an intermediate
optical �ber before sending it to the photodetector; we mix the beat note with the 6.8 GHz reference
frequency and we use another fast digital phase-frequency detector to compare the down converted
signal with the same 40 MHz reference frequency employed in the primary loop. The resulting error
signal is properly �ltered and used to control a voltage-controlled crystal oscillator (VCXO) driving
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Figure 3.4: Beat note between Raman lasers.

the frequency of the AOM after the TA of the slave Raman beam. The resulting loop bandwidth
is about 150 kHz. Moreover, analyzing the beat signal, we also noted that the ASE (ampli�ed
spontaneous emission) background from the TAs is below the resolution of our spectrometer (∼80
dB). For that reason and for the further rejection due to di�erential nature of the experiment, we
decided to not use any Rb �lter cell on the Raman beam in order to save optical power.

Figure 3.5 shows the phase noise spectral density measured in di�erent conditions: after the
primary loop, after the optical �ber with the secondary loop open and after the optical �ber with the
secondary loop closed. The excess noise with respect to the primary loop is mainly due to the phase
noise of AOM1 (see �gure 3.3). The resulting phase noise spectral density is below 4 µrad/

√
Hz at

frequencies above 10 Hz.

3.2 Vacuum system

Laser cooling and manipulation of Rb atoms can be realized only in a UHV environment (∼ 10−9−
10−10 Torr), in order to minimize collisions with thermal background gases. Furthermore the
materials employed in the apparatus must be amagnetic and having high resistivity, in order to avoid
induced magnetic �elds. For this reasons the MAGIA vacuum system has been carefully designed
to achieve these performances [44]. Figure 3.6 illustrates schematically the entire apparatus. It
consists of a lower trap chamber, a long vertical tube and a central chamber for detection.

3.2.1 Trap chamber

The cell for magneto-optical trap (MOT) was made of Titanium Alloy (TiAl6V4) which has pecu-
liar properties that make it particularly suitable: it is particularly light (4430 kg/m3), hard, non
magnetic and it has a high resistivity (168 µΩcm). This last physical property is useful to quickly
damp undesired eddy currents induced by varying electromagnetic �elds. Moreover, its thermal
expansion coe�cient matches very well with that of the BK7 glass used for optical windows. The
chamber was machined starting from a 15 cm cube by cutting all the edges orthogonally to the
diagonals. In this way we can obtain 14 faces nearly equidistant from the center of the cube. Or-
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Figure 3.5: Phase noise spectrum of the beat signal between the two Raman laser beams measured
in di�erent conditions: after the primary loop (blue dashed curve); after the optical �ber with the
secondary loop open (red dash-dotted curve); after the optical �ber with the secondary loop closed
(black solid curve).

thogonally to the six square faces was made a circular hole with a diameter of 50 mm, while on the
remaining eight triangular faces, a hole smaller than 35 mm in diameter. This procedure allows to
have 14 optical access to the center of the cube where the MOT is created. The trapping beams
are in the usual 1-1-1 con�guration. For �ne adjustment of the launching direction this chamber
was not rigidly �xed to the rest of the apparatus, but connected with a �exible bellow. Once it is
positioned in the desired orientation the cube can be �xed to the optical table independently from
the rest of the vacuum system.

3.2.2 Interferometer tube

As previously stressed atom interferometer is very sensitive to magnetic �elds. For this purpose a
vertical tube made of the non magnetic, high resistivity material TiAl6V4 was realized. The tube is
1 m long and has an external diameter of only 4 cm (internal: 3.5 cm) to permit a close positioning
of the source masses. These dimensions were chosen also to be able to send through the apparatus
Raman beams with a waist of 10 mm, thus with wavefronts �at enough to neglect the e�ect of
their curvature on the region occupied by the atomic ensemble, and simultaneously with reduced
scattering from the side walls. A coil is wrapped around the tube to apply a magnetic �eld along
the vertical axis that de�nes a quantization axis for the atoms. Finally 10 shorter coils are wrapped
one above the other around the long one in order to be able to produce localized magnetic �elds. A
double-layer µmetal shield placed around the tube and its coils is employed to attenuate external
magnetic �elds. The shield is composed by two coaxial 0.76 mm thick cylinders of 1028 mm length
and diameters of 74 and 95 mm respectively extending along the entire tube. In the central region
the axial �elds are attenuated by 69 dB and radial ones by 76 dB [44]. Fields of about 50 G saturate
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Figure 3.6: The MAGIA apparatus. The experiment is performed in the central part where the
atoms are cooled (MOT cell), manipulated and detected (Detection chamber) and opposed to
interferometer pulses (Interferometer tube). Vacuum pumps are attached on the left and right of
the detection chamber. The height of the whole apparatus is about 1.5 m [43].
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the µmetal shield.

3.2.3 Detection chamber

The detection chamber was placed immediately over the MOT chamber and rigidly connected to
the interferometer tube. It is made of non-magnetic stainless steel 316LN. It provides 6 AR coated
windows of 60 mm diameter for optical access and is connected by two CF100 �anges to a titanium
sublimation pump and an ion pump. The detection chamber is used for state preparation and
state-sensitive detection.

3.2.4 Pumping system

To keep the entire system under vacuum we use a 75 l/s ion pump (Varian VacIon 75 Plus Star
Cell, driver MidiVac) connected by large CF100 tubes to the detection chamber. It is placed far
from the experiment (55 cm) to allow the strong magnetic �elds to decay below 0.5 Gauss. Also a
titanium sublimation pump (THERMIONICS SB-1020 with driver Varian 9290023) is installed for
e�ective pumping of gases like H2 and N2. The combination with an ion pump is important for the
non-gettarable gases like Ar or CH4.

Figure 3.7: Scheme of a 2D-MOT. Atoms in an elongated vacuum cell with a high rubidium back-
ground pressure are transversally cooled by 4 laser beams, indicated by arrows. A thin collimated
beam of atoms will escape the 2D-MOT on both sides, on one side onto the window and on the back
side through a small hole towards the UHV region. The 2D magnetic quadrupole �eld is provided
by 4 coils outside the cell [44].

3.2.5 2D-MOT

In atomic interferometry experiments, it is highly desirable to reach a condition of low background
pressure and a fast MOT loading at the same time. Using standard atoms sources, like Rb dis-
pensers, there is an obvious trade-o� between these two features. Indeed, a high Rb vapor density
is important for a fast MOT loading, but it also degrades the vacuum, inducing higher atom losses
during the ballistic �ight and more background �uorescence at detection. To achieve fast loading
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Figure 3.8: Scheme of the 2D-MOT system implemented on the MAGIA experiment [44].

rates while preserving a very low background pressure in the MAGIA vacuum system, a high �ux
atomic source based on a 2D-MOT has been implemented [47, 48]. Figure 3.7 shows a scheme
of principle of the device. The operation is based substantially on the same criteria of 3D-MOT,
limiting the cooling on the transverse directions in order to obtain a �ux of atoms.

2D-MOT setup

The vacuum system (see �gure 3.8) is composed of a piece of titanium closed on four lateral sides by
rectangular windows and on one backside by a circular window. On the other end is placed a 1.5 mm
diameter hole that allows the slow atoms �ux to escape from the chamber. The circular window (25
mm diameter) allows to inject the pushing laser along the trap axis. This beam will accelerate the
atoms towards the hole, particularly those with negative or small longitudinal velocity components,
in order to increase the atomic �ux. The four rectangular windows (90× 25 mm2) are used to send
the trapping light on each of two axes perpendicular to the direction of the outgoing atomic beam.
Cooling beams are split into three paths by a system of two 24.5 mm polarizing beam splitter +
λ/2 wave plate + mirror. On the other side three mirrors provide to back re�ect each beam, and
six λ/4 wave plate provide for the circular polarization.

The vacuum is maintained by an ion pump having a 2 L / s pumping speed. The rubidium
vapor is released from a reservoir connected to the back of the trap through a valve that permits, if
necessary, to isolate the source of rubidium. The magnetic �eld of the trap is generated by two sets
of coils with rectangular dimensions (15 × 5 cm2) and 100 windings placed in front of the lateral
windows. The coils are connected in series and create a magnetic �eld gradient of 20 G/cm at the
center of the trap.

The laser system used to operate the 2D-MOT is based on a home-made TA with an output
power of about 500 mW ((EYP-TPL-0780-0500, Pop =0.5 W CW, Iop ∼ 1.5 A). The master is an
extended cavity diode laser using an interference �lter for wavelength selection. Two double-pass
AOMs allow independent frequency and power tuning of the cooling and pushing beams
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2D-MOT characterization and optimization

The measurements performed after the integration of the 2D-MOT on the main apparatus were
�nalized to con�rm the advantages for the gradiometer in terms of loading rate and background
pressure reduction. In order to obtain the best performance also a careful optimization of all the
parameters was done.

An estimate of the background pressure and loading rate can be derived by �tting the 3D-MOT
�uorescence signal during the loading phase according the Antoine Equation:

N(t) =
R

Γc
(1− exp(−tΓc)) (3.2)

where R is the loading rate, Γc is the collisional loss rate and t the loading time. From Γc
is possible to determine the background pressure. The accuracy of this measurement is strongly
limited by the lack of knowledge of the gas composition in the 3D-MOT chamber. However, it is
reasonable to suppose that Rb is largely the most present. To have a comparison with the previous
MAGIA setup we took two set of measurements: one using the old Rb dispenser and other three
using the 2D-MOT at di�erent 2D-MOT Rb oven temperatures (see �gure 3.9a).

Figure 3.9: (a) Background Rb density in the UHV chamber versus temperature of Rb oven in the
2D-MOT system; (b) Loading rate from 2D-MOT versus temperature of Rb oven.

The Rb density is reduced by more than two orders of magnitude and is almost independent
from the background pressure in the 2D-MOT chamber. Figure 3.9(b) shows typical values of the
MOT loading rate versus the temperature of the Rb oven in the 2D-MOT system. When compared
to the Rb dispenser previously employed the MOT loading rate can be increased by up to a factor 5.
In order to achieve this high �ux condition several optimizations were made, principally regarding
alignment and accurate frequency and power tuning of the most sensitive beams (pushing beam
in particular). In �gure 3.10 is shown the behavior of the atomic �ux with respect to the cooling
frequency and total power. A similar operation was made also for the pushing beam (see �gure
3.11).

Optimal atomic �ux from the 2D-MOT source is found when the optical frequencies of cooling
and pushing beams are red detuned from the F = 2 → F ′ = 3 transition by 1.3Γ and 2.2Γ,
respectively. Regarding the power dependencies we found 1 mW for the pushing beam while for
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Figure 3.10: 3D-MOT loading rate as a function of 2D-MOT cooling total power (a) and as a
function of cooling beam frequency detuning from resonance (b).

Figure 3.11: 3D-MOT loading rate as a function of 2D-MOT pushing total power (a) and as a
function of pushing beam frequency detuning from resonance (b).
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Figure 3.12: Geometrical arrangement top view of one set of 12 cylinders. The central ring is the
vacuum tube in which the atoms vertically move.

the cooling we are still far from the saturation. Therefore, if needed, we can further increase the
loading rate rising up cooling power. Currently we achieved a maximum loading of ∼ 2 × 1010

atoms/s, corresponding to a capture e�ciency of 40% [56].

3.3 Source mass and support

One of the parameters that mostly a�ect the accuracy of the G measurement is the knowledge of
the relative positions between atoms and mass sources. Also the choice of appropriate materials
and the best geometric con�guration are key points of the experiment. In this section, after a
brief introduction of the apparatus and a summary of past measurements (for more details see
[52]), we will discuss about the recent characterizations of the source masses and improvements
on the knowledge of their geometrical arrangement. Regarding the required accuracy level, a
comprehensive analysis can be found in section 4.6.2.

3.3.1 Introduction to the apparatus and past measurements

Geometrical arrangement

As source masses we use 24 tungsten cylinders with a nominal diameter of 100 mm and a height
of 150 mm. They are divided into two sets of 12 cylinders and are symmetrically arranged on two
holders around the interferometer tube, as shown in �gure 3.12.

The adopted symmetry prevents induced horizontal acceleration while along the axis produces
a maximum vertical acceleration of ∼ 1.6 × 10−9 m/s2. Furthermore, having many small masses
allows greater �exibility in positioning as well as in the control of the inhomogeneity. The main
disadvantage lies in the need to know at micrometer level the position and shape of each cylinder.

Materials and realization

Well de�ned source masses with a high density are needed in an experiment that aims to measure
the gravitational constant G. Among all eligible materials, the sintered tungsten (Inermet IT180)
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material Inermet IT180

composition W 95.3%
Ni 3.2%
Cu 1.5%

radius 50 mm
height 150 mm
nominal density 18000 kg/m3

elasticity modulus 360 Gpa
rigidity modulus 140 Gpa
hardness 298 HV 10
resistivity 12× 10−8 Ωm
thermal conductivity @ ρ = 18000 kg/m3 110 Wm−1 K−1

linear thermal expansion @ 20°C 5.2× 10−6 K−1

volume magnetic susceptibility 66× 10−5

Table 3.1: Physical properties and dimensions of Inermet IT180 cylinders used for the �nal G
measurement.

is capable of combining experimental and cost requirements. In table 3.1 some salient physical
properties are listed.

Cylinders were realized by melting (1500 °C) a hydrostatically pressed mixture of tungsten
grains (10-50 µm) with small percentages of copper and nickel. After this process blocks were
cooled down to room temperature while nickel and copper solidify bonding tungsten grains. Each
block was machined in order to obtain the desired cylindrical shape. Afterwards several analysis
(microscope and ultrasonic tests) were performed to evaluate the material homogeneity. As a result
the presence of 100 µm holes was found. In order to reduce drastically dimension and number of
these holes, cylinders were subjected to a further treatment called hot isostatic pressing (HIP).
HIP is a manufacturing process used to reduce the porosity of metals and increase the density of
many ceramic materials. The HIP process subjects a component to both elevated temperature and
isostatic gas pressure in a high pressure containment vessel. After this operation the density is
increased by 1%.

Support and elevator

In our experiment the source masses must be supported and translated vertically with high accu-
racy. The mass holder and elevator was designed strong enough to hold all the cylinders without
observable bending or deformations and with independent positioning control for the two sets of
masses. In �gure 3.13 a picture of the mass holder is shown.

The movable parts are two large disk-shaped platforms with a hole in the center large enough to
�t the interferometer tube and the magnetic shields. Density and shape of platforms can be found
in [43]. The knowledge of this parameters are relevant since they contribute to a small part of the
interferometric signal although in a less critical way than the source masses. Each platform is held
and moved by two 480 mm long precision screws that have a diameter of 15 mm and a pitch of 10
mm. The movement of each screw is controlled by a step motor with an angular resolution of 1.8°
followed by 30:1 gear in order to be able to reach a 1.7 µm of resolution in vertical displacement.
Each platform is monitored by an optical encoder �xed on the rigid structure while the pointer is
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Figure 3.13: Picture of the mass holder and elevator. Two of the four legs are visible on the bottom;
above them the reference horizontal plate and the four columns connected on the top by a circular
plate. The two moving platforms are holding two sets of cylinders.

connected to the platform. The reading accuracy and reproducibility is 1 µm.

Destructive density test

The knowledge of the homogeneity degree is fundamental for a correct evaluation of the source
masses in�uence in the G measurement. For this purpose a destructive test on a single cylinder was
performed, assuming that all the other cylinders have a similar density distribution. The cylinder
was cut into 15 parallelepiped shaped blocks with a squared basis (25.2Ö25.2) mm2 and 43.9 mm
high and then volume and weight of each block was measured. A relative density variation of
6.6× 10−4, considering the standard deviation, and 2.6× 10−3, considering the maximum density
di�erence was found. Moreover, a clear density reduction is observed when moving towards the
center both in the radial and in the axial direction. These informations are essential to evaluate an
upper limit of the systematic shift on the G measurement due to the density inhomogeneity.

3.3.2 New characterization measurements

Shape and position of each cylinder must be determined with micrometric accuracy. Consequently
all the cylinders were further machined and polished in order to regularize the shape as much as
possible. Additionally, a conical hole was placed in the center of each cylinder base to easily perform
position evaluation using small steel spheres. Therefore new shape and weight measurements were
required.

Surface studies

We investigated the shape of each cylinder with a contact 3D scanner (Brown & Sharpe Scirocco-
dea) able to perform position measurements with 1 µm accuracy. This instrument is based on a
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translation system in three dimensions and a calibrated spherical ruby tip linked to a force sensor.
When the tip touches a surface, the force sensor is activated and the three coordinates (x,y,z) are
recorded. Collecting a su�cient number of points is possible to reconstruct simple geometric forms.
We took points on both top faces to determine height and perpendicularity of each cylinder, on the
lateral surface to determine radius and tilt, on the conical hole to determine its center. This was
done measuring the hole circular base 0.2 mm below the top surface and evaluating the relative
coordinates (x,y) between circle and cylinder center. Moreover, we labeled each cylinder with a
number to be easily recognizable. Results are reported in table 3.2.

Orthogonality and tilt are always within 300 µrad. Maximum and total o�set of the conical hole
are about 25 µm 6 µm respectively. Height is slightly variable (values di�erence up to 37 µm) while
diameter is more uniform (12 µm of maximum variability). Average values are (150.107±0.007)
mm height and (99.895±0.003) mm diameter.

Precision weighing

To perform accurate mass measurements we decided to compare each tungsten cylinder with a
sample mass (21500 g) characterized at the milligram level. We used a precision balance with a 1
mg resolution (courtesy of INRIM). To achieve this accuracy level several precautions were taken.
We canceled instrument drifts weighing several times the sample mass and the unknown masses and
taking the average value of the mass di�erence. We monitored environmental parameters such as
temperature (±0.1 °C), relative humidity (±1%) and pressure (±1 mbar) to evaluate air buoyancy
corrections. Results are reported in table 3.3 together with the calculated densities.

Average values for mass and density are 21489±3 g and 18.263±0.002 g/cm3. By comparison
with [43], the additional machining has made cylinder dimensions more uniform, leading to a better
knowledge of the volume. As a consequence, the standard deviation on density has decreased by a
factor three.

Position measurements by laser tracker

After �nishing the measurements on individual cylinders we placed them back on the two holding
platforms, trying to get the most regular arrangement with the help of a caliper. Afterward, taking
conical holes as measuring points, the 3D position of each cylinder was evaluated using a laser
tracker with a resolution of 1.26 µm. Regarding the reference frame, z axis was taken parallel to
the gravity within 10 µrad while support platform edges were chosen as x, y axes. Data analysis
shows that in each holding platform both the inner and outer cylinders are laying along concentric
circles within 10 µm. Therefore we can use circles centers as a tool to describe the collective behavior
of the source masses in each of the two con�gurations (F and C, see �gure 1.2). Since Raman lasers
are our ultimate reference system, we placed an iris aligned according to the Raman beams center
and its position was also measured. All the results are shown in table below and plotted in �gure
3.14.

x (mm) y (mm) z (mm)
Lower platform, Close 410.796 449.979 357.667
Lower platform, Far 410.794 450.009 244.499
Upper platform, Close 410.127 449.737 527.729
Upper platform, Far 410.116 449.724 687.768
Reference iris 410,134 449,916 1056,355
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Cylinder Mass (g) Density (g/cm3) Cylinder Mass (g) Density (kg/m3)

1 21489.242(9) 18.2652(5) 15 21488.560(9) 18.2640(7)
2 21487.390(8) 18.2623(7) 16 21486.496(8) 18.2661(7)
3 21489.341(9) 18.2639(5) 17 21485.497(8) 18.2610(7)
4 21488.659(8) 18.2644(7) 18 21483.065(8) 18.2611(5)
5 21486.622 (8) 18.2650(5) 19 21484.461(8) 18.2615(5)
6 21479.993(8) 18.2591(7) 20 21481.455(8) 18.2607(7)
7 21485.213(8) 18.2607(7) 21 21487.795(10) 18.2659(5)
8 21480.708(9) 18.2607(5) 22 21486.364(9) 18.2641(5)
10 21483.320(8) 18.2605(5) 23 21487.273(8) 18.2632(7)
11 21483.877(8) 18.2608(5) 24 21488.460(9) 18.2636(7)
12 21486.148(8) 18.2639(5) 25 21489.228(8) 18.2646(7)
13 21489.851(8) 18.2664(7) 26 21485.723(8) 18.2618(5)
14 21484.936(8) 18.2649(5)

Table 3.3: Masses and calculated densities of 25 tungsten cylinders.

Figure 3.14: Left: x-z plot of source masses center in C and F con�guration and reference iris;
Right: y-z plot of source masses center in C and F con�guration and reference iris.

Figure 3.15: Left: positions of the cylinder #4 during the movement of the lower platform; Right:
positions of the cylinder #12 during the movement of the upper platform
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It is fairly evident that the centers of lower and upper sets are not laying on the same vertical
axis, with an o�set of about 0.70 mm along x and 0.25 mm along y while Raman beams seem to
be closer to the upper masses. Induced systematic shift on G has to be carefully evaluated.

Dynamic tests were also performed on both holding platforms following the movement of cylinder
#4 in the lower one and cylinder #12 in the upper one. Results are reported in �gure 3.15

Plots show di�erent behaviors of the holding platforms. In particular we can observe how the
lower one moves by more than 40 µm along y when the upper moves by less than 10 µm in the
opposite direction, i.e. the elevator motors are not perfectly parallel. In fact this e�ect cannot be
due to support platform tilt and/or deformations, since in this case we would expect the same x, y
shift for both platforms.
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Chapter 4

Experimental procedure

In this chapter we are going to provide a full description of the experimental sequence chosen to
realize gravity measurements using cold atoms. Single elements of the experiment will be described
in detail, starting from the three-dimensional MOT, mentioning the velocity selection and state
preparation and �nishing with the detection section. We will place particular emphasis on recent
improvements to increase the gradiometer sensitivity. At the end of the chapter a brief description
of the signal extraction procedure will be also given.

4.1 Atomic fountain

For the gradiometer realization it is essential to achieve a condition in which two clouds of cold
atoms (∼2 µK) are placed at relative distance of ∼30 cm during their path into the interferometric
region. It is also relevant that both samples have a high atom number (108- 109) in order to obtain
a good signal to noise ratio. In the following, we will present the various tools used to obtain this
not trivial condition.

4.1.1 3D-MOT

Atoms coming from our high �ux source (2D-MOT) must be properly collected and cooled. One of
the most popular methods for doing this is the 3D magneto-optical trap (3D-MOT) [49, 70]. Now
let us give a brief explanation of the trapping and cooling principles underlying the functioning of
these devices. Consider a 1D system in which a 87Rb atom is moving with a certain velocity v along
two counter-propagating laser beams slightly red detuned from the transition. Due to the Doppler
e�ect the atom has a higher probability of absorbing photons from the beam towards which it is
moving. After absorption the photon momentum is transferred to the atom, then it spontaneously
re-emits the photon in a random direction and consequently recoils. After several iteration of this
process the net e�ect is a viscous force. Now let us suppose to have opposite circular polarizations
(σ+/σ−) on each beam respectively and add a magnetic �eld gradient along the direction we are
considering. Taking into account the 87Rb Zeeman level structure it is possible to demonstrate
that under this condition a con�ning potential having the central point where the magnetic �eld is
zero is created. Extending this principle in the three orthogonal spatial directions the 3D-MOT is
obtained as shown in �gure 4.1.

55
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Figure 4.1: Left: schematic drawing of the 3D-MOT in (1-1-1) con�guration. Red and white
arrows indicate the six light beams and their polarization respectively. The two coils producing the
quadrupole �eld are shown together with some corresponding magnetic �eld lines (black arrows).
Right: Photo of the realized MOT.

Our 3D-MOT is composed of 3 pairs of counter-propagating beams orthogonally arranged and
symmetrically tilted from the vertical direction (1-1-1 con�guration, see �gure 4.1) in order to leave
free the optical access for the Raman beams in the z direction and to ensure proper application
of radiation force for the launch. Frequency can be independently controlled for the three upper
beams and for the three lower ones. Other relevant parameters are beam waist (ws =11 mm) and
beam intensity I = 25 mW (∼15 IS). During the trapping phase they are all detuned by −3Γ from
ν2→3.

The quadrupole magnetic �eld is produced by a pair of coaxial coils with opposite currents
(anti-Helmotz con�guration) and the zero �eld point is placed at the center of the beam crossing
region. The 50 turns coils have a mean radius of 7 cm and are separated by 16 cm (see �gure 4.1).
With a current of 25 A they produce an axial magnetic �eld gradient of 8.3 G/cm. The magnetic
gradient value along the radial plane crossing the center is one half of the axial one.

4.1.2 Launch

After collecting the desired amount of atoms (typically 5×108), it is necessary to proceed with
additional cooling and to launch it upwards to the desired height. The launching mechanism is
based on moving optical molasses [50].

As described above in case of 6 beams at the same frequency atoms are cooled and trapped,
i.e. are slowed down to a zero mean velocity with respect to the laboratory reference frame. Now
let suppose to apply a relative detuning between the three upwards and the three downwards
propagating beams. In this case atoms are still cooled, but the mean velocity will be di�erent from
zero. In fact the equilibrium of mechanical forces (radiation pressure) is reached only when in the
atoms reference system all beams have the same frequency. This condition can be achieved when
the atoms mean velocity is such as to compensate the introduced frequency shift by Doppler e�ect.

In our apparatus this is realized shifting the upwards propagating beams by +δ and the down-
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Figure 4.2: Intensity and frequency evolution of cooling beams during the launch phase. Dashed
lines describe the di�erent frequencies for the downwards and upwards propagating beams. The
time axis is not to scale [43].

wards propagating ones by −δ. Since the wave vector k of each beam forms with the vertical an
angle ξ (cos ξ = 1/

√
3), the atomic cloud can be launched with an initial vertical velocity vz given

by

vz =
δ

k cos(ξ)
(4.1)

corresponding roughly to a vz of 1.35 m/s for each MHz of detuning δ.

In �gure 4.2 the sequence used in the experiment to launch cold atoms in the fountain is shown.
The launch starts when the quadrupole magnetic �eld is rapidly (200 µs) switched o�. At the same
time the beams detuning ∆ is increased to -3.8Γ and the di�erential detuning δ is added. In this
way atoms are subjected to a vertical acceleration and cooled thanks to the subdoppler cooling
mechanism [50]. After 2.5 ms the detuning is further increased to −8Γ and the beams intensity I
is decreased, �rst to a single beam intensity of 6.6IS for 1.8 ms, then to 2IS . In order to avoid too
abrupt changes of intensity and let the atoms follow adiabatically the change, this transition has
been smoothen using an RC �lter with τ = 500 µs acting on the control signal of the RF amplitude
sent to the cooling AOMs (see section 3.1.4). Using these precautions we are con�dent that the
�nal temperature will scale roughly with I/∆. At the end the cooling laser is completely turned
o� and the atomic sample is illuminated only by the repumping light for another 3 ms, in order to
pump all the atoms in the |F = 2〉 state. An experimental e�ciency to prepare atoms in the F = 2
state of more than 99.9% was observed. The �nal temperature of the cloud is 2 µK.
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Figure 4.3: 3D-MOT �uorescence signal during a juggling sequence.

4.1.3 Juggling

For a gradiometer it is necessary to obtain two atomic clouds having the same falling speed and
a vertical separation of 30∼40 cm. As a consequence the second cloud must be launched within a
very short time (∼100 ms) after the �rst one. Even with the introduction of the 2D-MOT module
the e�ective loading time (40 ms) is not enough to achieve a satisfactory atom number. For this
reason we chose to increase the experiment cycle rate by a factor ∼ 2 using the juggling technique
[35, 86] in order to reach a good atom number in both the clouds. This technique works as follows:
a cloud of atoms is loaded and launched upwards; during its �ight a second cloud is loaded; when
the �rst cloud is falling towards the trapping region, the second cloud is launched and the falling
one quickly and e�ciently recaptured. In �gure 4.3 the �uorescence signal detected in the trap
chamber during a juggling sequence is shown.

A cloud of ∼ 109 atoms is loaded in 0.5 s and launched up to 31 cm for a total �ight time of
∼ 0.5 s. About 350 ms later the MOT is turned on again to perform the loading of the second
cloud. Such long time is needed to reduce the heating of the �rst cloud induced by the scattered
light during the loading of the second one. Once the �rst cloud is approaching the trapping region
the new cloud is launched up to 91 cm. After 50 ms a fraction of the �rst cloud is recaptured,
cooled and relaunched up to 60 cm within few ms. At this point the sequence is complete and
in the interferometric tube we have two atomic samples ready for the velocity selection and state
preparation.
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Figure 4.4: Scheme of the state preparation sequence previously used in the experiment. Zeeman
sublevels of both hyper�ne 87Rb states are shown. The horizontal and vertical spatial distribution
are also graphically represented.

4.2 State preparation

At the end of the launch procedure atoms are distributed in di�erent velocity classes and internal
states. In particular di�erent velocities imply spatial spread, thus di�erent Doppler e�ect and
di�erent gravitational interaction force with surrounding masses. On the other hand atoms in
di�erent Zeeman sublevels interact in di�erent ways with a magnetic �eld. To avoid these issues it
is mandatory to put atoms in the less sensitive magnetic sublevel (in our case |F, mF 〉 = |1, 0〉) and
then select a certain velocity class. Recently the state preparation procedure has been improved in
order to solve some problems related to the signal shape.

4.2.1 Single pulse velocity selection

Figure 4.4 shows the state preparation sequence previously implemented in the experiment.

Almost all the atoms in the thermal cloud are pumped in the F = 2 state. The small atoms
amount in F = 1 is negligible and no additional treatment is required. A velocity selective Raman π
pulse (τ =48 µs, square shaped) is then vertically applied. The laser beams frequency di�erence is
resonant with the transition |F = 2, mF = 0〉 → |F = 1, mF = 0〉 and therefore a selected velocity
class is transferred into the|F = 1, mF = 0〉. Such operation is possible only in presence of a vertical
magnetic �eld that properly splits the magnetic sublevels. In our case, it is provided by a long coil
wrapped around the interferometer tube (see section 3.2.2). The vertical velocity spread is limited
by the Raman pulse duration and according to our parameter corresponds to a temperature of
80 nK. Along the horizontal directions the velocity distribution remains the thermal one. The
remaining atoms in the |F = 2, mF = 0〉 state are blown away by means of a 5 ms pulse (slightly
divergent, circularly polarized) tuned to ν2→3. In �gure 4.5 a typical state selective �uorescence
signal of an atomic sample crossing the detection region is reported (black line), together with our
best �tting models (red and blue lines). From the �t residuals it is evident how the presence of
a wide background makes critical the signal evaluation. Moreover it is very di�cult to recognize
which fraction of the atoms will be involved in the interferometer sequence and this can be source
of systematic errors.
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Figure 4.5: Typical �uorescence signal after a single pulse velocity selection (black curve). Two
Gaussian + Lorentzian (G(x) + F(x)) �ts are depicted: G(x) and L(x) having the same center (red
curve) and leaving centers distance as a free �t parameter (blue curve) . On the bottom �t residuals
are also reported.

Such background can be explained in term of o�-resonance scattering originating from the
thermal cloud. Indeed, a certain fraction of the interrogated atoms (inversely proportional to the
Raman detuning), instead to perform the two-photon stimulated Raman transition, can absorb a
photon and re-emit it spontaneously. As a consequence these atoms, being not velocity selected,
will constitute a thermal background on the detected signal.

One method to �x this problem is a Zeeman substate preselection using a microwave pulse
[3]. Nevertheless the geometric constrains of the experiment preclude the possibility to perform it
simultaneously and with the same e�ciency on both clouds. Consequently, a new solution has been
implemented.

4.2.2 Triple pulse velocity selection

Figure 4.6 shows the new state preparation sequence of the experiment. The �rst steps are in
common with old sequence. Therefore we will start from the single pulse velocity selection �nal
state.

After 5 ms from the F = 2 blow away pulse, a second π pulse is then applied on the atoms
previously selected in order to transfer the highest percentage in F = 2 state. Almost all the atoms
forming the thermal background are left in F = 1 state. After 5 ms a 10 ms light pulse, resonant
with the transition F = 1 → F ′ = 0, is sent along the interferometer tube to blow away F = 1
atoms. The e�ciency of this process is strongly limited (∼ 70%) by pumping into dark states in
F = 1. However, optimizing the degrees of freedom available (polarization and beam direction),
an almost total suppression of the thermal pedestal has been achieved on both clouds. Finally the
sequence is concluded bringing back the atomic sample in F = 1 (now background free) by a third
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Figure 4.6: Schematic representation of the triple pulse velocity selection sequence. The initial
state coincides with the �nal one of the previous sequence.

Raman pulse and then e�ciently cleaning the F = 2 channel with a further F = 2 blow-away pulse.
All these operations are performed within 20 ms. In �gure 4.7 the resulting �uorescence signal
is reported together with the best �tting function. All the Raman pulses are square shaped and
doppler compensated in frequency.

Now the thermal pedestal in the F = 1 peaks has completely disappeared and the residuals do not
show any structure. Moreover the same �tting model is also e�ective for F = 2 peaks, symmetrizing
in this way the two channels �tting procedure. The drawback for this shape achievement lies in
a 40% atoms loss due to the two additional Raman π pulses. However, this is compensated by a
larger contrast of interference fringes. As a result, the sensitivity of gravity gradient measurement
is improved with respect to the use of single pulse velocity selection (see section 5.1.3).

4.3 Atom interferometer

After the state preparation, both atomic samples are ready for the interferometer sequence. Three
Raman pulses (π2 , π,

π
2 ) temporally separeted by a time T are sent on both the clouds for a

simultaneous interrogation. We make use of the lin⊥lin beam-con�guration (see section 2.1.2)
using a λ/4 plate + retro-re�ecting mirror placed on the top of the interferometric tube. The
horizontality of the retro-re�ecting mirror has been adjusted within 100 µrad using a tiltmeter
(Applied Geomechanics 7551129). Due to the presence of the vertical bias �eld parallel to keff , only
transitions with ∆mF = 0 are possible because the combinations of the ClebschGordan coe�cients
and doppler e�ect let other possibilities vanish. As a consequence, only |F = 2, mF = 0〉 and
|F = 1, mF = 0〉 states contribute to the signal.

As described in section 3.1.5 the Raman beam frequency di�erence is swept with a phase-
continuous linear frequency ramp for Doppler shift compensation. Depending on the ramp sign
only one beams pair is in resonance with the atomic frequency in its reference frame. The resonance
condition of both pairs occurs only when atoms are at rest, i.e. at the apogee of the ballistic �ight.
Applying a Raman pulse in such situation, half of the atoms would exchange the wrong momentum
and their contribution to the signal would be lost. On the other hand placing the central π pulse at
the turning point implies a perfect symmetry between the interferometer parts, eliminating spatial
e�ects like magnetic �eld gradients. To solve this issue we did a compromise between this two
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Figure 4.7: Typical �uorescence signal after a triple pulse velocity selection (black curve) together
with a Gaussian×4° order polynomial (G(x)×P(x)) �tting function (red curve). P(x) is used to
model the �nite response speed of the detection photodiode. On the bottom �t's residuals are also
reported.

requirements, sending the π pulse close as much as possible to the inversion point but far enough
so that atoms have a velocity component su�cient to neglect absorption from the o�-resonant pair
of Raman beams. So far we use (tπ − tapogee) = 5 ms corresponding to a vertical velocity of 49
mm/s. Considering typical free evolution time value (T = 160 ms) the uncompensated path is 16
mm on a total of about 125 mm.

The phase shift introduced by the gravity (φ0), in absence of others e�ects, is constant, therefore
a controlled phase shift φL is introduced between the π pulse and the last π/2 pulse in order to scan
the interferometric fringes when it is necessary. Experimentally this can be done by stepping the
phase of our 6.8 GHz synthesizer used for Raman phase-frequency lock (see section 3.1.5). Figure
4.8 shows an interferometer fringe at T = 10 ms on a single cloud, obtained varying φL in 5° steps.

4.4 Detection

The acceleration impressed on the atoms as well as any other dephasing e�ect can be obtained by
measuring the relative population between the two hyper�ne states |F = 1〉 and |F = 2〉. For that
purpose on their way back from the interferometer region, the atoms pass through the detection
chamber where they will be properly revealed. The detection is realized by �uorescence excitation
using three light sheets as shown in �gure 4.9.

The atoms �rst pass a 15 mm broad and 4 mm high circularly polarized beam, having an intensity
of 3.3IS and in resonance with the transition ν2→3 to probe the |F = 2〉 state population. The upper
part of this beam (�rst 2 mm in height) is retro-re�ected while the lower part is blocked in order
to blow away the probed atoms. The emitted �uorescence is collected on a photodiode by a f = 50
mm, 2� diameter lens placed at a distance of 130 mm from the center image (Ω/4π ' 10−2). Only
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Figure 4.8: Interferometer fringes at T = 10 ms. F = 1 state normalized population is plotted
against the external phase φL introduced by the synthesizer. Sinusoidal �t (solid line) is also
shown.

Figure 4.9: Scheme of the detection system adopted in the experiment.
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Figure 4.10: Fluorescence signal of the atom clouds passing the detection region. Red and blue
traces are related to di�erent detection channels (F = 1 and F = 2 respectively). The �rst two
peaks correspond to the lower cloud population. Then the same for the upper cloud. Crosstalk
peaks between channels are also visible.

the atoms in |F = 1〉 will continue to the next light sheet which has the same width but narrower in
height (1 mm). Here a low intensity (200 µW/cm2) beam is tuned on the ν1→2 transition to pump
e�ciently the atoms to |F = 2〉 state. Finally the atoms encounter the third light sheet identical
to the �rst, in order to achieve the maximum symmetry between channels. Also the �uorescence
light is collected using an analogous scheme on a second photodiode. A horizontal magnetic �eld
along the detection beams is provided with external coils to well de�ne the quantization axis.
The geometry is chose to gradually change the �eld from vertical (in the interferometer region) to
horizontal direction, in order to allow the atoms to adiabatically follow such transition.

We use two Hamamatsu S7510 photodiodes (active area 11×6 mm) for detection, protected by
780 nm interference �lters from the background light. A 1 GΩ transimpedance ampli�er with an
OPA627 converts the photodiode current into a voltage. The bandwidth is of the order of few kHz.
To optimize the noise level we implemented a new scheme for the photodiode ampli�er described
in [58]. We reached a ultimate current noise level of 7 fA/

√
Hz limited by the Johnson noise of the

1 GΩ resistor and the photodiode dark current.
In �gure 4.10 an example of the atomic �uorescence signal is reported.
The peak area (A) can be linked to the number of atom (N) in a given state. Let us suppose

to have an atom lying in a standing wave with a total intensity I and detuning ∆. The photon
scattering rate is

Rsc =
Γ

2

(
I/IS

1 + 442/Γ2 + I/IS

)
(4.2)
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Taking into account the photon energy (hν2→3), the total atom crossing time through the beam
(τ), the total photodiode responsivity (ηtot) and the light collecting solid angle (Ω), we obtain the
following relation between A and N :

A = N
Ω

4π
Rscτηtothν2→3 (4.3)

According to our experimental parameter, typical �uorescence spectra show a number of atoms
equal to a few parts in 105. This is translated into a quantum projection noise δNq of

√
N '√

105 = 300−400. Considering that the rms noise of our photodiode ampli�er previously calculated
corresponds to δNph ∼ 140 < δNq, we expect not to be limited by detection technical noise.

4.5 Signal analysis

The acquired �uorescence spectra (see �gure 4.10) contain two peak pairs describing the hyper�ne
state populations of the two conjugate interferometers. As a �rst step we need to evaluate the peaks
areas in order to calculate the relative state population. We chose to �t the signal using a G(x)×P(x)
model, where G(x) is a Gaussian and P(x) is a 4° order polynomial, plus a background linear slope.
P(x) is suitable for modeling the asymmetry induced by the �nite photodiode bandwidth. The
resulting peak area (AzF ) is proportional to the number of atoms in the corresponding state (F = 1,
2) and cloud (z = up,dw), as shown in equation 4.3. So for each cloud the normalized populations
are:

ηup1 =
Aup1

Aup1 +Aup2

ηup2 =
Aup2

Aup1 +Aup2

(4.4)

ηdw1 =
Adw1

Adw1 +Adw2

ηdw2 =
Adw2

Adw1 +Adw2

In presence of an external phase scan, fringes can be obtained plotting ηzF as a function of the
applied phase during each launch sequence.

As a �rst attempt to measure the gravity gradient one may think to evaluate the phase shift
di�erence by directly �tting with a sinusoid the fringes corresponding to the upper and lower
interferometer. This operation is possible only if the phase noise is not too high. Our retro-
re�ecting mirror is not seismically isolated and therefore increasing the interferometer time T the
fringes are rapidly washed out by noise as widely explained in section 2.2.3. In �gure 4.11 a fringe
at T = 30 ms is reported. It is evident how the seismic noise greatly reduces the sensitivity of the
measurement and makes di�cult the sinusoidal �t.

To take advantage of long interference time (T = 160 ms) another approach is required.

4.5.1 Elliptical Fit

During the interferometer sequence two spatially separated atomic clouds in free fall are simulta-
neously interrogated by the same Raman beams. As a consequence the mirror vibrations a�ect
likewise the upper and the lower interferometer making them highly correlated. A complete noise
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Figure 4.11: Interferometer fringes at T=30 ms. Sinusoidal �t (solid line) is also shown.

rejection can be achieved plotting the upper fringe versus the lower one. Lissajoux curves are ob-
tained and the phase di�erence can be extracted by �tting the point distribution with an ellipse
[36]. In fact the two fringes can be described with independent amplitudes (A and B) and vertical
o�sets (C and D) and with a relative phase di�erence Φ that is the parameter of our interest:{

x = A sin(φx) + C

y = B sin(φx + Φ) +D
(4.5)

It can be demonstrated that this expression is the parametric form of an ellipse. To extract
the di�erential phase of the gradiometer Φ (with of course the other 4 parameters) we use a least
squares �tting algorithm on the experimental data. More details can be found in [43]. However
this procedure is not immune to systematic errors and further analysis are required.

Noise induced bias

Ellipses can be a�ected by three di�erent kinds of noise: amplitude noise (which a�ects A and B
parameters), o�set noise (which a�ects C and D) and phase noise (which a�ects directly Φ). Past
comparisons [43] show that the amplitude noise was by far the dominant one in the experiment.
Currently, after the recent improvements, further investigation could be necessary. The noise-
produced e�ects on the estimated value for Φ have been evaluated performing di�erent simulation
in which the noise level and the ellipse angle were varied. We found a bias depending on both the
noise and the ellipse angle itself; in particular, it is minimum for Φ ' π/2. Thus it is convenient
to add an external well controlled relative shift, in order to have a di�erential phase close to that
value. An easy way to do that is to apply a localized uniform magnetic �eld pulse during the second
part of the interferometer, only on one of the two atomic samples. As described in section 2.2.6,
during the pulse the atomic energy levels are shifted by the second order Zeeman e�ect in di�erent
ways for the two clouds, adding an additional phase shift. Experimentally this can be realized
sending a current pulse to some of the 10 short coils wrapped around the interferometer tube (see
section 3.2.2), typically the three spatially closest to the interferometer to be shifted. In this way



4.5. SIGNAL ANALYSIS 67

a shift proportional to the di�erence between the squares of the �elds in the two interferometric
regions (B2

up−B2
dw) is produced. More information regarding the magnetic �eld distribution in the

interferometric region can be found in [43].
More sophisticated algorithms have been proposed to retrieve Φ with Bayesian estimators [51]. A

Bayesian estimator has the advantage of being unbiased; however, it requires an a priori knowledge
of the noise type.

Detection unbalance

Although particular e�ort has been put in making the detection section as symmetric as possible,
e�ciency di�erences between channels will be always present. Therefore a careful study of induced
systematic e�ects on Φ is required.

In the ideal case an ellipse point (x,y) is determined by x = n1/(n1 + n2) where n1 and n2 are
the numbers of atoms in the |F = 1〉 and |F = 2〉 states respectively in the �rst cloud. A similar
expression holds for y where n1 and n2 are the number of atoms in the second cloud. Keeping in
mind that n1 + n2 = N , it is possible to write the following expression:

x =
N cos2 t

(N cos2 t+N sin2 t)
= cos2 t (4.6)

with t an auxiliary parameter so that n1 = N cos2 t. In presence of a perfectly balanced detection
we have Aλ = ηλnλ, λ = (1, 2) with η1 = η2 . Di�erently (η1 6= η2) the previous expression becomes:

x =
η1N cos2 t

(η1N cos2 t+ η2N sin2 t)
=

cos2 t

1 + ε sin2 t
(4.7)

where ε = (η2 − η1)/η1 is the relative unbalance parameter. Expanding for ε� 1 we obtain

x ' cos2 t(1− ε sin2 t) =
1 + cos 2t

2
− ε

2
sin2 2t (4.8)

Is possible to demonstrate that the latter term deforms the ellipse into an egg-shaped curve.
To evaluate the e�ect of the asymmetry in the determination of the angle Φ we used the followed

procedure:

� ε has been varied from -0.3 to 0.3 in 0.05 steps.

� For each ε we generated 1000 ellipses of 24 points with Φ = 1.2 rad, contrast 0.3 and additive
Gaussian noise on x and y with σ =0.005. See �gure 4.12.

� The 1000 ellipses have been �tted with our least squares �tting algorithm and the mean and
standard deviation of the �tted angles have been determined. Then the exact Φ has been
subtracted to evaluate the �t bias.

� The same analysis has been repeated for negligible noise σ =0.0001.
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Figure 4.12: Three ellipses with ε = =0.3, 0, 0.3 respectively, and additive Gaussian noise with
σ =0.005.

Results are presented in �gure 4.13.

Both data sets have been �tted with a 7th degree polynomial. Despite the di�erent noise level
the behavior is quite similar. In particular the systematic shift shows a minimum around ε = 0.
For very small ε a parabolic minimum is expected, so we also performed a new simulation in the
range -0.05< ε <0.05 with a step of 0.01 in low noise condition. Fitting with y = ax2 we found
a ' 0.1 so, a systematic error below 100 µrad requires |ε| < 0.03.

From this analysis we can conclude that an accurate measure of the detection e�ciency (3%
level) is needed. Alternatively we can analyze our experimental data by varying ε until Φ shows
a minimum. With this method we can potentially determine the experimental detection e�ciency
mismatch and the unbiased angle value at once.

4.6 Experiment simulation

The main goal of the experiment is the measurement of G by atom interferometry. However what
is really measured is the di�erence between the gradiometer phases Φ in the two source mass
con�gurations (see �gure 4.14). If all other experimental variables remain unchanged, such value is
dependent only on the relative position between the atoms and the source masses. This connection
can be quantitatively determined by a complete Montecarlo simulation of the experiment, leaving
G as the only free parameter. Indeed, acting on it, is possible to tune the simulation output value
until a match with the measured angle di�erence is obtained.

In this section various aspects relating the implemented computational solutions are reported.
We will show also how the simulation can be a powerful tool to evaluate several systematic e�ects.
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Figure 4.13: Left: results of the simulations for σ =0.005 together with a 7th degree polynomial �t
(red line). Right: the same for σ =0.0001

4.6.1 Source mass modeling and phase shift calculation

Only the masses that are moved, i.e. cylinders and holding platforms, contribute to the �nal
di�erential signal. We will now determine the gravitational potential induced by a cylinder and by
a torus. Results will be used then to evaluate the phase di�erence accumulated by the two atomic
ensembles in the two masses con�gurations. For a comprehensive discussion see [43].

Cylindrical shape

Let us consider a homogeneous cylinder of density ρ, radius R and height H, placed in the origin of
a spherical coordinate system Orθφ. Now we want to calculate the gravitational potential generated
in a generic point (r, θ, φ) outside the cylinder. From a computational point of view one of the
most convenient method is the expansion in multipoles. In general the mass distribution contained
within a sphere of radius R produces a gravitational potential outside the sphere that can be written
as

U(r, θ, φ) =

∞∑
l=0

l∑
m=−l

4π

2l + 1
qlm

Ylm(θ, φ)

rl+1
(4.9)

with

qlm = G

ˆ
V

Y ∗lm(θ′, φ′)(r′)lρ(x′)dx′ (4.10)

where Ylm(θ, φ) are the spherical harmonics. The axial symmetry allows only m = 0 terms and
the symmetry for re�ections on the horizontal plane passing through the center of mass makes the
odd l terms vanish. Thus the last two equations simplify:

U(r, θ) =

∞∑
l=0

q2l,0P2l(cos θ)

r2l+1
(4.11)
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q2l,0 = G

ˆ
V

P2l(cos θ)(r′)2lρ(x′)dx′ (4.12)

where P2l(cos θ) are the Legendre polynomials. Finally, specializing to our case (homogeneous
cylindric mass distribution with mass M , height H and radius R), we obtain

U(r, θ) = −GM
R

∞∑
l=0

β2l+1Ql(α
2)P2l(cos θ) (4.13)

where α and β are the dimensionless coe�cients expressed by

α =
H

2R
and β =

R

r
(4.14)

and Ql(α
2) are polynomials expressed by

Ql(α
2) =

ˆ 1

−1

ˆ 1

0

P2l(cos θ′)(υ′2 + (αu′)2)lυ′dυ′du′ (4.15)

with

u′ =
2z

H
υ′ =

r′

R
and cos θ′ =

αu′√
υ′2 + (αu′)2

(4.16)

The series 4.13 converges the faster the smaller are α and β. Our closest cylinders lie at distance
r = 2R from the atoms, therefore β is �xed to 0.5, while α is 1.5. As a consequence, a relative
error below 10−5 corresponds to an expansion up to 2l = 40. A trick to reduce the expansion terms
and save computational time is to divide each cylinder in two halves. In this way α becomes 0.75
and a truncation of the series at 2l = 10 is su�cient to compute the potential with at least 6 digits
accuracy.

Toroidal shape

The platforms holding the masses can be decomposed into several tori with rectangular section.
They must be taken into account in the vertical acceleration determination. To this purpose let
us consider a torus with internal radius Rint, external one Rext and height H, lying on the xy
plane symmetrically around the z axis. The symmetry of the system suggests to use cylindrical
coordinates. The multipole expansion is not suitable in this case because our probe masses (atoms)
are within the sphere that contains the source mass distribution. Therefore we will solve the problem
in a more direct way. A point-like mass in (r, z) experiences the potential

U(r, z) =

ˆ H

0

ˆ RExt

RInt

ˆ 2π

0

Gρr′dφdr′dz′√
(z′ − z)2 + (r′)2 + r2 − 2rr′ cosφ′

(4.17)

Choosing the expansion parameter (that is expected to be much smaller than 1)

η =
r

Rint
(4.18)

and introducing the following dimensionless variables
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u′ =
r′

Rint
and υ′ =

z′

Rint
(4.19)

and the parameters

α =
Rext
Rint

and β =
H

Rint
(4.20)

we get

U(η, υ) = GρR2
int

ˆ β

0

ˆ α

1

ˆ 2π

0

u′dφ′du′dυ′√
(υ′ − υ)2 + (u′)2 + η2 − 2ηu′ cosφ′

(4.21)

The integrand can be expanded in series up to the second order in η, leading after integration
in dφ′and du to

U(η, υ) = GρR2
int

ˆ β

0

I(η, υ′)dυ′ (4.22)

with

I(η, υ) = 2π
(√

α2 + (υ′ − υ)2 −
√

1 + (υ′ − υ)2
)

+
πη2

2

(
1

|1 + (υ′ − υ)2|3/2
− α2

|α2 + (υ′ − υ)2|3/2

)
(4.23)

This integral can be analytically solved. The potential and the acceleration components along
the symmetry axis can be easily determined by choosing η = 0.

Determination of the interferometer phase

Also for the phase shift evaluation a perturbative technique has been employed. We chose to follow
the Bordè approach (see section 2.2.5), since it is particularly simple to implement in a simulation
code and thus suitable for our purpose.

We start from an unperturbed system with only uniform gravity g, considering, for sake of
simplicity, an unidimensional motion along the symmetry axis z. The potential (V̂ (z) = mgz)
determines the unperturbed atomic trajectory z̃(t). We aim to calculate the new trajectory z(t) =
z̃(t) + δz induced by a perturbative potential U(z), containing the source masses and the Earth
gravity gradient contributions. If the total energy of the system is

E =
1

2
mυ(z)2 + V (z) + U(z) (4.24)

we have

1

υ(z)
=

1√
2
m [E − V (z)− U(z)]

(4.25)
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An integration in dz yields to an expression for t(z)

t(z) =

ˆ z

z0

dz′

υ(z′)
=

ˆ z̃+δz

z0

dz′√
2
m [E − V (z′)− U(z′)]

= F(z̃ + δz) (4.26)

We expect δz � z̃, so we can expand the former equation to have

t = F(z̃) + δzF ′(z̃) = F(z̃) + δz
1

υ(z̃)
(4.27)

and thus

δz = υ(z̃) [t−F(z̃)] (4.28)

This expression can be written only in terms of t and therefore numerically calculated. This
procedure is particularly convenient since we are not interested in estimating two large quanti-
ties themselves (t and F(z̃)) but only in their di�erence, reducing in this way numerical stability
problems.

The accumulated phase shift φG in one interferometer due to U(z) is then simply estimated by

φG = keff [δz(2T )− 2δz(T )] (4.29)

The validity of the simulation has been checked by comparison with the analytical solution in
case of the gravity gradient only (see equation 2.83 ). The calculated phase shift is consistent with
the expected one within 10−6 rad.

4.6.2 Systematic e�ects

The simulation can be also utilized both to de�ne the best experimental con�guration in order
to minimize systematic shifts and to evaluate residual e�ects due to our not perfect knowledge of
the system geometry. In the following we will analyze these aspects distinguishing between atoms
position and source masses contributions.

Atomic sample

Atoms and source masses vertical positions are crucial parameters in our measurement. Since it is
technically much easier with our apparatus to monitor with great accuracy the source masses posi-
tion (see section 3.4.2) with respect to the cloud trajectory, it is reasonable to choose a con�guration
that minimize the cloud position sensitivity. The adopted procedure is described below.

For sake of clarity, �gure 4.14 shows the experiment geometry together with the parameters
that we are going to determine.

� In C con�guration the two sets of masses are put as close as possible (Hup
C and Hdw

C are setted).
This is the way to create the minimum di�erential vertical acceleration.

� Using these input parameters the experiment is simulated for di�erent values of the vertical
atomic positions zdw0 and zup0 at the beginning of the interferometer sequence. The values
Zdw0 and Zup0 for which the di�erential phase shift ΦC has a stationary point are chosen.
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Figure 4.14: Scheme of the experiment setup in C . Atoms and masses are shown from a top view
(x-y plane), from a side view (y-z view) and in the time domain (z-t graph). Hup

C and Hdw
C are

the heights of the lower and upper cylinders center of mass, whereas hdw and hup are the ballistic
turning points for the two atomic samples. zdw0 and zup0 label the atomic vertical position when
the �rst interferometer pulse occurs. The asymmetry of the interferometer in the time domain,
introduced by the delay ∆t between the inversion time and the time of the central π pulse, is also
shown [43].

� Finally we determine the F masses con�guration (Hup
F and Hdw

F ) so that the phase gradient
with respect to the atomic initial positions vanishes:{

∂
∂zdw

Φ(zdw, zup, Hup
F , Hdw

F )
∣∣
zdw=zdw0 ,zup=zup0

= 0
∂

∂zupΦ(zdw, zup, Hup
F , Hdw

F )
∣∣
zdw=zdw0 ,zup=zup0

= 0
(4.30)

Figure 4.15 shows the vertical acceleration pro�les corresponding to a certain parameter set selected
in this fashion.

As a result a 0.5 mm error in z0 leads to a relative error on G of 1.2× 10−5.
It is worth noting that the trajectories of the upper and lower interferometers lie around two

�at regions, i.e. where the Earth gravity gradient is compensated by our source masses. This can
only be obtained with high density source masses.

Regarding the horizontal atoms positioning, �gure 4.16 shows the doubly di�erential phase
simulated value 4Φ = ΦC −ΦF as a function of the transverse displacement of the two clouds from
the source masses symmetry axis. Simulated data exhibit a parabolic trend 4Φ = ax2 with a = 29
µrad/mm2 yielding for a ±1 mm deviation an error of 29 µrad corresponding to a relative error on
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Figure 4.15: Simulated vertical acceleration pro�le in C (red) and F (blue) con�guration. The
interferometer regions are indicated by thick lines. The acceleration az is due only to the source
masses and earth gravity gradient contributions [43].

Figure 4.16: Results of a numerical simulation of the phase of atom interferometry doubly di�eren-
tial measurement for a single atom. The solid line is a parabolic �t to the points from simulation.
On the x-axis the distance from the source masses symmetry axis is reported.
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Figure 4.17: Left: histogram for ∆Φ spread due to mass uncertainty 4m = 0.5 g. The black arrow
marks the theoretical value. Right: histogram for ∆Φ spread due to position uncertainty 2ρ =1
mm. The black arrow marks the theoretical value.

G equal to 5× 10−5.
These results are for a point-like interferometer and are useful only for �rst order evaluations.

In fact, transversely, our samples are still thermal clouds with a �nite size. Therefore for a complete
evaluation of systematics we need to run the simulation in Monte Carlo mode.

Source mass

As described in section 3.4.1, tungsten cylinders shape, weight, density and arrangement has been
carefully characterized. Next step is to estimate how positioning (∼10 µm) and in weighting (∼10
mg) errors can contribute to systematic shifts. To this purpose the experiment has been simulated
several times according to following procedure:

� the �nite mass resolution scale has been modeled by adding to each cylinder a uniformly
distributed random number within a given interval 4m. For each con�guration realized in
such way, phase di�erence for a full doubly�di�erential measurement has been evaluated. The
resulting 4Φ histogram for 4m = 0.5 g is reported in �gure 4.17.

� the e�ect of �nite resolution in positioning the cylinders has been model in a similar manner: a
�nite resolution of 2ρ in measuring the x and y cylinders coordinates is modeled with a radial
uniform distribution of radius ρ, i.e. the position can be anywhere, with uniform distribution,
in a circle of radius ρ mm around the nominal position. The simulation has been performed
for 2ρ =1 mm (see �gure 4.17), 100 µm and 10 µm.

The resulting histograms have a reasonably Gaussian shape and negligible systematic shift from
the theoretical value. Looking at the results we can state that mass weight is never a problem: for
4m = 0.5 g we have σ∆Φ = 1.6 µrad corresponding to a relative error on G of 2.7 × 10−6 and
considering our uncertainty (4m = 0.010g) we can totally neglect the mass contribution. Instead,
more critical is the positioning issue: a resolution of 50 µm is required to approach the 10−4 limit.
At our uncertainty level (ρ = 10µm) the relative error drops to about 5× 10−5.
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Finally, also the e�ect of cylinders density inhomogeneity has to be taken into account. As
described in section 3.4.1, our cylinders (radius R, heightH) are actually not homogeneous, showing
a radial as well as an axial density gradient. Therefore we can de�ne a density function ρ(r, z) in
cylindrical coordinates as follow:

ρ(r, z) = ρ0(1 + γz2z/H + δz2 |z| /H)(1 + γrr/R) ' ρ0(1 + γz2z/H + δz2 |z| /H + γrr/R) (4.31)

where ρ0 is the density at the center of the cylinder, γz and γr are respectively the axial and
the radial gradient and δz is an even term to model axial gradient asymmetry. To calculate the
order of magnitude of these terms we approximate U(r, θ) (equation 4.11) with the monopole l
term and the inhomogeneous corrections with the lowest nonzero l term. Moreover the e�ect of
the potential on Φ is maximum at the trajectory inversion points which are corresponding roughly
to P± = (2R,±H/2) in the cylinder coordinate system. By performing the calculations in these
points with γz = 0.5× 10−3, γr = 2× 10−3 and δz = 2× 10−3 we have:

U1(P±)

U0(P±)

∣∣∣∣
γr=0,δz=0

' 2.5× 10−5,
U2(P±)

U0(P±)

∣∣∣∣
γz=0,δz=0

' 1× 10−6,
U2(P±)

U0(P±)

∣∣∣∣
γr=0,γz=0

' 0.6× 10−6

(4.32)
Clearly the main contribution is given by the dipole term (U1) while we can neglect the

quadrupole ones (U2). The e�ect on the G measurement is easily deduced noting that U1(P−) =
−U1(P+) and that in a doubly-di�erential measurement the shift is proportional to [U1(P−) −
U1(P+)]−[U1(P+)−U1(P−)] = −4U1(P+). So we can conclude that ∆G/G ' 4(U1(P±)/U0(P±)) '
10−4. This takes place in the unlucky condition in which all the mass dipoles are pointing in the
same direction. Instead, they are randomly arranged with a probability p = 0.5 to be �up� or
�down� oriented, so we can treat this problem in terms of binomial distribution. Consequently the
previous systematic shift scale to ∼ 2× 10−5G.



Chapter 5

Measurements

This chapter is dedicated to the presentation of the measurements performed in the last years
on the MAGIA experiment. In the �rst section we will provide a detailed discussion regarding
precision, sensitivity and accuracy of the instrument, paying particular attention to the systematic
e�ects concerning the G measurement. In the second section we will describe how a gradiometer
can be use to determine the gravity acceleration and gravity gradient simultaneously, showing also
experimental results. Finally, in the last section, our last G measurement attempt is reported
together with the error budget.

5.1 Gradiometer characterization

5.1.1 Clouds trajectories

In the following we will give a careful characterization of the atomic density distribution in our
fountain. We will separately describe the measurement of vertical and horizontal degrees of freedom.

Measurement of the vertical coordinates

For the knowledge of vertical positions and velocities we employed time of �ight (TOF) measure-
ments. We determined the instant ta at which the velocity selected atoms reach the trajectory
apogee, i.e. when vz = 0. Such condition can be easily identi�ed using a Raman π transition: if
atoms are at rest roughly half of them, performing the transition, will acquire a momentum recoil
of +2~keff while the remaining fraction −2~keff . As a consequence the detected signal shows two
distinguishable and symmetrical peaks and thus we can also measure the detection time t±d of such
peak doublet. Knowing the vertical position z0 of the detection light sheet we can derive the apogee
vertical coordinate z as follow:

z − z0 =
1

2
g
(
t±d − ta

)2
+ v±0

(
t±d − ta

)
(5.1)

where v±0 = ±2~keff/mRb represents the initial velocity of the sample. This can be done in-
dependently on both clouds. This procedure is simple and particularly convenient: only selected
atoms are involved, avoiding in this way to probe the thermal cloud; furthermore, even if Raman
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transitions are employed, measurements are immune from light shift: in fact, this a�ects only the
frequency of the Raman transition, leaving the condition vz = 0 unaltered. An accuracy of ±0.1
mm in vertical position has been reached, which leads to a relative systematic error on G of 2×10−6,
if atoms are properly placed on the stationary points of the gravitational potential.

Measurement of the horizontal coordinates

We measured the position of MOT and launch tilt angles of the two clouds in the atomic fountain.
To correctly evaluate systematic e�ect on G, all these measurements have to be done with respect
to the symmetry axis de�ned by the source masses and the gravity. At this purpose we carefully
aligned the Raman beams along such axis and then we used it as a tool to probe the atomic samples.
We aim at a verticality level better than 100 µRad.

Optical alignment of the reference frame We measured the parallelism of the optical windows
on the Raman beams path by observing the re�ection of a laser beam from the two surfaces of
each window; in this way we checked that the parallelism of windows is better than 50 µrad,
in agreement with the manufacturer's speci�cations. This means that the residual wedge of the
windows is completely negligible for our purposes.

Afterwards we adjusted the horizontality of the retro-re�ecting Raman mirror using as a ref-
erence a liquid surface (glycerol), properly optimized in order to have a horizontality level of ±10
µrad. We placed the liquid surface on the top of the interferometer tube and then we sent a probe
beam through the liquid interface toward the Raman mirror. Therefore, adjusting the Raman
mirror, we made parallel the two corresponding re�ected beams. The beams parallelism has been
veri�ed along a distance of ∼ 30 m with a resolution of 3 mm. Raman mirror tilt is monitored by
a tiltmeter (Applied Geomechanics 7551129) applied to its rear surface, in order to mantain the
horizontality.

As a �nal step, using an iris, we selected the central part of the Raman beams (d = 3 mm) and
we forced the resulting light spot to go through the reference iris (see section 3.3.2) placed at the
top of the interferometer tube. Maximizing the retro-re�ected power passing through the �rst iris,
a correct Raman beams geometry is ensured, i.e. a good Raman beams overlap and positioning
along the source masses symmetry axis. We estimate a verticality within 100 µrad.

Clouds coordinates during the �ight We measured the horizontal positions of atomic clouds at
di�erent heights during their ballistic �ight. A portion of radius r ' 2 mm of the downward-
propagating Raman beam was selected with a diaphragm mounted on a 2D motorized translation
stage. We addressed the atoms with three Raman π pulses in rapid sequence (see section 4.2.2
for more details), and then we detected the number of atoms in the |F = 1〉 state. We probed the
horizontal distribution of atomic density in both clouds simultaneously by changing the diaphragm
position.

The number of detected atoms is proportional to the atomic density in the column selected by
the diaphragm and to the Raman transition probability. We deduced the distribution of transition
probability from the intensity pro�le of Raman beams and from the direct measurement of transition
probability versus Raman power. Supposing to scan a 2D Gaussian-shaped atomic distribution
Ga(x, y) along a certain horizontal plane, the number of address atoms Nat can be written as
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Figure 5.1: Left: Measured transition probability of a triple sequence of Raman pulses versus the
optical power of Raman beams; solid lines represent the least-squares �t with di�erent models
discussed in the text. Right: Measured distribution of an atomic cloud at the velocity selection and
reconstructed density pro�le.

Nat(x) =

ˆ x+r

x−r

ˆ y+r

y−r
Ga(x′, y′)P (I(x′, y′))3dx′dy′ (5.2)

where P (I)3 is the triple pulse transition probability function to determine. Placing the di-
aphragm on the Raman beam waist we can approximate I(x) as a constant function Im. Therefore
the previous expression yields to

Nat ∝ P (Im)3 (5.3)

In �gure 5.1, left part, the measured transition probability is reported in function of Raman
total power. Also sinusoidal �tting models with exponential (green line) and Lorentzian damp (red
and blue line) are included, in order to individuate the curve that best follows the experimental
points. In the right part, an example of measured atomic distribution together with a 2D-�t realized
through the convoluted function (5.2) is also shown. Performing this kind of measurement along a
reticular pattern (square 7×7 mm, lattice period 1 mm), we can provide a complete 2D picture of
both the samples. The time required for a single scan is approximately an hour.

In �gure 5.2 positions of the upper and lower cloud barycenters at �ve di�erent times T (T =0,
50, 100, 150 and 200 ms) after velocity selection are reported. We took each point in both source
masses con�gurations in order to investigate possible e�ects related to the mass movement. In
�gure 5.3 the corresponding time evolution of the clouds radius σ(t) along the transverse plane is
also shown. Considering a simple free expansion model, such as

σ(t)2 = D2 +
kBΘ

m
t2 (5.4)

where D is the initial cloud size, it is possible to evaluate the transverse temperatures Θx and
Θy of the velocity selected samples.
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Figure 5.2: Horizontal coordinates of the barycenter of the two clouds at four di�erent times of
�ight in C (red traces) and F (blue traces) source masses con�gurations.

Looking at the results we can draw the following conclusions:

� Even having a good resolution in position (∼ 100µm), our method is not sensitive enough to
measure accurately small changes (< 0.5 mm/s) in the transverse velocity.

� The transverse temperatures are not equal and consequently the samples expansion is not
spherically symmetric. Moreover, the temperature values are always equal or less than 1 µK,
i.e. much lower than the expected value.

� Our method is less e�ective at large T , i.e. when the atomic cloud begins to be larger than
Raman beam waist.

Because of Coriolis force, a transverse velocity change of 0.2 mm/s produces a systematic shift up
to 8.6 mrad on Φ, which can seriously limit our accuracy. Regarding the positioning issue, a cloud
of radius σ = 5 mm and o�set 5.0 ± 0.1 mm yields an angular correction on 4Φ due to source
masses potential of 1.450 ± 0.030 mrad, corresponding to a relative error on G of ∼ 6 × 10−5.
Cloud centering can help to further reduce the uncertainty on this contribution. However, in order
to properly correct long term drifts, we will need to probe our samples at least once a day. To
this purpose a better understanding of the MOT behavior may be very useful to �gure out what
kind of drifts a�ect the launch. Indeed, in the case of a simple launch direction variation, MOT
position can be treated as a �x point and a single cloud measurement will be enough for a complete
description, reducing the measurement time of a factor two. Furthermore this can be done in the
�rst part of the interferometer, when cloud size is smaller.
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Figure 5.3: Clouds expansion during the interferometer time. Red points are referred to the lower
cloud, green points to the upper one. The corresponding solid lines are the least-square �ts obtained
using the free expansion model (see equation 5.4). The origin of the time is determined by the launch
instant.

Figure 5.4: MOT position vs. total cooling power (left graph) and upper and lower MOT beams
power ratio (right graph). x coordinates are reported in black, y coordinates in red. Linear �ts are
also shown.
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Atomic coordinates of the MOT center In order to probe the atomic density distribution in the
MOT we tuned the frequency of one Raman laser to the F = 2 → F ′ = 3 transition. Using a
diaphragm we selected a thin portion (radius 0.5 mm) of the resonant upwards-propagating beam.
The diaphragm is mounted on a 2D translation stage in order to accurately control the beam
horizontal position with respect to our reference. When the light hits the MOT, atoms are pushed
away from the trap region and thus the �uorescence light decreases. In particular the MOT center is
identi�ed by the minimum �uorescence condition, i.e. when the MOT actually vanishes. Following
this procedure we measured the MOT position with respect to some relevant parameters such as
total cooling power, up-down beams power ratio, B �eld compensation coils and MOT coils current.
Some results are shown in �gure 5.4. Coil currents can easily be controlled with high accuracy and
their contribution is negligible. Instead, cooling power can vary by few percent within a day.
However typical long term �uctuations (5%) both in total power and power ratio produce position
drifts below 0.1 mm, which represent also the sensitivity limit of our method. To be conservative
we can state that our MOT center is stable within ±100µm on a time scale of few days.

5.1.2 In�uence of the most relevant experimental parameters

Noise sources which equally a�ect the upper and lower atom interferometer (i.e. vibrations, tidal
e�ects, phase noise of Raman lasers, etc.) are rejected as common mode in the gravity gradient
measurement. In this section we will investigate those experimental parameters which a�ect the
two atom interferometers di�erently; such parameters can in principle limit the sensitivity and long
term stability of gravity gradient measurements. However, many sources of noise and systematic
error are e�ciently canceled in the doubly di�erential measurement for G. In particular, the only
e�ects which can a�ect the G measurement are those which either depend on the position of
source masses, or change on a time scale shorter than the cycling time Tmod of masses positions.
We separately investigated the e�ect of various parameters. We recorded the ellipse phase angle
in the two con�gurations of source masses, ΦC and ΦF , for di�erent values of each parameter;
for each of them, we calculated the total ellipse angle Φ̄ = (ΦC + ΦF )/2 and the di�erence of
ellipse 4Φ = ΦC − ΦF angle between the two di�erent masses positions. From Φ̄ we can deduce
requirements on the long term stability of the parameter for gradient measurements, as well as
on the stability on time scales shorter than Tmod for G measurements; from 4Φ we can deduce
requirements on the long term stability for G measurements.

Intensity �uctuations of cooling laser

The total intensity and intensity ratio of the six MOT laser beams a�ect the number of atoms as
well as the temperature and launching direction in the atomic fountain. In principle, such e�ects
may in�uence the upper and lower interferometers di�erently. As described in section 4.1.1 and
3.1.4 the six MOT beams are produced as two independent sets from a single MOPA. The MOPA
output is split in two parts, the �up� and �down� beams, which are separately controlled in frequency
and amplitude with two AOMs on an optical bench. Each of these beams is then coupled into a
polarization maintaining (PM) optical �ber and sent to a commercial 1 → 3 splitter to produce
a triplet of beams, which are delivered through PM �bers to collimators attached to the MOT
chamber. In our setup, intensity �uctuations of MOT laser beams are dominated by changes in
the AOM and �ber coupling e�ciency of the �up� and �down" beams in the optical bench, while
�uctuations generated in the 1 → 3 splitters are negligible. This is shown in �gure 5.5, where the
typical intensity �uctuations of the �up� and �down� beams at the input of the 1→ 3 splitters are
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Figure 5.5: Time plot of MOT laser intensities; the left plot shows the readings of two photodiodes
at the input of the 1→ 3 splitters over about eleven days; the right plot shows the relative readings
of three photodiodes monitoring the output of MOT collimators within the triplet generated from
the �down� beam over the same time interval.

Figure 5.6: Total and di�erential ellipse angle for the two con�guration of source masses, versus
the intensity ratio between up and down cooling laser beams.

compared with the relative intensity �uctuations at the output of the MOT collimators, within the
triplet generated from the �down� beam. The RMS �uctuations of intensity ratio between �up� and
�down� beams are larger than the relative intensity �uctuations within each triplet by one order of
magnitude.

For this reason, we can restrict the analysis to the e�ect of intensity �uctuations at the input of
the 1 → 3 splitters. We measured the ellipse phase angle for di�erent values of the intensity ratio
of �up� and �down� beams, by keeping the total intensity constant. The results are shown in �gure
5.6. The total angle Φ is very sensitive to the intensity ratio, while there is no clear evidence of any
variation of the di�erence angle 4Φ.

From a linear �t we �nd that changing the up/down intensity ration by 1% induces a shift of
0.8± 0.06 mrad on Φ. A parabolic �t of the 4Φ data provides an estimate of ∼ 20µrad/%2 to the
small quadratic dependence. By recording the time of �ight (TOF) of atomic clouds from launch to
the detection region, we observe that changes in the up/down intensity ratio induce a vertical shift
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of the MOT position with a coe�cient of about 0.1 mm/%. However, this e�ect cannot explain
the measured shift on Φ̄; in fact, we investigated the vertical gravity gradient and the magnetic
gradient in the interferometer tube (see below for more details): the calculated Φ̄ shift from both
gradients is smaller than the measured ∼8 mrad/mm linear coe�cient by one order of magnitude.
We conclude that the e�ect of the up/down intensity ratio on Φ̄ is mainly determined from changes
in the temperature of atomic clouds. When changing instead the total intensity of MOT beams at
constant intensity ratio, we �nd an upper limit of ∼ 20 µrad/% for the linear coe�cient of both Φ̄
and 4Φ.

Figure 5.7: Signal amplitude in the four �uorescence detection channels versus intensity of probe
laser beam.

Detection

The optical intensities of probe and repumper beams a�ect the photon scattering rate of the atoms,
and thus the signal at the two detection channels. Any unbalance between the e�ciencies of the
two detection channels may result in principle in a shift of the ellipse phase angle. In the following
we discuss possible sources of detection unbalance, and the magnitude of the e�ect on the gravity
gradient measurement.

Relative e�ciency of detection channels An e�ciency unbalance between the two detection chan-
nels may arise from either di�erences of size and power of probe beams, or from limited repumping
e�ciency of F = 1 atoms, or from geometrical di�erences between the two optical systems for �uo-
rescence collection. In principle, it is possible to compensate for any detection unbalance originated
from geometrical di�erences by properly adjusting the intensity ratio of probe beams. However, if
the probe beams have unequal intensities, the saturation parameter is di�erent for the two detection
channels; as a result, even common mode intensity �uctuations will be convert into changes of de-
tection e�ciency ratio ε. We veri�ed that, when the intensities of the two probe beams are carefully
equalized, the ε parameter determined from ellipse distortion has a value around -0.3 (see section
4.5.1 for more details); if we change the intensity ratio to adjust ε ' 0, the long term �uctuations
of ellipse phase angle, as determined from the Allan variance, are enhanced.

We directly measured the saturation intensities in the two detection regions by recording the



5.1. GRADIOMETER CHARACTERIZATION 85

Cloud Channel Is (A.U.)

upper F=1 157±10
upper F=2 256±9
lower F=1 217±19
lower F=2 192±8

Table 5.1: E�ective saturation intensity for the two clouds in the two detection channels.

signals after velocity selection plus a single π pulse for di�erent intensities of the probe laser. In
�gure 5.7 the four curves represent the peak area of the two detection channels for the two clouds,
versus the intensity of probe beams. The intensity ratio of probe beams was kept constant along
the measurement, and the two intensities of the two detection channels were carefully equalized.
Moreover, the repumper intensity was kept �xed during this measurement. We �tted the observed
signals to the curve

I(x) = k
x/Is

1 + x/Is

where the �t parameter k depends on the number of atoms and on the detection e�ciency,
while IS gives the saturation intensity. The resulting values for IS are given in table 5.1. The
di�erence between F = 1 and F = 2 channels may depend on unequal intensities or beam shapes;
moreover, the di�erence of IS in F = 2 for the two clouds is 64±12, which is not consistent with
zero. A possible explanation for such discrepancy may be in the di�erent size of the two atomic
clouds, which would experience a di�erent total detuning in the presence of magnetic gradients in
the detection region, as well as a di�erent total detection e�ciency due to the geometry of the
optical system for �uorescence collection.

Intensity �uctuations of probe laser beams In our setup, the intensity ratio of probe beams is
passively stabilized to 0.1% with an high extinction polarizer placed before a second beam splitter
polarized used for obtaining the two detection light sheets. As a result, probe intensity �uctuations
are essentially common mode between the two channels. However, as shown in the previous para-
graph the ellipse phase angle can still depend on the total power of probe beams, as well as on the
power of the repumping beam. We recorded the ellipse phase angle, in the two con�gurations of
source masses, for di�erent values of the total probe laser intensity Ip. The results are shown in
�gure 5.8 (left).

The slope of the Φ̄(Ip) curve decreases when Ip is above the saturation intensity. Close to
our typical experimental conditions, ∂Φ̄/∂Ip = -0.15±0.04 mrad/%. For the sensitivity of the
di�erence angle 4Φ on Ip we derive a limit of ∼90 µrad/%. We also measured the e�ect of
intensity changes in the repumper beam. The results are shown in �gure 5.8 (right). Changes in
the optical intensity of repumper modify the detection e�ciency in the F = 1 channel; around our
typical experimental conditions, the phase angle Φ̄(Ip) decreases with repumper power with a slope
of -0.10±0.02 mrad/%. The sensitivity of the di�erential phase angle 4Φ is below 0.1 mrad/%.

Raman lasers

When the detuning of the Raman lasers is �xed, the intensities of Raman beams determine the
Rabi frequency, i.e. the probability of the Raman transitions, as well as its spatial distribution due
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Figure 5.8: Left: total and di�erential ellipse angle for the two con�guration of source masses, versus
power of probe laser beams. Right: total and di�erential ellipse angle for the two con�guration of
source masses, versus power of repumping light in the probe beam.

Figure 5.9: Vertical displacement of velocity selected clouds versus power of master and slave Raman
beams.

to the intensity dependence of the light shift We set the ratio between the optical power of Master
and Slave lasers, PM and PS , to the value for which, at the chosen frequency detuning of Raman
lasers from the optical resonance, the �rst-order light-shift is expected to cancel out (see section
2.1.3). We �x the duration of Raman pulses, and adjust the total optical power of Raman beams
in order to maximize the e�ciency of π pulses. Intensity �uctuations or drifts may change the
ellipse contrast; more importantly, they might change the velocity class of selected atoms because
of residual light shift.

E�ect of light shift In order to precisely cancel the �rst order light shift, we measured the vertical
velocity of the atomic clouds after a single π pulse versus the power of Raman beams. The velocity
changes are detected with the time of �ight method, i.e. through the arrival time of the atomic
clouds in the detection region. At �xed detuning of the Raman lasers, the resonant frequency of
the Raman transition can be written as
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Figure 5.10: total and di�erential ellipse angle for the two con�guration of source masses, versus
power ratio of Raman lasers.

f(IM , IS) = f0 +4(IM , IS) = f0 + CMIM + CSIS + o(I2) (5.5)

where f0 is the unperturbed resonance, and IM , IS are the intensities of Master and Slave laser
beams, respectively. For a given value of IM , we measured the position of the upper cloud versus
IS , and vice versa. Figure 5.9 shows the results. We determine the CM and CS coe�cients by a
linear �t to experimental data. By setting the intensity ratio

IS
IM

= − CS
CM

= 0.45± 0.02 (5.6)

we can cancel the �rst order light shift independently on the total Raman power.

Intensity �uctuations of Raman lasers In order to estimate the e�ect of Raman laser intensities
on the gravity gradient measurement, we recorded the ellipse phase angle for di�erent values of the
total Raman power PM + PS and of the power ratio PS/PM in the two con�gurations of source
masses. The behavior of Φ̄ and 4Φ versus the intensity ratio of Raman laser beams is shown in
�gure 5.10. The shift of Φ̄ is maximum for a power ratio around 0.59±0.05. From a parabolic �t
we determine a curvature of 20±4 µrad/%2 around the maximum. From the 4Φ plot we extract a
limit of 0.1 mrad/% for the sensitivity of the di�erential angle on the Raman power ratio.

In a similar way we determine the in�uence of total Raman power when PS/PM =0.45. We
measure a sensitivity on Φ̄ of 0.3±0.04 mrad/%, which can be attributed to the combination of
residual �rst-order light shift and second order light shift. The sensitivity on 4Φ is below 0.1
mrad/%.

Alignment �uctuations of Raman beams We align the Raman beams along the vertical direction
with sub-mrad precision. However, small �uctuations in the propagation direction of Raman beams
would couple with the gravity gradient measurement via the Coriolis e�ect. All of the mounts for
the optical steering of the Raman beams have been chosen to be extremely rigid, and �uctuations in
the propagation direction are essentially dominated by the tilt of the retro-re�ection mirror which
is mounted on the top of the structure holding the source masses. We directly observed the e�ect
of mirror tilt on the ellipse phase angle. The Raman retro�ection mirror is mounted on a precision,
dual-axis tiltmeter, that measures the inclination θx and θy along two axes. The y axis is oriented
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Figure 5.11: total and di�erential ellipse angle for the two con�guration of source masses, versus
tilt of the Raman mirror along the y direction. The solid line is a linear �t to the Φ̄ data.

along the West-East direction within a few degrees. We recorded several ellipses for di�erent values
of the mirror tilt θy , by keeping θx constant, and vice versa. The results of total and di�erential
ellipse phase angle versus θy are shown in �gure 5.11.

From a linear �t to the Φ̄ data we derive a sensitivity of -37±5 mrad/mrad, in good agreement
with equation 2.85. In a similar way we measure a sensitivity of -5±2 mrad/mrad for the Φ̄
dependence on θx , which is compatible with equation 2.85 assuming an angle of ∼8° between the
x axis and the North-South direction. From the 4Φ data there is no evidence of any direct e�ect
of mirror tilt on the di�erential phase angle. Never the less, the in�uence of Coriolis shift on G
measurement is not negligible, because of a tiny deformation of the mechanical structure which is
induced by source masses. In fact we observe that the vertical translation of source masses induces
a tilt of the Raman mirror, so that θy changes by ∼10 µrad between the two con�gurations. This
results in a bias of ∼350 µrad on 4Φ, corresponding to a systematic error of 6×10−4 on G. This
bias can be easily reduced by either correcting 4Φ through the measured mirror tilt, or by actively
stabilizing the angle of the mirror.

E�ect of magnetic �elds

Magnetic �elds a�ect the atom interferometry measurement mainly in two ways: through the impact
on atomic trajectories and through the Zeeman shift of energy levels along the atom interferometry
sequence. We use several coils to separately create well controlled bias �elds in the MOT region and
in the fountain tube. In our experiment, the interferometer tube is surrounded by two concentric
cylindrical µ-metal layers, that attenuate external magnetic �elds by more than 60 dB in the region
where the atom interferometry sequence takes place. The MOT and detection chambers, on the
contrary, are not shielded.

MOT compensation coils The launching direction of the atoms in the fountain is sensitive to the
magnetic �eld in the MOT region. In fact we perform a �ne tuning of the fountain alignment by
acting on the current of three pairs of Helmholtz coils, which are oriented along three orthogonal
axes to create a uniform bias �eld at the position of the MOT. In order to investigate the sensitivity
of the gravity gradient measurements on the magnetic �elds in the MOT region, we recorded several
ellipses for di�erent values of the current in the compensation coils. As an example, �gure 5.12
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Figure 5.12: Total and di�erential ellipse angle for the two con�guration of source masses, versus
current in vertical compensation coils.

Figure 5.13: Left: ellipse phase angle versus current in vertical bias solenoid, without magnetic
pulse from the short coil; Right: Ellipse phase angle for the two con�gurations of source masses
versus current in vertical bias solenoid, with applied magnetic pulse from the short coil.

shows the plot of Φ̄ and 4Φ for the two con�gurations of source masses, versus the current in the
vertical compensation coils. The Φ̄ data clearly show the presence of a maximum around 140 mA,
with a curvature of 56±3 µrad/mA2 . At our typical operating conditions (i.e. around 130 mA)
the linear sensitivity is ∼1 mrad/mA. Since the vertical compensation coils produce a �eld of 0.22
mT/A, this converts into a sensitivity of ∼4.5 mrad/µT. Again we �nd no evidence of any e�ect
on the di�erential ellipse angle.

Bias �eld in the interferometer tube A 1 m long solenoid inside the µ-metal tube creates a uniform
magnetic �eld B ' 35 µT to de�ne the quantization axis during the interferometric sequence.
Although the interferometer sequence is applied to atoms in the mF = 0 non magnetic state, any
magnetic gradient B′ will induce a phase shift through the second order Zeeman e�ect, as described
in section 2.2.4. We investigated the presence of magnetic gradients by recording the ellipse phase
angle versus the current is in the solenoid. The results are shown in �gure 5.13 (left).

The data are reasonably consistent with a parabola with the vertex at is = 0 and curvature
22±2 µrad/mA2, corresponding to ∼0.22 µrad/µT2 . This means that the bias coil does not
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Parameter α Φ̄(α) slope/curvature 〈δα〉RMS

Probe power -0.15±0.04 mrad/% 1%
Repumper power -0.1±0.02 mrad/% 1%
Raman power ratio 20±4 µrad/%2 2%
Raman total power 0.2±0.05 mrad/% 2%
MOT total power < 20 µrad/% 2%
MOT power ratio 0.8±0.06 mrad/% 2%
vert. MOT comp. coil 56±3 µrad/mA2 20 µA
bias solenoid (no pulse) 22±2 µrad/mA2 20 µA
bias solenoid (with pulse) 69.4±1 mrad/mA 20 µA
Raman mirror E-W tilt 37±5 mrad/mrad 10 µrad
Total RMS noise ∼3.5 mrad

Table 5.2: Sensitivity of Φ̄ to most relevant parameters.

generate a perfectly uniform �eld. The e�ect is however quite small, and is compatible with the
total magnetic gradient between the locations of the two clouds arising from the �nite size of the
solenoid, for which Φ ∝ B′2 ∝ i2s (see equation 2.90, third term). On the other hand, there is
no detectable stray magnetic �eld in the tube: indeed, in such case, we have that Φ ∝ B′ ∝ is
(see equation 2.90, second term, considering 4BUp−Dw independent from is). An upper limit is
obtained by �tting the data with a parabola with a linear term. The vertex is at is = 2 µA which
corresponds to 3 nT. In our typical working conditions, i.e. 20 mA, the sensitivity is below 0.9
mrad/mA. For the measurement of gravity gradient, it is necessary to extrapolate the angle at
is = 0.

For the G measurement, a 20 cm long coils creates a magnetic pulse of duration τB and magni-
tude B1, around the apogee of the lower atomic cloud, during the second half of the interferometry
sequence; the corresponding extra phase shift is used to make the eccentricity of ellipses low enough
and symmetric in the two con�gurations of source masses. The magnetic gradient induced by the
short coil strongly enhances the sensitivity of ellipse phase angle to solenoid bias current. This fact
can be used to detect possible e�ects of source masses on the static magnetic �eld in the interfer-
ometer tube. This idea is illustrated in �gure 5.13 (right), where the ellipse phase angle for the
two con�gurations of source masses is plotted versus is. The two plots show a linear dependence,
in agreement with the second term of equation 2.90. The slope ∂Φ/∂is =69.4±0.1 mrad/mA is the
same, within the experimental uncertainty of 0.2%, for the two con�gurations of source masses, i.e.
we found no evidence of any in�uence of source masses.

Summary of relevant parameters

Tables 5.2 and 5.3 summarize the results of our characterization measurements about the in�uence
of most relevant parameters on total and di�erential ellipse phase angle, respectively. The last
column gives the typical RMS �uctuations of the parameters on the time scale of few hours. The
impact on long term stability of the gradient and G measurement is discussed in the next section.
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Parameter α 4Φ(α) slope/curvature 〈δα〉RMS

Probe power < 0.09 mrad/% 1%
Repumper power < 0.01 mrad/% 1%
Raman power ratio < 0.1 mrad/% 2%
Raman total power < 0.1 mrad/% 2%
MOT total power < 20 µrad/% 2%
MOT power ratio 20±10 µrad/%2 2%
vert. MOT comp. coil < 1 mrad/mA 20 µA
Raman mirror E-W tilt < 5mrad/mrad 10 µrad
bias solenoid (with pulse) < 140 µrad/mA 20 µA
Total RMS noise < 0.3 mrad

Table 5.3: Sensitivity of 4Φ to most relevant parameters.

Figure 5.14: Two experimental ellipses obtained with 720 (left) and 19922 (right) points; solid lines
are least squares �t to the data.
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5.1.3 Sensitivity limits

Figure 5.14 shows two typical ellipses for 720 and ∼20000 experimental points. As pointed out in
section 4.5.1, we employ a least squares �tting algorithm to extract the di�erential phase Φ of the
gradiometer, using A, B, C, D and Φ itself as free parameters (see equation 4.5). In principle, both
the sensitivity and long term stability of the gravity gradient measurement can be limited by noise
in the x and y signals, as well as by �uctuations and/or drifts in the contrast and center of the
ellipses, and by sources of instability of the Φ value itself. As shown in [34] it is possible to obtain
a reliable value for Φ with an ellipse containing a few tens of points. We typically use 72 points per
ellipse, corresponding to a measurement time tell ∼136 s. Thus the slow changes in the A, B, C
and D parameters occurre on a time scale longer than tell , as visible in �gure 5.14, are e�ciently
rejected. The short term sensitivity will be mainly determined by detection noise, and possibly by
fast �uctuations of ellipse contrast and position, such as those caused by changes in the detection
e�ciency or in the Raman laser power; the long term stability is limited by slow distortions and
rotations of the ellipse, such as those from Coriolis acceleration or detection e�ciency changes.

Short term sensitivity The sensitivity of gravity gradient measurement can be modeled by adding
two noise terms δx and δy respectively to the two equations 4.5. Let us assume that changes in
ellipse contrast and position faster than tell are negligible. Let us further assume that the detection
e�ciency is the same for the two channels, i.e. ε = 0. The detection noise can be written as

δxdet =
nxδn1x + n1xδnx

n2
x

(5.7)

where nx = n1x + n2x, and δn1x (δn2x ) is the noise for detection of |F = 1〉 (|F = 2〉) atoms.
A fundamental lower limit to δxdet is given by the quantum projection noise (QPN) δn2

ij = nij . In

our typical experimental conditions (nij ∼ 6× 105 atoms) the noise per shot amounts to δxQPN ∼
δyQPN ∼ 0.0011. We investigated the QPN limit to the gravity gradient measurements with a
numerical simulation: we generated several ellipses described by equation 4.5 with A ∼ B ∼ 0.225,
where θ is uniformly distributed in [0; 2π] and adding a random zero-mean Gaussian noise term to
each line, with standard deviation 0.0012. We calculated the Allan variance for Φ as resulting from
least-square �tting of simulated ellipses. The Allan variance σΦ(N) drops as the square root of the
number N of points, σΦ(N) = 0.015/

√
N rad ; we repeated the simulation for di�erent values of A

and B, and veri�ed that σΦ(N) scales with the inverse of the contrast.
Figure 5.15 shows the Allan variance of ellipse phase angle in di�erent conditions. Several

improvements of the apparatus have allowed to increase the number of atoms and the repetition
rate of the experiment, and also to reduce the technical noise at detection and increase the ellipse
contrast. We currently achieve a sensitivity of 22 mrad at 1 s, which is close to the calculated QPN
limit, and it corresponds to a sensitivity to di�erential accelerations of 5 × 10−9 g at 1 s, about a
factor four better than in [34].

Long term stability The data presented in section 5.1.2 allow to identify the main limits to the
stability of Φ measurements, once the typical �uctuations of the parameters are known. We con-
stantly monitor the value of most relevant experimental parameters (i.e. the power of MOT, probe,
repumper and Raman laser beams, the current of MOT compensation and bias coils, tilt of Raman
mirror) as well as the temperature in di�erent points of the apparatus with a high resolution data
logger. From table 5.3 it is apparent that the main contributions will arise from instability of MOT
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Figure 5.15: Allan deviation of the ellipse phase angle in di�erent con�gurations of the experiment.
Between May 2007 and May 2010, the main improvements were a larger number of atoms and
a faster repetition rate, after the implementation of a 2D-MOT and more powerful Raman laser
sources; between May and June 2010 we minimized the stray light at detection photodiodes; after
June 2010, we improved the contrast with the triple-pulse velocity selection, and we reduced the
technical noise on photodiodes with an improved readout electronics. Finally, further improvements
in the atom number and the implementation of new techniques such as the Coriolis compensation
(see section 5.3.2) led to the current short term noise (August 2012)

Figure 5.16: Allan deviation of ellipse phase angle; black curve: experimental data without active
stabilization of most critical parameters; red curve: experimental data after the stabilization.
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laser beams intensity ratio, current in the bias solenoid and MOT compensation coils, and tilt of
the Raman mirror. However, noise in the coils current is fairly white, and would not entail the long
term stability, while �uctuations in laser powers and mirror tilt exhibit a low frequency �ickering.

As a test of the long term stability of our apparatus, we observe the statistical �uctuations of
the gradiometer measurements over about 20 hours, keeping the source masses in a �xed position.
At the same time we monitor the value of most relevant experimental parameters as well as the
temperature in di�erent points of the apparatus. We split the atom interferometer data into groups
of 72 consecutive points, and obtain a value for Φ with its estimated error from each group by
ellipse �tting. We then evaluate the Allan deviation of Φ; �gure 5.16 (black trace) shows a typical
Allan plot for a 20 hours long measurement. For integration times τ lower than ∼1800 s the
Allan deviation scales as the inverse of the square root of τ . For longer times we observe a bump,
indicating a slow �uctuation of the Φ value with a period of a few hours. The Φ data are well
correlated with the temperature of the laboratory. Laser power and the Raman mirror tilt are also
temperature correlated with correlation coe�cients ranging from ∼0.7÷0.9.

Therefore, in order to improve the instrument stability, we chose to actively stabilize the most
critical parameters, i.e. the MOT optical power, the probe optical power, acting in both the cases
on the AOM RF power, and the Raman mirror tilt, acting on the piezo tip/tilt system (see section
5.3.2).

The impact of such upgrades is shown in �gure 5.16 (red trace). The allan deviation decreases
up to τ ∼ 10000 s reaching an error level of ∼ 200 µrad, which is equivalent to a di�erential
acceleration sensitivity of 5× 10−11 g.

5.2 Measurement of gravity acceleration and gravity gradient

Absolute gravimeters generally require a high degree of isolation from vertical acceleration noise
which, as a consequence of the equivalence principle, cannot be distinguished from gravity itself (see
section 2.2.3). This is usually achieved with complex seismic isolation systems or can be rejected
to some degree by calculating a correction from the reading of a mechanical accelerometer [59].
On the contrary, atom interferometry gravity gradiometers are highly immune from vibrations and
seismic noise, which are e�ciently rejected as common mode in the di�erential measurement when
simultaneous interferometers are employed. However, in principle the use of a dual interferome-
ter can help against seismic noise for gravity acceleration measurements too. In this section we
show that simultaneous interferometers are more robust against seismic noise, in absolute gravity
measurements, than single interferometers; as a result, we demonstrate a dual cloud atom inter-
ferometer providing at the same time an accurate measurement of gravity acceleration and of the
vertical gravity gradient, without need of any seismic isolation or mechanical accelerometer.

5.2.1 Simultaneous interferometers

In a single Raman interferometer, the gravity induced phase φ0 can be obtained by a sinusoidal �t
on the interferometer fringe, as shown in �gure 4.8. Such �tting function takes the form

x = A sin (φ0 + φL) +B (5.8)

where x is the normalized level population, φL is the scanned relative phase of Raman lasers,
A and B fringe amplitude and bias respectively. Fringe visibility is spoiled by seismic noise (�gure
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4.11) and thus a direct least-squares �t of measured points would clearly yield unreliable results
in such conditions. When phase noise is large, but amplitude noise is small enough, it is useful to
�rst determine the A and B by �tting the histogram P (x) of measured data with the probability
density function of a pure sine [60]

P (x) =
1

Aπ

√
1−

(
B−x
A

)2 (5.9)

Then the interferometer phase φ0 can be retrieved by �tting the experimental {xi, φiL} data to
equation 5.8 with only φ0 as a free parameter. Alternatively it is also possible to invert equation
5.8 to retrieve the phase φi of each individual measured point as

φi = arcsin
xi −B
A

(5.10)

and to obtain φ0 from the histogram of calculated φi values. However, such algorithm is not
able to solve the π phase ambiguity: points whose phase di�ers by integer multiples of π are folded
in the [−π2 ,+

π
2 ] interval.

In a gradiometer, two vertically separated light-pulse atom interferometers share the same pair
of Raman lasers. For this reason, as explained in section 4.5.1, phases φx and φy of upper and
lower interferometers are highly correlated, i.e. φy = φx + Φ. Then, when the trace of the upper
accelerometer is plotted as a function of the lower one experimental points {xi, yi} distribute along
a Lissajous ellipse (equation 4.5). Knowing ellipse parameters A, B, C, D and Φ, is possible to
invert equation 4.5 to retrieve the actual phase φi of each individual measured point asφ

i = arccot
(

A(yi−D)
C(xi−B)cosΦ − tan Φ

)
x−B > 0

φi = −arccot
(

A(yi−D)
C(xi−B)cosΦ − tan Φ

)
x−B < 0

(5.11)

From the last formula is evident that the distribution of φi values is folded in the [−π,+π]
interval. As long as the RMS phase noise is not much higher than ∼ 2π, the phase φ0 and its
standard error can be determined by direct �tting the φi counting histogram with a folded Gaussian
function. From computational point of view, ellipse parameters and {φi} have been determined
with a single least squares �t on the measured points. In the presence of large phase noise, the use
of the dual interferometer o�ers two advantages. First, the phase distribution is determined over a
range two times larger than with a single interferometer. Secondly, phase and amplitude noise act
di�erently on the ellipse: the �rst spreads points along the curve pro�le while the second puts them
out. This e�ect is enhanced when ellipse is well open, i.e. Φ ∼ π

2 . The situation is di�erent for the
single fringe in which these two kinds of noise are strongly entangled and basically indistinguishable
and, as a consequence, the retrieval �delity of individual phases φi is quite poor at the edges of the
measurement range; indeed, when the fringe derivative is small (i.e. with φi ∼ π/2), also a tiny
amplitude noise can simulate the e�ect of a huge phase noise. This is not the case of simultaneous
interferometers.

The last point is illustrated in �gure 5.17 where we compare the reconstructed fringes obtained
by the two methods. When setting the phase of the lower interferometer equal to that of the upper
interferometer as calculated from equation 5.10, the fringe of lower interferometer is sensibly noisier
around φi = ±π2 than when using ellipse �tting.
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Figure 5.17: Reconstructed fringes for T = 160 ms: the normalized F=1 populations xi (upper
interferometer) and yi (lower interferometer) are plotted versus the calculated phase φi using two
di�erent method. Left plot: the phase φi is computed from the upper fringe (red points) using
equation 5.10. Afterwards, these values are used to plot the lower fringe (black points). It is
evident how the amplitude noise is translated in phase noise around ±π2 . Right plot: starting from
the same data set, φi is computed from the upper fringe (red points) using the procedure explained
in the text. Again, such values are used to plot the lower fringe (black points). Each fringe contains
1800 experimental points, and each point represents a single measurement.

Figure 5.18: Counting histogram of 1800 φi values with T = 160 ms; φi values have been calculated
through the single fringe equation 5.10 (in black) and using the ellipse procedure (in red); the solid
lines represent least-squares �ts with folded Gaussians.
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Figure 5.19: Variation of Earth's gravity as a function of the time. The continuous line corresponds
to predicted Earth's tides.

5.2.2 Measurement of gravity acceleration and gradient

Figure 5.18 shows the histograms of data obtained from a single fringe and from ellipse �tting,
corresponding to the fringes in �gure 5.17. From each histogram we derive a value of g and its
standard error.

In order to show the ability of this technique to measure the gravity acceleration, we recorded the
dual interferometer output continuously for about two days. We calculated g from histograms every
1800 experimental points, i.e. about every hour. The resulting g temporal plot is shown in �gure
5.19 compared to the output of a tidal prediction program. In the presence of large, seismically
induced phase noise, the dual-cloud algorithm is still able to track the tidal gravity changes, while
the performance is visibly worse with a single cloud. When comparing the two methods, the short-
term sensitivity is a factor two better with ellipse �tting; however, when �tting the di�erence from
tidal model with a constant, the RMS of residuals amount to ∼13 µgal and ∼36 µgal respectively,
i.e. it is three times smaller with simultaneous interferometers than with single fringe. Using three
ellipses with slightly di�erent values of the interferometer time T , we derive an absolute value for
the gravity acceleration g = 9.804972± 0.000079 m/s2 , in good agreement with the value of about
9.80492048 ± 0.00000003 m/s2 measured with a commercial FG5 gravimeter at the same location
[61].

While reliable Gaussian �tting requires histograms with a large number of points, the temporal
resolution can be much increased with a Bayesian estimator. Let us assume that the actual phase
is normally distributed around the unknown value φ0 with variance σ, and let us neglect the
probability to fall outside the range [=3π, +3π], while experimental points φ are folded in the
[−π,+π] interval; in order to determine φ0 and its standard error we employ the Bayesian estimator
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φ̂o =

+πˆ

−π

1

π
φ0 p({φi} | φ0) dφ0 (5.12)

where the conditional probability density is given by

p({φi} | φ0) = N

1∑
n=−1

e−
∑
i(φi−φo−2nπ)2

2σ2 (5.13)

and N is a normalization constant. With this technique we can obtain a single g value after
recording ∼70 experimental points, i.e. after about three minutes. The Allan deviation of the
di�erence between measured and predicted g values rolls o� as 7 × 10=6 ms−2 /

√
Hz up to 90

minutes, reaching a level of about 13 µgal (see �gure 5.20). The sensitivity is somehow limited
by the repetition rate of the experimental sequence, which cannot be larger than 0.5 Hz due to
geometrical constraints in our apparatus which is speci�cally designed for the G measurement. The
sensitivity of di�erential gravity measurement, as obtained from the Allan deviation of Φ data,
is about 9 × 10=8 ms−2 /

√
Hz. From the measurement of Φ and of the clouds separation d, we

derive the absolute value of the gravity gradient as γ = Φ/dkeffT
2. We determine the contribution

of magnetic �eld gradient due to the �nite solenoid length (see section 5.1.2), which amounts to
(5.0±0.5)×10=8s=2, by measuring the ellipse phase angle versus the applied bias �eld in the region
of the atom interferometry sequence; after correcting for the gravity gradient produced by source
masses, we obtain γ = (3.135± 0.007)× 10=6s=2, in fair agreement with the standard free-air value
of γ = 3.09× 10=6s=2.

Figure 5.20: Allan deviation of the di�erence between predicted and measured g values reported in
�gure 5.19. Each ellipse corresponds to a measuring time of 134 seconds.

5.3 Measurement of G

In the previous sections of this chapter we demonstrated how the atomic trajectory can be accurately
measured. We also described the long term behavior of the system, characterizing the responsivity
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of the instrument versus several parameters. In this �nal section a description of the experimental
procedure for the G measurement is provided, together with a discussion of the systematic error
sources.

5.3.1 General approach

One of the main goal of the MAGIA experiment is to achieve a perfect isolation of the e�ect of the
gravitational �eld generated by source masses on the measured phase angle. The modulation of the
source masses vertical position can produce a small alteration of the magnetic and mechanical setup
of the experiment and, consequently, changes in the atomic clouds launch direction and magnetic
�eld strength in the interferometer region. Such instabilities can seriously a�ect the measurement
with additional phase shifts that are almost impossible to evaluate with the Monte Carlo simulation.

One of the possible ways to solve these systematic issues is to distinguish between keff -dependent
and keff -independent e�ects. The e�ectiveness of such approach has been already experimentally
demonstrated in the case of a single cloud interferometer [81]. In the following we will show how it
can be easily implemented also in the MAGIA experiment.

Let us suppose to perform a gradiometer measurement in both the source masses con�gurations
(C and F ) using the keff vector with a certain orientation with respect to the gravity, labeled as
�direct�. The measured ellipse angles Φ can be written as

ΦdirC = 4C + αC + βC

ΦdirF = 4F + αF + βF

(5.14)

Here in the 4 terms the gravity-induced phase shift has been isolated, while α and β terms
represent the systematic shifts that are �even� and �odd� in keff respectively.

According to [81], among the even systematic sources we can mention the one-photon light shift
and magnetic �eld gradients while, among the odd systematic sources, the two-photon light shift,
wavefront aberrations and Coriolis acceleration.

We assume now to realize for both the atomic samples the scheme illustrated in �gure 5.21,
where a keff -inverted interferometer is perfectly overlapped with the direct one.

In this case the equation 5.14 can be rewritten in the following way:

ΦinvC = −4C + αC − βC

ΦinvF = −4F + αF − βF
(5.15)

where the keff -even terms did not changed sign. Combining these last expressions we can de�ne
two new quantities:

4Φtot = ΦdirC − ΦdirF − (ΦinvC − ΦinvF ) = 2 ∗ (4C −4F ) + 2 ∗ (βC − βF )

Ξ = ΦdirC + ΦinvC − (ΦdirF + ΦinvF ) = 2 ∗ (αC − αF )
(5.16)

We can observe that in 4Φtot the keff -even terms variation Ξ has been rejected, leaving only
the keff -odd terms as unique systematic error source.

Experimentally, the vertical superposition can be obtained by properly adjusting the Raman
frequency ramp and the timing of the velocity selection. Following the procedure described in
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Figure 5.21: Overlapped interferometer scheme. The solid lines describe the direct interferometer
(+keff) while dashed lines the inverted one (+keff). The F=1 state is indicated in blue, while the
F=2 state in red.

section 5.1.1, a vertical displacement of only ∼300 µm between direct and inverted interferometers
has been measured. The horizontal overlap is ensured by using the same launch sequence.

5.3.2 Coriolis compensation

The Coriolis force caused by Earth's rotation has long been known to cause systematic e�ects. Small
variations of the horizontal velocity can indeed produce phase shifts of several mrad. Recently the
use of a tip-tilt Raman mirror system for Large Momentum Transfer (LMT) interferometers [54, 82]
has been demonstrated to be one of the most promising technique to perform a �rst order Coriolis
e�ect compensation. For these reasons, we decided to implement it also in our apparatus.

The principle of operation of the tip-tilt mirror is as follows: the moving standing wave formed
by the two contra-propagating Raman beams is aligned vertically in the direction of local gravity. In
the ideal situation, the light pulses would all propagate along the same vertical axis. Unfortunately,
the rotation of the lab frame due to Earth's rotation during the free fall time produces also the
rotation of the Raman beams axis with respect to the original vertical direction. This has two e�ects:
a systematic o�set in the measurement because the atoms free fall trajectory and the Raman axis
do not coincide throughout the measurement; a loss of fringe contrast and a concomitant loss of
precision because the atomic wave packets do not overlap properly. However, in order to counteract
Earth's rotation, it is possible to rotate the retro-re�ection Raman mirror that provides the counter-
propagating Raman beam scheme. The momentum transferred in the mirror and beam splitter
operations, as seen from the atom's inertial frame, is now in a constant direction, and is parallel to
the direction of gravity at the initial point, despite Earth's rotation.

The impact of Coriolis compensation on the ellipse contrast is shown in �gure 5.22. Figure 5.23,
left, shows the contrast as a function of the tip-tilt rotation vector ~Ω directed along the North-South
(red trace) and East-West (blue trace) direction. According to [54], we expect a maximum of the
ellipse contrast at the Coriolis compensation point, i.e. Ωns = 50.7 µrad/s and Ωew = 0 µrad/s. By
a parabolic �t of the experimental data we obtained instead Ωns = 48± 5 µrad/s and Ωew = 10± 1
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Figure 5.22: Raw data at di�erent tip-tilt mirror rotation rate Ω. Small contrast modulations
(∼ 13% for ∆Ω = 90 µrad/s) are visible.

µrad/s, in reasonable agreement with the expected values if we consider that our piezo actuators
are not hysteresis-compensated and thus some nonlinearity can a�ect the measurement. Figure
5.23, right, shows the related trend of the ellipse �t errors. It is interesting to notice that around
the Coriolis compensation point, a sensitivity improvement of 30% with respect to the �xed mirror
condition has been found. This e�ect can not be attributed to the higher contrast (only 4% more)
but to an e�ective decrement of the ellipse RMS noise.

The tip-tilt mirror system provides also a powerful tool to investigate systematic error sources
otherwise di�cult to evaluate. According with the equation 2.85, the Coriolis phase shift βcoriol for
an atom gravity gradiometer, in presence of an additional rotation ~Ω, can be written as

βcoriol = −2keffT
2[(Ωns + Ωcoriol)4vew + Ωew4vns] (5.17)

where 4vew and 4vns are the projections on the North-South and East-West direction of
the horizontal velocity di�erence between upper and lower atomic clouds. Therefore, varying the
angular velocity and looking at the quantity (Φdir−Φinv)/2 = 4+β, it will be possible to retrieve
the horizontal velocity di�erence through linear regression. Figure 5.24 illustrates the results of such
procedure in the case 4vew for both the source masses con�guration, in order to detect possible
trajectory changes. Every point corresponds to 720 measurement cycles, inverting keff every shot.

The following results has been obtained: 4vCew = (0.221 ± 0.009) mm/s and 4vFew = (0.238 ±
0.006) mm/s. These two values do not di�er signi�cantly and thus we can conclude that the source
masses modulation does not introduce any signi�cant modi�cation in the launch. However, with
4(4vew) = 17 µm/s and supposing a rough Coriolis compensation at 10% level, a conservative
estimate of the Coriolis systematic shift should be ∼ 70 µrad (∼ 1.2× 10−4G). Similar results were
also found for the normal component. Currently we are installing a new piezo system with strain
gauge controller for hysteresis corrections, in order to perform a reliable Coriolis compensation at
1% level.
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Figure 5.23: Left: contrast versus tip-tilt mirror rotation rate. The red trace has been taken with
the rotation vector ~Ω directed along the North-South direction, the blue trace with ~Ω along the
East-West direction; Right: related ellipse �t errors. Each point corresponds to 360 measurements.

Figure 5.24: keff -direct and keff -inverted ellipse angle semi-di�erence as a function of the mirror
rotation rate Ωns. Red points have been taken in Far source masses con�guration, black points
in Close con�guration. The average values of (Φdir − Φinv)/2 have been subtracted in both cases.
Linear �ts are also shown.
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5.3.3 Preliminary measurement

Meanwhile a preliminary G measurement has also been performed.

Figure 5.25: Top: Modulation of the di�erential phase shift measured by the atomic gravity gra-
diometer when the distribution of the source masses and the keff direction are alternated. Blue
and light blue points have been taken in C con�guration with direct and inverted keff orientation
respectively; Red and orange points have been taken in F con�guration with direct and inverted
keff orientation respectively. Each point has been obtained by a single elliptical �t on experimental
data. Center: Resulting values of the angle Ξi; solid red line indicates the mean value with the
statistical error (dashed lines); Bottom: Resulting values of the angle 4Φitot; solid red line indicates
the mean value with the statistical error (dashed lines), purple line represents the simulation result
for the single particle.

Figure 5.25 shows a measurement of the di�erential interferometric phase ∆Φtot over a period
of 20 hours. We moved the source masses from the close (C) to the far (F ) con�guration and vice
versa every 30 min alternating the keff vector at each measurement cycle (∼2 s) and collecting 360
experimental points in each keff orientation. The modulation time has been chosen in order to
complete a C-F-C sequence before long-term drifts appear (see section 5.1.3). Each data set has

been �tted with a single ellipse in order to retrieve the four quantities Φdir,iC , Φinv,iC , Φdir,iF and Φinv,iF
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SOURCE Uncertainty ∆G/G (10−4) Status

Cylinders radial positioning 10 µm 0.5 Done
Cylinder shape 10 µm � 1 Done
Cylinder mass 10 mg � 1 Done
Density radial homogeneity 2× 10−3 0.01 Done
Density vertical homogeneity 0.5× 10−3 0.2 Done
Support platform mass 60 g 0.8 To be improved
Cloud-Masses vertical distance 100 µm 0.02 Done
Cloud-Masses horiz. distance 100 µm N/A Partially done
Atomic horiz. distribution 100 µm N/A Partially done
Launch direction C/F 6 µrad 1.2 Done
Raman mirror tilt C/F 0.1 µrad 0.3 Done

Table 5.4: Present error budget of the G measurement.

and thus evaluate the two angles ∆Φitot and Ξi, as de�ned in section 5.3.1. The optical power of
the cooling and probe lasers has been actively stabilized throughout the measurement, as well as
the absolute tilt of the Raman mirror after each source masses movement. Moreover, during the
interferometric sequence, we acted on the tip-tilt Raman mirror in order to properly perform the
Coriolis compensation. At the end of the run we also performed a full trajectory characterization,
using the procedure described in section 5.1.1.

The obtained experimental values are ∆Φitot = (1.0932± 0.0005) rad, equivalent to a sensitivity
on G of 4.6× 10−4 in 20 hours of integration time, and Ξ = (−0.0025± 0.0004) rad. The latter is a
strong indication that αC 6= αF , namely that the source masses modulation introduces a keff -even
phase shift, presumably of magnetic origin.

By comparison with the simulated value (4Φs = 1.0907 rad), obtained using the last CODATA
G value and supposing point like clouds moving along the system symmetry axis, the measured
value is (2.5±0.5) mrad higher, corresponding to a relative shift on G of 2.3×10−3 with respect to
the CODATA value. Such discrepancy can be principally ascribed to clouds size e�ects and �nite
size of the detection region. Regarding the �rst point we are currently running a full MonteCarlo
simulation of the experiment using the trajectory data as input parameters; regarding the second
point, we are preparing a detection region mapping and resizing, in order to exclude from phase
shift computation atoms that fall out from it.

Finally in table 5.4 an error budget summary is reported, showing, for each source of systematic
error, the current status on the experiment.



Chapter 6

Conclusions and perspectives

The aim of this work was to optimize and carefully characterize a cold atom gradiometer in order
to perform precision gravity measurements, paying particular attention to the determination of the
gravitational constant G.

During the �rst year the experimental apparatus was updated, introducing a high �ux atomic
source (2D-MOT) and a new Raman laser system. Sensitivity and stability of the instrument have
been carefully measured [34], in order to evaluate quantitatively the e�ect of these two modules on
the system.

The second year was dedicated mainly to further enhance the short term stability, reducing the
detection technical noise and optimizing the state preparation procedure. A complete source masses
characterization was also performed: shape and position of each tungsten cylinder was accurately
measured with an uncertainty below 10 µm, while mass was determined to better than 10 mg.
Systematic shifts on G due to positioning resolution and weighting resolution were evaluated by
simulation.

In the third and fourth years many e�orts were put on the characterization of the atomic
trajectories of the cold fountain, developing a procedure that allows to determine clouds barycenter
and width with sub-millimeter accuracy. In�uence of the several experimental parameters on the
gradiometer phase was also investigated, in order to identify the main sources of instabilities. In
parallel, an alternative method to measure simultaneously the absolute gravity acceleration and the
gravity gradient was demonstrated [88], reaching a sensitivity on g of 7×10=6 ms−2 /

√
Hz without

the aid of any seismic noise rejection system. Such results can have interesting implications both in
geophysical applications and in fundamental physics, where advanced schemes for large-area atom
interferometry can be seriously limited by seismic and vibration noise [55]. Finally, a preliminary
measure of G was performed in order to test sensitivity and accuracy of the instrument. A �nal
sensitivity to the gravity gradient of ∼ 5× 10−9g/

√
Hz has been reached.

Further studies are needed to improve the actual knowledge of systematics; in particular, a
spatial characterization of the detection region is required to precisely de�ne which atoms are
detected. Only at this stage a complete simulation of the experiment at 10−4 level and a reliable
comparison with experimental data will be possible.

Concerning future developments, we can recognize two di�erent paths: realization of trans-
portable devices or taking advantage of the atomic sensors to implement other precise measurements
of fundamental physics.
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Transportable atom gravimeters show several advantages with respect to classical instrument
used in Earth science and Geophysics: indeed, the possibility to perform absolute gravity measure-
ments at high precision level directly in situ is looked with great interest. Atom based devices
could be suitable also for orientation in navigation and could also be installed on space vehicles
to perform precision measurements in microgravity environment [63]. From a technological point
of view, building new transportable devices implies a remarkable e�orts in the compacti�cation of
optical and electronic systems as well as in the development of robust laser locks [66].

The other research line is more related with fundamental physics and precision measurements.
In order to further increase atom interferometry sensitivity several large area atom interferometer
schemes based on multiphoton transitions were recently demonstrated [8, 55]. Such new solutions
open the possibility, in the near future, to realize new general relativity tests [9] and, on the long
term, to detect gravitational waves [64, 65]. Recently, a new description of atom interferometry in
terms of atoms ticking at the Compton frequency (and thus sensitive to the gravitational potential)
led to an intense debate about the possibility to reinterpretate old experiments as sensitive test of
gravitational redshift [75, 74]. To solve this open question, a new experimental scheme has been
proposed [76]. Following this concept, the MAGIA apparatus can be, in principle, re-adapted to �t
the requirements for such kind of experiment. On the other hand, a great interest is also preserved
for gravity measurements at short distances: the MAGIA apparatus is particular suitable for an
accurate test of the 1/r2 law over the distance scale of ∼ 1 cm.



Appendix A

Rubidium Data

This appendix will provide information about D2 transition of 87Rb atom. Figures A.2 and A.3
show a scheme of 85Rb and 87Rb energy levels, with information regarding transition frequencies
and Landè factors gF . In addition, is possible to see also the corresponding Sub-Doppler saturation
spectroscopy signals. The spectroscopy setup with counter-propagating pump and probe beams
enables so called Cross-Over (CO) transitions: atoms that have a certain velocity along the propa-
gation axis of the beams will experience a Doppler shift of the light. If pump and probe beams are
counter-propagating, their frequencies will be Doppler-shifted by the same amount but to opposite
directions in the reference system of the atom. If such the laser frequency is centered between two
transition frequencies, atoms of the right velocity class may absorb photons of both beams, each
on another transition. Our notation is the following: transition F = A ↔ F ′ = B is called A-B
and crossover transitions in resonance with F = A↔ F ′ = B and F = A↔ F ′ = C are called CO
A-BC. Table A.1 contains some general 87Rb physical properties, while in table A.2 more speci�c
information on D2 are reported. Data have been taken from [53]. Finally, a scheme containing
all the probabilities of the 52S1/2-5

2P3/2 transitions among di�erent hyper�ne magnetic sublevel is
also included. (see �gure A.1).

Atomic number Z 37
Number of nucleons Z +N 87
Nuclear spin I 3/2
Relative natural abundance η(87Rb) 27.83(2)%
Nuclear lifetime τn 4.88×1010 years
Vapor pressure @ 25°C Pv 3.0×10−7 torr
Atomic mass m 1.44316060(11)×10−25 Kg
Ground state hyperf. splitting νab 6.834 682 610 90429(9) GHz

D2 dipole matrix element
〈
J = 1

2

∣∣ er ∣∣J ′ = 3
2

〉
3.584(4)×10−29 C m

D1 dipole matrix element
〈
J = 1

2

∣∣ er ∣∣J ′ = 1
2

〉
2.537(3)×10−29 C m

Table A.1: 87Rb physical parameters
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Frequency ν2→3 384.2281152033(77) THz
Transition energy hν2→3 1.589049439(58) eV

2.5459376×10−19 J
Wavelength (Vacuum) λvac 780.241209686(13) nm
Wavelength (Air) λ 780.03200 nm
Wavevector (Vacuum) k 8052875.481555 m−1

Lifetime τ 26.24(4) ns
Natural linewidth (FWHM) Γ 2π·6.065(9) MHz
Saturation intensity I0 1.67 mW/cm2

Recoil velocity vr 5.8845 mm/s
Recoil temperature Tr 361.96 nK
Recoil frequency νr 3.7710 kHz
Recoil energy Er 2.499×10−30 J

1.56×10−11 eV
Doppler temperature TD 146 µK
II order Zeeman shift (mF =0) aZ,II 575.15 Hz/G2

Table A.2: Speci�c rubidium data relative to the D2 transition of 87Rb.

Figure A.1: The two ground state and the four hyper�ne levels of 52P3/2 together with all the
relative magnetic sublevels are indicated. The number in the circles indicate the transition strength

multiplied by 120. ±N stands for a Clebsch Gordan coe�cient equal to±
√

N
120 .
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Figure A.2: Rubidium D2 transitions from the upper hyper�ne-level of the ground state. Indicated
are transition frequencies, information about the levels and below the corresponding saturated
absorption spectroscopy signal. The indications for the Zeeman shift need to be multiplied by the
mF quantum number.



110 APPENDIX A. RUBIDIUM DATA

Figure A.3: Rubidium D2 transitions from the lower hyper�ne-level of the ground state. Indicated
are transition frequencies, information about the levels and below the corresponding saturated
absorption spectroscopy signal.
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