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## Introduction

The present thesis deals with a number of geometric properties of convex functions in a non-Euclidean framework. This setting is represented by the so-called Sub-Riemannian space, also called a Carnot-Carathéodory (CC) space, that can be thought of as a space where the metric structure is a constrained geometry and one can move only along a prescribed set of directions depending on the point. More precisely, a sub-Riemannian space is given by an open subset $\Omega \subset \mathbb{R}^{n}$ endowed with a family of vector fields

$$
\mathcal{X}=\left\{X_{1}, \ldots, X_{m}\right\} .
$$

One also assumes that every two points $x, y \in \Omega$ can be joined by an absolutely continuous path $\gamma:[0, T] \rightarrow \Omega, T>0$ such that for almost every $t \in[0, T]$

$$
\dot{\gamma}(t)=\sum_{j=1}^{m} h_{j}(t) X_{j}(\gamma(t)), \quad \sum_{j=1}^{m} h_{j}(t)^{2} \leq 1,
$$

where $\left\{h_{j}\right\}$ are measurable functions. Such curve is called a subunit curve. The notion of Carnot-Carathéodory (CC) distance associated with the family $\mathcal{X}$ is defined as follows
(1) $d(x, y)=\inf \left\{T \geq 0\right.$ exists a subunit curve $\gamma:[0, T] \rightarrow \mathbb{R}^{n}$,

$$
\text { such that } \gamma(0)=x \text { and } \gamma(T)=y\} .
$$

By a classical result due to Chow [47], if the family $\mathcal{X}$ is bracket generating, namely, given a multi-index $I=\left(i_{1}, \ldots, i_{p}\right), 1 \leq i_{j} \leq m$, setting $|I|=p$,

$$
X_{[I]}=\left[X_{i_{1}},\left[\ldots,\left[X_{i_{p-1}}, X_{i_{p}}\right] \ldots\right]\right]
$$

and for every $x \in \mathbb{R}^{n}$ there exists an integer $r=r(x)$ such that

$$
\begin{equation*}
\operatorname{span}\left\{X_{[I]}(x):|I| \leq r\right\}=\mathbb{R}^{n}, \tag{2}
\end{equation*}
$$

then the CC distance $d(x, y)$ introduced above is finite for every $x, y \in \mathbb{R}^{n}$. Moreover, $d$ is a metric that induces the Euclidean topology of $\mathbb{R}^{n}$.
In classical PDE theory, the bracket generating condition, also called Hörmander condition, is well known. It appeared first in [57], in this work the author proved the hypoellipticity of second order degenerate operators of the type

$$
\mathcal{L}=-\sum_{i=1}^{m} X_{i}^{2}
$$

where $X_{i}$ are the vector fields in $\mathcal{X}$ and condition (2) holds everywhere. We observe that there is a direct connection between the regularity of the CC distance $d$ and the hypoellipticity of $\mathcal{L}$, we refer to [32] for further details. In general, one can associate a distance to every degenerate elliptic operator. For the operator $\mathcal{L}$ it coincides with the CC distance. Many contributions have appeared in this area. Let us mention for instance the work of Bony [16], Capogna, Danielli and Garofalo [21], Citti, Garofalo and Lanconelli [23], Fabes, Kenig and Franchi, Folland [33, 34], Franchi and Lanconelli [36, 37], Garofalo and Lanconelli [41], Jerison and Sánchez-Calle [59], Nagel, Ricci and Stein [82], Sánchez-Calle [94]. This list is certainly far from being complete.
Sub-Riemannian spaces, as the name means to suggest, are a natural generalization of the Riemannian ones. In fact, the CC metric can be introduced as a limit case of the Riemannian metric, see $[22,36,37]$. We point out that despite these Riemannian approximations, CC spaces are far from being Euclidean even locally, indeed the CC distance is not biLipschitz equivalent to the Euclidean one. Hence the extension of classical theory to this setting can also be a useful inspiration for further developments of analysis in general metric spaces. As a special class of CC-spaces we have Carnot groups also known as stratified groups. They inherit all the geometric complexity of a non-Euclidean space along with a very rich structure for analytic and geometric investigations. A Carnot group of step $r$ is a connected and simply-connected Lie group whose Lie algebra $\mathfrak{g}$ is stratified. This means that $\mathfrak{g}$ admits a decomposition as a vector space direct sum

$$
\mathfrak{g}=V_{1} \oplus \cdots \oplus V_{r}
$$

with $\left[V_{1}, V_{j}\right]=V_{j+1}$, for $j=1, \ldots, r-1$, and $\mathfrak{g}$ is $r$-nilpotent. We recall that the exponential map $\exp : \mathfrak{g} \rightarrow \mathcal{G}$ is a global analytic diffeomorphism. It allows to define a set of analytic coordinate maps. Moreover a Carnot group is naturally equipped with a family of nonisotropic dilations defined as $\delta_{\lambda}\left(Z_{j}\right)=\lambda^{j} Z_{j}$, where $Z_{j} \in V_{j}$. According to notations and terminology of Section 1.2, we represent a stratified group $G$ as a finite dimensional Hilbert space that is a direct sum of orthogonal subspaces $H_{1}, H_{2}, \ldots, H_{l}$ and that it is equipped with a suitable polynomial operation. Throughout this thesis $H_{1}$ will denote the subspace of horizontal directions at the origin. Let $\mathfrak{g}=V_{1} \oplus \cdots \oplus V_{l}$ be the Lie algebra associated to G . The left invariant vector fields of $V_{j}$ are exactly the ones that at the origin take values in $H_{j}$. We call horizontal the vector fields in $V_{1}$. We also remark that Carnot groups arise as "tangent space" to sub-Riemannian manifolds with equiregular distributions, [9, 74, 77]. This goes back to the techniques used by Rothschild and Stein [93], Métivier [75] and Goodman [48] to approximate linear differential operators defined by means of vector fields satisfying the Hörmander condition with homogeneous left invariant vector fields. In view of this characterization Carnot groups can also be considered as a local model for general CC-spaces.

Motivated by some interesting questions in the theory of fully nonlinear equations and the role played by convexity in the Euclidean setting, D. Danielli, N. Garofalo and D.M. Nhieu introduced the notion of convexity in Carnot groups, for more details on these motivations, see $[26,44]$ and also $[50,51]$. Convexity in Sub-Riemannian groups is a quite
recent stream, that goes back to the works by Danielli, Garofalo and Nhieu [26], Lu, Manfredi and Stroffolini [64]. Contributions in the more general setting of Sub-Riemannian spaces can be found in Trudinger [99] and more recently in the paper of Bardi and Dragoni [8]. For Carnot groups different pointwise notions of convexity have been investigated in [26]. Among them, the most natural one turned out to be that of weakly h-convex function, in short, $h$-convex function. An h-convex function $u: \Omega \longrightarrow \mathbb{R}$ defined on an open set $\Omega$ of a stratified group $\mathbb{G}$ satisfies the property of being classically convex, when it is restricted to all horizontal lines contained in $\Omega$. These are exactly the integral curves of the horizontal vector fields of $\mathbb{G}$. More precisely, we say that $u: \Omega \longrightarrow \mathbb{R}$ is h-convex if whenever $h \in H_{1}$ and $[0, h] \subset x^{-1} \cdot \Omega$, where $[0, h]=\{t h: 0 \leq t \leq 1\}$, we have

$$
\begin{equation*}
u\left(x \delta_{t} h\right) \leq(1-t) u(x)+t u(x h) . \tag{3}
\end{equation*}
$$

We stress that this notion of convexity turns out to be "local" and it does not require any assumption on $\Omega$. In fact, it is not difficult to observe that smooth h-convex functions are characterized by an everywhere nonnegative horizontal Hessian, see Definition 2.2.4. This fits with the approach of [64], where the authors introduce v-convex functions as upper semicontinuous functions, whose Hessian is nonnegative in the viscosity sense. Let us point out that the notions of v-convexity and of h-convexity are equivalent, [6], [102], [60], [71], [88]. It is worth to mention that other definitions of convexity can be introduced in this setting. For instance, the distributional convexity which we postpone to Chapter 4 or the geodetic convexity studied in [78]. This last notion, which is natural in the Riemannian setting, is useless in the sub-Riemannian case, since the classes of geodetically convex sets and functions are trivial in the Heisenberg group, [78].

All details and precise definitions related to convexity in stratified groups will be deferred to Section 2.1.

So far, in stratified groups the following first order regularity properties have been proved for h-convex functions. First, it has been proved in [26] that continuous h-convex functions are locally Lipschitz continuous with respect to the CC metric, then as a consequence of the celebrated Rademacher type differentiability theorem of Pansu [85], they are almost everywhere h-differentiable, see Theorem 1.2.25. The local Lipschitz continuity of h-convex functions has been first proved for h-convex functions bounded from above in $[6,71]$, and subsequently to all measurable $h$-convex function in [87]. In addition, a quantitative Lipschitz estimate holds, [26, 60, 64, 88$]$. More precisely one can control the supremum norm of an h-convex function on a ball of radius $r$ by the integral mean of its absolute values on a ball with comparable radius, see Theorem 2.2.10. In Section 2.1 we will give a different proof of this result by a sub-mean formula proved by Bonfiglioli and Lanconelli in [12]. One of the main result in this thesis is that these $L^{\infty}-L^{1}$ estimates can be suitably extended to CC-spaces.

In order to introduce this result in Carnot Carathéodory spaces let us define the notion of $\mathcal{X}$-convexity, see [8]. Consider a family of smooth vector fields $\mathcal{X}$ which satisfy the Hörmander condition. All linear combinations of vector fields in $\mathcal{X}$ correspond to the socalled horizontal vector fields. We say that a function $u$ is $\mathcal{X}$-convex if it is convex along the integral curves of horizontal vector fields, see Definition 5.3.1. In Theorem 6.1 of [8],
it is proved that $\mathcal{X}$-convexity, local boundedness and upper semicontinuity imply local Lipschitz continuity with respect to $d$, where the Carnot-Carathéodory distance $d$ given by $\mathcal{X}$, is only assumed to yield the Euclidean topology. This result also gives $L^{\infty}$-estimates for the horizontal derivatives $X u$ in terms of the $L^{\infty}$-norm of $u$, where $X \in \mathcal{X}$. In the case $\mathcal{X}$ generates a Carnot group, these estimates take a quantitative form, see [26] and [60, 64].
The following result, proved in collaboration with V. Magnani [66], establishes that the previous estimates can be suitably extended to Carnot-Carathéodory spaces generated by a set $\mathcal{X}$ of Hörmander vector fields, see also Theorem 5.6.1
Theorem For each $\mathcal{X}$-convex function $u: \Omega \rightarrow \mathbb{R}$, that is locally bounded from above, for every $x \in K$, where $K$ is a compact set of $\mathbb{R}^{n}$ we have

$$
\begin{align*}
\sup _{B_{x, r}}|u| & \leq C f_{B_{x, 2 r}}|u(w)| d w  \tag{4}\\
|u(y)-u(z)| & \leq C \frac{d(y, z)}{r} f_{B_{x, 2 r}}|u(w)| d w, \tag{5}
\end{align*}
$$

for every $0<r<R$ and every $y, z \in B_{x, r}$. Here $R$ and $C$ are constants depending only on $\mathcal{X}$ and K.

Our approach to prove (4) and (5) differs from both the geometric approach of [26] and the PDEs approach of $[60,64]$. In fact, we need both these aspects, according to the following scheme. We start from a $\mathcal{X}$-convex function $u: \Omega \rightarrow \mathbb{R}$ that is locally bounded from above. By a result of D. Morbidelli, [80], the Carnot-Carathéodory ball can be covered by suitable composition of flows of horizontal vector fields in a quantitative way, depending on the radius of the ball. This essentially allows us to apply the approach of [71] that relies on the one dimensional convexity of $u$ along these flows, hence obtaining explicit Lipschitz estimates. It follows that $u$ belongs to the anisotropic Sobolev space $W_{\mathcal{X}, l o c}^{1,2}(\Omega)$, see Section 1.1 for more information. The crucial step is to show that for every $x \in \Omega$ the $\mathcal{X}$ convex function $u$ is a weak subsolutions on a small ball centered at $x$ of a suitable "pointed sub-Laplacian"

$$
\mathcal{L}_{x}=\sum_{j=1}^{m} Y_{j}^{2},
$$

that depends on $x$, see Theorem 5.5.3. Since the Lebesgue measure is locally doubling with respect to metric balls, the Poincaré inequality holds, and cut-off functions are available see [21], then the classical Moser iteration technique can be applied for weak subsolutions to the sub-Laplacian equation, hence getting in particular the local upper estimate, see also Corollary 5.5.4. The local lower estimate of $u$ is reached using again the approximate exponential, obtaining the pointwise estimate

$$
\begin{equation*}
2^{N_{x}} u(x)-\left(2^{N_{x}}-1\right) \sup _{B_{x, \bar{N} \delta}} u \leq \inf _{B_{x, b \delta}} u \tag{6}
\end{equation*}
$$

where $N_{x}$ depends on $x$ and it satisfies the uniform inequality $1 \leq N_{x} \leq \bar{N}$ on some compact set, see Lemma 5.3.2. This eventually leads us to the proof of (5). The estimate (6) is a straightforward consequence of Theorem 5.3.5 joined with Theorem 5.6.2. In sum,
the geometric part of our method arises from a quantitative representation of the CarnotCarathéodory ball by approximates exponentials and it leads us to the lower estimates. The PDEs part of our approach provides the upper estimates.

There are various challenging questions on h-convex functions in stratified groups, that are still far from being understood. The rich geometric structure of a Carnot group allows for a deeper study of its differentiability properties. One of the most important is certainly the validity of an Alexsandrov-Bakelman-Pucci estimate, that is still an intriguing open question already in the Heisenberg group and it was also one of the main motivations to study h-convexity in this framework, see [26] and [27]. On another side, we also have the second order differentiability of convex functions, namely, the classical Alexsandrov-Busemann-Feller's theorem. This is an important result in different areas of Analysis and Geometry. For instance, in the theory of fully nonlinear elliptic equations, this theorem plays an essential role in uniqueness theory, see Chapter 5 of [18]. Since the works of Busemann and Feller, [17], and of Alexsandrov [2], there have been different methods to establish this theorem in Euclidean spaces. The functional analytic method by Reshetnyak, [86], relies on the fact that the gradient of a convex function has bounded variation. This scheme can be extended to stratified groups, provided that one can prove that an $h$-convex function is $B V_{H}^{2}$ in the sense of [5]. This important fact has been established by different authors for h-convex functions on Heisenberg groups and two step stratified groups [50], [51], [44], [28] and also for $k$-convex functions with respect to two step Hörmander vector fields, [99]. Precisely, the main result of [28] gives us the following version of the Alexsandrov-Busemann-Feller theorem. Let $\Omega$ be an open set of a two step stratified group and let $u: \Omega \longrightarrow \mathbb{R}$ be h-convex. Then $u$ has at a.e. $x \in \Omega$ a second order $h$-expansion at $x$. We say that $u: \Omega \longrightarrow \mathbb{R}$ has a second order h-expansion at $x \in \Omega$ if there exists a polynomial $P_{x}: G \longrightarrow \mathbb{R}$ of homogeneous degree less than or equal to two, such that

$$
\begin{equation*}
u(x w)=P_{x}(w)+o\left(\|w\|^{2}\right) \quad \text { as } w \rightarrow 0 . \tag{7}
\end{equation*}
$$

Unfortunately, it is still not clear whether h-convex functions are $B V_{H}^{2}$ in higher step groups and this makes the Alexsandrov-Busemann-Feller's theorem an important open issue for the higher step geometries of stratified groups.

On the other hand, the first proofs of this result in Euclidean spaces, [2], [17] and also some of the subsequent proofs did not use the bounded variation property of the gradient. For instance, Rockafellar's proof of [89] relies on Mignot's a.e. differentiability of monotone functions, [76], where the crucial observation is that the subdifferential of a convex function is a monotone function. This may suggest different approaches to Alexsandrov's theorem in stratified groups and constitutes our first motivation to study the properties of the h-subdifferential in Chapter 4. The notion of $h$-subdifferential has been introduced in [26] for h-convex functions. In analogy with the local notion of convexity mentioned above, we use "a local version" of this notion, that allows us to treat h-convex functions on arbitrary open sets.

We say that $p \in H_{1}$ is an $h$-subdifferential of $u: \Omega \longrightarrow \mathbb{R}$ at $x \in \Omega$ if whenever $h \in H_{1}$ and $[0, h] \subset x^{-1} \cdot \Omega$,

$$
\begin{equation*}
u(x h) \geq u(x)+\langle p, h\rangle . \tag{8}
\end{equation*}
$$

We denote by $\partial_{H} u(x)$ the set of all h-subdifferentials of $u$ at $x$ and the corresponding setvalued mapping by $\partial_{H} u: \Omega \rightrightarrows H_{1}$. Here $\langle\cdot, \cdot\rangle$ in (8) is the scalar product fixed in $G$, such that all subspaces $H_{j}$ are orthogonal. Our starting point was the characterization of the second order differentiability of h-convex functions. In the Euclidean framework, this has been done by Rockafellar, where in Theorem 2.8 of [91] proves that a convex function has a second order expansion at a fixed point if its gradient is differentiable at that point in the extended sense. In Chapter 4, we extend such result to all Carnot groups. More precisely in Theorem 3.2.8 we prove that every h-convex function $u$ has a second order h-expansion at $x \in \Omega$ if and only if

$$
\begin{equation*}
\partial_{H} u(x w) \subseteq v+A_{x}(w)+o(\|w\|) \mathbb{B}, \tag{9}
\end{equation*}
$$

for all $w \in x^{-1} \Omega$, where $\mathbb{B}$ denotes the unit ball in $H_{1}$ and $A_{x}: \mathbb{G} \rightarrow H_{1}$ is a suitable linear map, see the joint work with V. Magnani, [67]. Notice that in order to prove the analogous of Rockafellar's theorem in stratified groups we have to establish a connection between the differentiability of the h-subdifferential (9) and the differentiability of the gradient. To this aim we have to develop a nonsmooth calculus for h-convex functions, that is the main object of Chapter 3. We start with a characterization of the h-subdifferential. Let $u: \Omega \rightarrow \mathbb{R}$ be h-convex. Then for every $x \in \Omega$ we have

$$
\begin{equation*}
\overline{c o}\left(\nabla_{H}^{\star} u(x)\right)=\partial_{H} u(x) . \tag{10}
\end{equation*}
$$

We denote by $\operatorname{co}(E) \subset H_{1}$ the convex hull in $H_{1}$ of the subset $E \subset H_{1}$ and by $\overline{c o}(E)$ its closure. The $h$-reachable gradient is given by

$$
\begin{equation*}
\nabla_{H}^{\star} u(x)=\left\{p \in H_{1}: x_{k} \rightarrow x, \nabla_{H} u\left(x_{k}\right) \text { exists for all } k^{\prime} \text { s and } \nabla_{H} u\left(x_{k}\right) \rightarrow p\right\} . \tag{11}
\end{equation*}
$$

The proof of (10) cannot follow the Euclidean scheme. However, it is still possible to use the Hahn-Banach's theorem, when applied inside the horizontal subspace $H_{1}$, that has a linear structure. Another difficulty is that the group mollification does not commute with horizontal derivatives, hence the mollification argument of the Euclidean proof cannot be applied. We overcome this point by a Fubini type argument with respect to a semidirect factorization, following the approach of [68].

The uniqueness of the h-subdifferential as a consequence of h-differentiability has been already shown [27], see also [20] for the case of Heisenberg groups. To show the opposite implication we decompose the difference quotient of $u$ into sums of difference quotients along horizontal directions. The same decomposition along horizontal directions have been first used by Pansu, [85]. The second ingredient is the following non-smooth mean value theorem.
Theorem Let $u: \Omega \longrightarrow \mathbb{R}$ be an $h$-convex function. Then for every $x \in \Omega$ and every $h$ such that $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$, there exists $t \in[0,1]$ and $p \in \partial_{H} u\left(x \delta_{t} h\right)$ such that $u(x h)-u(x)=\langle p, h\rangle$.

This theorem, corresponding to Corollary 3.1.16, is also important in the proof of Theorem 3.2.8. In fact, it is an essential tool to establish that twice h-differentiability implies the existence of a second order $h$-expansion. In the Euclidean framework, the previous implication can be found in Theorem 7.10 of [1], where the Clarke's nonsmooth mean value theorem plays a key role.

Another natural notion of convexity introduced in the Euclidean setting is the distributional one: let $\Omega$ be an open set of $\mathbb{R}^{n}$ and let $T \in \mathcal{D}^{\prime}(\Omega)$ be a distribution. We say that $T$ is convex if its Hessian is positive definite in the sense of distributions. In Euclidean spaces, the first distributional characterization of convexity goes back to L. Schwartz in [95], who proved that a distribution in $\mathbb{R}$ is a convex function if and only if its second derivative is a non-negative Radon measure. Bakel'man showed that all second order distributional derivatives of a convex function in $\mathbb{R}^{n}$ are signed Radon measures, [7]. Subsequently, Reshetnyak established that a locally summable function is defined by a convex function if and only if its distributional Hessian is nonnegative, [86]. This characterization has been improved by Dudley, who proved that any distribution with nonnegative Hessian in the distributional sense is defined by a convex function, see Theorem 2.1 in [29].

Our aim is to extend this characterization in stratified groups. As it is clear from Dudley's proof, the geometry of the space plays an important role. Dudley's approach uses the following elementary fact: given a convex function $u$ and a simplex $S$, then $u$ attains its maximum on $S$ at a vertex $q$. This allows to consider the set $S^{\prime}$, that is symmetric to $S$ with respect to the vertex $q$. It follows that $u(y) \geq u(q)$ for every $y \in S^{\prime}$, giving a local lower bound. This implies that in the case the sequence of convex functions diverges to $+\infty$ at some point, we get its uniform limit to $+\infty$, contradicting the distributional convergence. The preceding description constitutes the leading idea in Dudley's approach. Unfortunately this scheme is not completely reproducible in stratified groups due to the lack of existence of "simplexes" in general stratified groups. We refer to Section 4.2 for more details, where we prove Dudley's characterization for Heisenberg groups. This suggests to follow a different approach with respect to the Euclidean one, in order to get the full distributional characterization. It was already known that in all stratified groups every hconvex function has nonnegative horizontal Hessian in the distributional sense, see [26, 64], although the fact that any distribution with nonnegative horizontal Hessian is given by an h-convex function was not completely clear in the setting of general stratified groups. In Section 4.1 we give a full answer to this question, see the joint work with A. Bonfiglioli, E. Lanconelli and V. Magnani, [15]. More precisely, we have the following theorem
Theorem Let $\mu \in \mathcal{D}^{\prime}(\Omega)$ be a Radon measure, then $\mu$ is defined by an $h$-convex function if and only if it is given by an h-convex distribution.

Our scheme is elementary, although it differs from the standard approach: we consider the group convolution of the measure $\mu$, but instead of computing its horizontal Hessian by direct differentiation, we consider its distributional version. This respects the noncommutativity of the convolution operator. As a byproduct of the previous theorem if a function is in $L_{l o c}^{1}$ and h-convex in the distributional sense, then outside a negligible set it coincides with a locally Lipschitz continuous h-convex function.

This result also extends one of the characterizations given in [60], where the subharmonic theory used to prove the equivalence of various notions of h-convexity requires the upper semicontinuity of the function. To reach the complete distributional characterization of h-convexity, we combine Corollary 4.1.7 and Lemma 4.1.8. Using the fundamental solution of the sub-Laplacian $\Delta_{H}$ in stratified groups, [34], this lemma shows that an h-convex distribution $T$ can be written as the sum of a $\Delta_{H}$-harmonic function and a locally summable function. Since $\Delta_{H}$-harmonic functions are smooth by Hörmander's theorem, [57], we conclude that $T$ is given by a function in $L_{l o c}^{1}(\Omega)$. Hence if $T \in \mathcal{D}^{\prime}(\Omega)$ is h-convex, then $T$ is defined by an h-convex function on $\Omega$. Recall that all measurable h-convex functions are locally Lipschitz continuous, [87]. Thus, the previous result shows that the class of hconvex measurable functions coincides with that of h-convex distributions, that are locally Lipschitz continuous h-convex functions. Although we still do not know whether one can find h-convex functions in higher step groups that are nonmeasurable, these functions certainly would not be included in the previous families. This confirms that the natural notion of h-convexity in stratified groups should always include either measurability or local boundedness from above, that are indeed equivalent conditions.
As a last observation we wish to emphasize the importance of distributional characterization from Complex Analysis. In fact, the well known relationship between the Heisenberg group $\mathbb{H}^{n}$ and the unit sphere in $\mathbb{C}^{n+1}$ suggests an interesting analogy between plurisubharmonic functions, that are subharmonic on all one dimensional complex affine subspaces, and h-convex functions on Heisenberg groups, that are subharmonic on all horizontal lines, that are one dimensional real affine subspaces contained in the horizontal planes. Moreover, the horizontal planes in the Heisenberg groups $\mathbb{H}^{n}$ correspond to the complex subspaces of the real tangent spaces to the unit sphere in $\mathbb{C}^{n}$, in view of the identification of $\mathbb{H}^{n}$ by the holomorphic stereographic projections.

Thus, we may interpret h-convexity in Heisenberg groups as a kind of "real plurisubharmonicity" for mapping on the unit sphere of $\mathbb{C}^{n}$. In this setting, a distribution whose complex Hessian defines a positive current of bidegree $(1,1)$ is precisely a plurisubharmonic function, see [25]. Since plurisubharmonicity has its real counterpart in h-convexity, as discussed above, we expect that in Heisenberg groups and in more general stratified groups the notion of h-convexity in the distributional sense should have further interesting developments.

The thesis is organized as follows. CHAPTER 1 presents Carnot-Carathéodory spaces and Carnot groups. We start from the basic properties of vector fields and Lie brackets, then we introduce CC spaces and the CC distance induced by a family of vector fields $\mathcal{X}$. In the second part of the chapter we introduce Carnot groups and we collect some definitions and elementary results related to differentiation in this setting. We conclude the chapter with a section on homogeneous polynomials.

In CHAPTER 2 we introduce convexity in sub-Riemannian spaces. This chapter is organized as follows. In the first section we introduce the notion of $h$-convexity in Carnot
groups. In Section 2, we state some well known regularity results. We introduce the horizontal Hessian and the notion of v-convexity. Finally, we present a short proof of some $L^{\infty}-L^{1}$ estimates for h-convex functions proved in [26, 60]. In fact, these estimates easily follows by an integral representation formula proved in [14].

In CHAPTER 3 we introduce the notion of $h$-subdifferential in stratified groups and we characterize both first and second order differentiability of h-convex functions. Moreover we show that Alexsandrov's second order differentiability of h-convex functions is equivalent to a suitable differentiability of their horizontal gradient. In Section 3.1, we prove several basic results involving the h-subdifferentials. The set of $h$-subdifferentials of a function $u$ at $x$ will be denoted by $\partial_{H} u(x)$. As a first result we prove that $\partial_{H} u(x)$ is the convex envelope of the limit point set of $\nabla_{H} u$, see Theorem 3.1.4 and Theorem 3.1.8. The main result of this section is the nonsmooth mean value theorem for h-convex functions, Corollary 3.1.16. We mention also the first order characterization of h-convex functions proved in Theorem 3.1.20. In Section 3.2 we deal with second order analysis of $h$-convex functions. Here the main result is Theorem 3.2.8, where we prove the equivalence, for h convex functions, of two notions of second order differentiability, namely Definition 3.2.1 and 3.2.5. In order to prove this we need some preliminary results. The most important one is the characterization of second order h-differentiability, Lemma 3.2.6.

The full characterization of h-convex distributions is the main topic of CHAPTER 4. In Section 4.1 as a first result we extend the Reshetnyak's characterization to all stratified groups, Theorem 4.1.6. As a byproduct we have that a locally summable h-convex function, in the distributional sense, outside a negligible set coincides with a locally Lipschitz continuous h-convex function, Corollary 4.1.7. The main result of this chapter is given in Theorem 4.1.9, where we prove the full distributional characterization. In Section 4.2 we give a different proof of Theorem 4.1.9 restricted to Heisenberg groups. In these groups it is possible to follow the original scheme of Dudley, [29]. This approach is more geometric, but unfortunately it cannot be extended to general stratified groups, see Theorem 4.2.16.

In CHAPTER 5 we consider the notion of convexity in general Sub-Riemannian spaces. The main result of the chapter is the quantitative Lipschitz estimate of Theorem 5.3.5, which is a consequence of the local $L^{\infty}-L^{1}$ inequality, see Theorem 5.0.17. In Section 5.1 we introduce two equivalent CC-distances. In Section 5.2 we define almost exponential maps an their properties, according to the work by D. Morbidelli [80]. The main result of Section 5.3 is Theorem 5.3.4. Here we prove that $\mathcal{X}$-convex functions bounded from below are also bounded form above, this follows as in [71]. In Section 5.4 we describe the Moser iteration technique in sub-Riemmanian setting. Although the subject is well known we give full proofs for completeness. Finally, in Section 5.5 we prove our main result, namely Theorem 5.0.17
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## Basic Notations

| $\mathbb{R}^{n}$ | $n$-dimensional Euclidean space |
| :---: | :---: |
| G | a Carnot group, p. 7 |
| $\mathfrak{g}$ | a stratified Lie algebra, p. 7 |
| $V_{i}$ | $i$ layer of the stratified Lie algebra $\mathfrak{g}, \mathrm{p} .7$ |
| exp | exponential map, p. 2 |
| $e_{a} p$ | almost exponential map, p 63 |
| $\mathbb{H}^{n}$ | $n$-Heisenberg group, p. 8 |
| $H_{i}$ | image of $V_{i}$ under the exponential map, p. 8 |
| $H_{x}$ | horizontal plane at $x$, namely $x \cdot H_{1}$, p. 7 |
| $\Omega$ | open set in $\mathbb{R}^{n}$ |
| $\Omega_{0}$ | open and bounded set in $\mathbb{R}^{n}$ |
| X | a smooth vector field on $\mathbb{R}^{n}$, p. 1 |
| $\mathcal{X}$ | family of vector fields in $\mathbb{R}^{n}$, p. 1 |
| $d$ | CC metric induced by a given family of vector fields, p. 3 |
| \\| • \| | homogeneous norm in a Carnot group, p. 9 |
| h-deg | homogeneous degree, p. 11 |
| $\mathcal{P}^{\text {a }}$ | space of polynomials of homogeneous degree less or equal than $a, \mathrm{p} .12$ |
| $B_{x, r}$ | open CC ball centered at $x \in \mathbb{R}^{n}$ with radius $r \geq 0, \mathrm{p} .4$ |
| $D_{x, r}$ | closed CC ball centered at $x \in \mathbb{R}^{n}$ with radius $r \geq 0, \mathrm{p} .4$ |
| $B_{x, r}^{\rho}$ | open ball with respect to the distace $\rho$ centered at $x \in \mathbb{R}^{n}$ with radius $r \geq 0$ |
| $B_{x, r}^{E}$ | open Euclidean ball centered at $x \in \mathbb{R}^{n}$ with radius $r \geq 0$ |
| $\nabla$ | Euclidean gradient |
| $\nabla_{H}$ | horizontal gradient in a Carnot group, p. 10 |
| $\nabla_{H}^{2}$ | horizontal symmetrized Hessian in a Carnot group, p. 21 |
| $\mathcal{L}$ | a sub-Laplacian, p. 15 |
| $\Delta_{H}$ | Hörmander sub-Laplacian, p. 15 |
| $\Gamma$ | fundamental solution of $\Delta_{H}$, p. 15 |
| $d_{H}$ | $\Delta_{H}$-gauge, p. 15 |
| $\mathcal{M}_{r}$ and $M_{r}$ | respectively surface and solid mean, p. 16 |
| $\mu_{x}^{V}$ | $\Delta_{H}$-harmonic measure related to $V \subset G$ and $x \in V, \mathrm{p} .17$ |
| $B V_{H}^{2}(\Omega)$ | space of functions with bounded horizontal second variation in $\Omega \subset G, p .11$ |
| $W_{\mathcal{X}}^{1, p}(\Omega)$ | anisotropic Sobolev space associated to the family of vector fields $\mathcal{X}, \mathrm{p} .4$ |
| $W_{\mathcal{X}, 0}^{1, p}(\Omega)$ | closure of $C_{0}^{\infty}(\Omega)$ maps with respect to the norm of $W_{\mathcal{X}}^{1, p}$, p. 4 |


| $\Gamma^{k}(\Omega)$ | Follan-Stain class of $k$-differentiable functions, p. 11 |
| :--- | :--- |
| $\langle x, y\rangle$ | standard Euclidean inner product of $x, y \in \mathbb{R}^{n}$ |
| $x \cdot y$ | $x \cdot y=x+y+Q(x, y)$, product of $x, y \in G, \mathrm{p} .8$ |
|  | with respect to a Carnot groups structure |
| $\delta_{\lambda}$ | dilations in a Carnot group, p. 7 |
| $Q$ | homogeneous dimension of a Carnot group, p. 8 |
| $\mathcal{H}^{k}$ | k-dimensional Hausdorff measure associated to the CC distance, p. 9 |
| $\|E\|$ | Lebesgue measure of measurable set $E \subset \mathbb{R}^{n}$ |
| $N$ | Heisenberg gauge, p. 21 |
| $N_{\mathrm{G}}$ | Carnot gauge, p. 21 |
| $\nabla_{H}^{\star}$ | h-reachable gradient, p. 27 |
| $c o$ | convex hull, p. 27 |
| $\Delta_{x, \tau}^{2}$ | second h-differential quotient, p. 35 |
| $\partial_{H}$ | h-subdifferential, p. 27 |
| $\mathcal{L}_{x}$ | pointed sub-Laplacian, p. 60 |

## CHAPTER 1

## Main Notions

This chapter is an introduction to Carnot-Carathéodory spaces and Carnot groups. We start with the basic properties of vector fields and Lie brackets, then we introduce CC spaces and the CC distance induced by a family of vector fields $\mathcal{X}$. In the second part of the chapter we introduce Carnot groups and we collect some definitions and elementary results related to differentiation in this setting. We conclude the chapter with a section on homogeneous polynomials.

## 1. Sub-Riemannian spaces

After a brief introduction on vector fields and Lie brackets, we define Sub-Riemannian spaces and the CC-distance.
1.1. Vector fields and commutators. Let $\Omega \subset \mathbb{R}^{n}$ be an open set. A vector field $X$ on $\Omega$ is a first order partial differential operator

$$
X=\sum_{i=1}^{n} a_{i}(x) \partial_{x_{i}}
$$

where $a_{i}$ are smooth functions in $\Omega$. Here, as usual, we identify the smooth section of the tangent bundle $\left(a_{i}(x), \ldots, a_{n}(x)\right) \in \mathbb{R}^{n}$ with the first order differential operator $X$. Throughout the thesis we will use both interpretations. Hence it makes sense to talk about the linear independence of a collection of vector fields. Let $\mathcal{X}$ be a family of $m$ smooth vector fields $\left(X_{1}, \ldots, X_{m}\right)$ with $X_{j}=\sum_{i=1}^{n} a_{j}^{i}(x) \partial_{x_{i}}$. Fix a multi-index $I=\left(i_{1}, \ldots, i_{n}\right), i_{j} \leq m$. We define the determinant

$$
\lambda_{I}(x)=\operatorname{det}\left[X_{i_{1}}(x), \ldots, X_{i_{n}}(x)\right]=\operatorname{det}\left(a_{i_{j}}^{k}(x)\right) .
$$

If $X$ and $Y$ are two vector fields, then the Lie bracket or commutator is the operator

$$
[X, Y]:=X Y-Y X .
$$

In coordinates, if $X=\sum_{i=1}^{n} a_{i}(x) \partial_{x_{i}}$ and $Y=\sum_{i=1}^{n} b_{i}(x) \partial_{x_{i}}$ then

$$
[X, Y]=\sum_{k=1}^{n}\left(\sum_{i=1}^{n} a_{i}(x) \partial_{x_{i}} b_{k}(x)-b_{i}(x) \partial_{x_{i}} a_{k}(x)\right) \partial_{x_{k}} .
$$

It is a well known fact that for every vector fields $X, Y, Z$ the Jacoby identity holds:

$$
[X,[Y, Z]]+[Z,[X, Y]]+[Y,[Z, X]]=0 .
$$

The Lie algebra generated by $\mathcal{X}$, denoted by Lie $\left(X_{1}, \ldots, X_{m}\right)$, is defined as the smallest vector space which contains $\mathcal{X}$ and it is closed under the bracket operation.
Definition 1.1.1 (Flow of a vector field) Let $X$ be a smooth vector field of $\mathbb{R}^{n}$ and let $x \in \mathbb{R}^{n}$. We consider the Cauchy problem

$$
\left\{\begin{array}{l}
\dot{\gamma}(t)=X(\gamma(t)) \\
\gamma(0)=x
\end{array}\right.
$$

and denote it by $t \rightarrow \Phi^{X}(x, t)$. The mapping $\Phi^{X}$ defined on an open neighborhood of $\mathbb{R}^{n} \times\{0\}$ in $\mathbb{R}^{n+1}$ is the flow associated to $X$. The flow $\Phi^{X}$ will also define the local diffeomorphism $\Phi_{t}^{X}(\cdot)=\Phi^{X}(\cdot, t)$ on bounded open sets for $t$ sufficiently small.

For every smooth vector field $X$ on $\mathbb{R}^{n}$, we denote by $\exp (t X)=\Phi^{X}(0, t)$, where $t \in \mathbb{R}$ is sufficiently small. The following lemma is elementary, but provide a useful equivalent definition of the commutators of two vector fields.
Lemma 1.1.2 Let $X, Y$ be two smooth vector fields on $\mathbb{R}^{n}$ and suppose that $\exp (\cdot X)$ and $\exp (\cdot Y)$ are defined in a symmetric neighborhood of the origin $I \subset \mathbb{R}$. Then for every smooth function $u$ on $\mathbb{R}^{n}$ and $x \in \mathbb{R}^{n}$ we have

$$
\left[\frac{d}{d t} Y(u \circ \exp (-t X))\right](\exp (t X) x)=[X, Y](u \circ \exp (-t X))(\exp (t X) x), \quad t \in I
$$

Proof. By a direct computation we get

$$
\begin{align*}
& Y\left(\frac{d}{d t}(u \circ \exp (-t X))\right)(\exp (t X) x)+Y(u \circ \exp (-t X))\left(\frac{d}{d t} \exp (t X) x\right)=  \tag{12}\\
& -Y X(u \circ \exp (-t X))(\exp (t X) x)+X Y(u \circ \exp (-t X))(\exp (t X) x)
\end{align*}
$$

and the proof is complete.
Definition 1.1.3 Given a smooth vector field on $\mathbb{R}^{n}, X=\sum_{i=1}^{n} a_{i}(x) \partial_{x_{i}}$ we shall denote by $X^{*}$ the formal adjoint to $X$ in $L^{2}\left(\mathbb{R}^{n}\right)$, namely the operator which for all $\phi, \psi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\int_{\mathbb{R}^{n}} \phi(x) X \psi(x) d x=\int_{\mathbb{R}^{n}} \psi X^{*} \phi(x) d x .
$$

If $X$ is a smooth vector field, the operator $X^{*}$ can be written as

$$
X^{*}=\sum_{i=1}^{n}-\partial_{x_{j}}\left(a_{j}(x) \cdot\right) .
$$

1.2. CC-distance. A Carnot-Carathéodory (CC) space is a manifold $M$ with a metric induced by a fixed family of vector fields. Since we are interested in local properties we restrict our attention only to open and connected subset of $\mathbb{R}^{n}$. Let $\Omega \subset \mathbb{R}^{n}$ be an open set and let $\mathcal{X}=\left(X_{1}, \ldots, X_{m}\right)$, with $m \leq n$ an $X_{i}, i=1, \ldots, m$ smooth vector fields on $\Omega$. A detailed introduction to CC spaces can be found in [9], here we recall only the basic definitions.

Definition 1.1.4 A Lipschitz continuous map $\gamma:[0, T] \rightarrow \Omega, T \geq 0$, is admissible with respect to $\mathcal{X}$ if there exist measurable functions $\left(h_{1}, \ldots, h_{m}\right):[0, T] \rightarrow \mathbb{R}^{m}$ such that (i) $\gamma^{\prime}(t)=\sum_{i=1}^{m} h_{i}(t) X_{i}(\gamma(t))$ for a.e. $t \in[0, T]$
(ii) $\|h\|_{L^{\infty}(0, T)}<+\infty$.

The curve $\gamma$ is subunit if it is admissible and for a.e. $\in[0, T], \sum_{j=1}^{m} h_{j}^{2}(t) \leq 1$.
Now we introduce the function $d: \Omega \times \Omega \rightarrow[0,+\infty]$, called CC distance, defined as

$$
\begin{gather*}
d_{C C}(x, y)=\inf \{T \geq 0 \mid \text { there exists a subunit curve } \gamma:[0, T] \rightarrow \Omega, \\
\text { such that } \gamma(0)=x, \gamma(T)=y\} . \tag{13}
\end{gather*}
$$

If the set on the right hand side of (13) is empty, then we set $d_{C C}(x, y)=+\infty$. In general it is false that the CC distance, with respect to $\mathcal{X}$, between two points will be finite. However, we have the following important fact, see for instance [9].
Theorem 1.1.5 If $d(x, y)<+\infty$ for all $x, y \in \Omega$, then $(\Omega, d)$ is a metric space, called a CarnotCarathéodory space.

Given a multi-index $I=\left(i_{1}, \ldots, i_{p}\right), 1 \leq i_{j} \leq m$, we set $|I|=p$ and

$$
\begin{equation*}
X_{[I]}=\left[X_{i_{1}},\left[\ldots,\left[X_{i_{p-1}}, X_{i_{p}}\right] \ldots\right]\right] . \tag{14}
\end{equation*}
$$

Throughout the thesis we always assume that the family $\mathcal{X}$ of vector fields $X_{1}, \ldots, X_{m}$ satisfy the Hörmander condition, [57] : for any open bounded set $\Omega \subset \mathbb{R}^{n}$, and for every $x \in \mathbb{R}^{n}$ there exists an integer $r=r(\Omega)$ such that

$$
\begin{equation*}
\operatorname{span}\left\{X_{[I]}(x):|I| \leq r\right\}=\mathbb{R}^{n} \tag{15}
\end{equation*}
$$

If condition (15) is satisfied the CC distance is finite, hence by Theorem 1.1.5 the space $(\Omega, d)$ is a metric space. This well know result was first proved by Chow in [47]. The metric space $(\Omega, d)$ under the assumption (15) is also called a Sub-Riemannian space.
Example 1.1.6 Let us fix $m<n$ and consider $\mathbb{R}^{m} \times \mathbb{R}^{n-m}=\mathbb{R}^{n}$. Denote by $\left(\bar{x}, x^{\prime}\right) \in$ $\mathbb{R}^{m} \times \mathbb{R}^{n-m}$ the points in $\mathbb{R}^{n}$ and define $n$ vector fields as follows

$$
X_{1}=\partial_{x_{1}}, \ldots, X_{m}=\partial_{x_{m}} \quad X_{m+1}=|\bar{x}|^{2 k} \partial_{x_{m+1}}, \ldots, X_{n}=|\bar{x}|^{2 k} \partial_{x_{n}},
$$

where $|\cdot|$ denote the Euclidean norm and $k \in \mathbb{N}, k>0$. Clearly the family $\mathcal{X}=$ $\left(X_{1}, \ldots, X_{n}\right)$ satisfies the Hörmander condition in fact

$$
[\underbrace{X_{i}, \cdots,}_{(k-1) \text {-times }}\left[X_{i}, X_{m+j}\right] \cdots]=(2 k)!\partial_{x_{m+j}},
$$

for every $0<i \leq m$ and $0<j \leq n-m$. The induced CC metric $d$ on $\mathbb{R}^{n}$ is called the Grushin metric. This kind of sub-Riemannian metric has been introduced by Franchi and Lanconelli in $[36,37]$. Notice that if $k$ is a positive real number, the Hörmander condition is in general no longer verified by the family $X_{1}, \ldots, X_{n}$. However it is not difficult to prove that the Carnot-Carathéodory distance is well defined and finite also in this more general case, see for instance [79].

Since throughout the thesis we will need different CC-distances, first we introduce the notion of local equivalence. Following the terminology of [83], we introduce the following definition.
Definition 1.1.7 We say that two distances $\rho_{1}$ and $\rho_{2}$ in $\mathbb{R}^{n}$ are equivalent, if for every compact set $K \subset \mathbb{R}^{n}$, there exist $c_{K} \geq 1$, depending on $K$, such that

$$
c_{K}^{-1} \rho_{1}(x, y) \leq \rho_{2}(x, y) \leq c_{K} \rho_{1}(x, y) \quad \text { for all } \quad x, y \in K .
$$

One can prove that the distance (13) is equivalent to the following one, which was first introduced in [32].
Definition 1.1.8 For every $x, y \in \mathbb{R}^{n}$ we define

$$
\begin{equation*}
d(x, y)=\inf \left\{t>0: \text { there exists } \gamma \in \Gamma_{x, y}(t)\right\} \tag{16}
\end{equation*}
$$

where $\Gamma_{x, y}(t)$ denotes the family of all absolutely continuous curves $\gamma:[0, t] \longrightarrow \mathbb{R}^{n}$ with $\gamma(0)=x, \gamma(t)=y$ and such that for a.e. $s \in[0, t]$ we have

$$
\dot{\gamma}(s)=\sum_{j=1}^{m} a_{j}(s) X_{j}(\gamma(s)) \quad \text { and } \quad \max _{1 \leq j \leq m}\left|a_{j}(s)\right| \leq 1 .
$$

Metric balls are defined using the following notation

$$
B_{x, r}=\left\{z \in \mathbb{R}^{n}: d(z, x)<r\right\}, \quad D_{x, r}=\left\{z \in \mathbb{R}^{n}: d(z, x) \leq r\right\}
$$

for any $r>0$ and $x \in \mathbb{R}^{n}$.
Throughout the thesis we refer to $d$ when speaking of Carnot-Charatheodory distance.
1.3. Sobolev spaces. Next, we introduce the anisotropic Sobolev space $W_{\mathcal{X}}^{1, p}$ with respect to the family $\mathcal{X}$. Throughout, for every open set $\Omega \subset \mathbb{R}^{n}$ we denote by $\mathcal{C}_{c}^{\infty}(\Omega)$, the class of smooth functions with compact support.
Definition 1.1.9 Given an open set $\Omega \subset \mathbb{R}^{n}$, we define the $\mathcal{X}$-Sobolev space $W_{\mathcal{X}}^{1, p}(\Omega)$, with $1 \leq p \leq \infty$, as follows

$$
W_{\mathcal{X}}^{1, p}(\Omega)=\left\{f \in L^{p}(\Omega), X_{j} f \in L^{p}(\Omega), j=1, \ldots, m\right\},
$$

where $X_{j} u$ is the distributional derivative of $u \in L_{l o c}^{1}(\Omega)$, namely

$$
\left\langle X_{i} u, \phi\right\rangle=\int_{\Omega} u X_{i}^{*} \phi d x, \quad \phi \in C_{0}^{\infty}(\Omega),
$$

and $X_{i}^{*}$ is the formal adjoint of $X_{i}$, namely, $X_{i}^{*}=-X_{i}-\operatorname{div} X_{i}$.
The linear space $W_{\mathcal{X}}^{1, p}(\Omega)$ is turned into a Banach space by the norm

$$
\|f\|_{W_{\chi}^{1, p}(\Omega)}:=\|f\|_{L^{p}(\Omega)}+\sum_{j=1}^{m}\left\|X_{i} f\right\|_{L^{p}(\Omega)} .
$$

The following Meyers-Serrin type theorem was proved in [38, 42] and holds for a more general class of vector fields than the smooth ones. We also remark that the method goes back to the work of Friedrichs [40].

Theorem 1.1.10 Let $\mathcal{X}=\left(X_{1}, \ldots, X_{m}\right)$ be a system of locally Lipschitz vector fields and let $\Omega \subset \mathbb{R}^{n}$ be an open set. If $1 \leq p<\infty$ then

$$
C^{\infty}(\Omega) \cap W_{\mathcal{X}}^{1, p}(\Omega) \text { is dense in } W_{\mathcal{X}}^{1, p}(\Omega) .
$$

In view of Theorem 1.1.10, the following definition is natural.
Definition 1.1.11 Let $\mathcal{X}$ be a family of Lipschitz continuous vector fields. If $1 \leq p<\infty$ then we define

$$
W_{\mathcal{X}, 0}^{1, p}(\Omega):={\overline{C_{0}^{\infty}}(\Omega)}^{W_{\mathcal{X}}^{1, p}}
$$

As in the Euclidean case Lipschitz continuous functions with respect to $d$ are $W_{\mathcal{X}}^{1, \infty}$ functions, see [39, 43].
Theorem 1.1.12 Let $\Omega \subset \mathbb{R}^{n}$ be a bounded, open set with $d_{\Omega}=\sup _{x, y \in \Omega} d(x, y)<\infty$. If for a given function $u: \Omega \rightarrow \mathbb{R}$ we have for some constant $C>0$

$$
|u(x)-u(y)| \leq C d(x, y), \quad \text { for } x, y \in \Omega
$$

then $u \in W_{\mathcal{X}}^{1, \infty}(\Omega)$.

## 2. Stratified groups

In this section we introduce a particular class of CC spaces, called Carnot groups. These groups are the main object of study in the thesis. First, we recall the definition of Lie group and Lie algebra.
Definition 1.2.1 A Lie group is a differentiable manifold $G$ endowed with a differentiable group structure, namely the product $(x, y) \mapsto x \cdot y$ and the inversion $x \mapsto x^{-1}$ are smooth maps. We denote by 0 the identity of the group.
Definition 1.2.2 A vector field $X \in \Gamma(T G)$ is left invariant if

$$
d l_{g}(X(0))=X(g) \quad \text { for every } g \in \mathbb{G}
$$

where the map $l_{g}$ is the diffeomorphism $l_{g}: \mathbb{G} \rightarrow \mathbb{G}$ defined as $l_{g}(x)=g x, x \in \mathbb{G}$.
Notice that if we look at vector fields as differential operators, the left invariance of $X \in \Gamma(T G)$ is equivalent to the following

$$
X\left(u \circ l_{g}\right)=(X u) \circ l_{g}, \quad \text { for any } u \in C^{\infty}(\mathbb{G}) .
$$

Let $X_{j}$ left invariant vector fields on $\mathbb{G}$, given a multi-index $\alpha \in \mathbb{N}^{p}$ define $X^{\alpha}$ as $X^{\alpha}=$ $X_{1}^{\alpha_{1}} \cdots X_{p}^{\alpha_{p}}$. Then for every smooth function $u$ on $\mathbb{G}$ and every $x, g \in \mathbb{G}$, we have

$$
\begin{equation*}
X^{\alpha}(u(g x))=\left(X^{\alpha} u\right)(g x) . \tag{17}
\end{equation*}
$$

By definition of left invariant vector field, $X_{j}(g x)=d l_{g} X_{j}(x)$ moreover given a smooth function $u, X_{j} u(x)=\left\langle d u(x), X_{j}(x)\right\rangle$. Thus for every $j=1, \ldots, m_{1}$ we have

$$
\begin{aligned}
X_{j} u(g x) & =\left\langle d\left(u \circ l_{g}\right)(x), X_{j}(x)\right\rangle \\
& =\left\langle d u(g x) d l_{x}, X_{j}(g)\right\rangle \\
& =\left\langle d u(g x), X_{j}(g x)\right\rangle=\left(X_{j} u\right)(g x) .
\end{aligned}
$$

Clearly the previous equality implies (17).
Definition 1.2.3 We say that a finite dimensional vector space $\mathfrak{g}$ is a Lie algebra if there exists an antisymmetric bilinear map

$$
\mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}, \quad(X, Y) \rightarrow[X, Y],
$$

such that the Jacobi identity holds, i.e. for every $X, Y, Z \in \mathfrak{g}$

$$
[X,[Y, Z]]+[Z,[X, Y]]+[Y,[Z, X]]=0
$$

A linear subspace $\mathfrak{a} \subset \mathfrak{g}$ is a Lie sub algebra of $\mathfrak{g}$ if $[X, Y] \in \mathfrak{a}$ for any $X, Y \in \mathfrak{a}$.
Let $\mathcal{G}$ be the set of all vector fields $X \in \Gamma(T G)$ which are left invariant. Since for every $X, Y \in \Gamma(T G)$, and every diffeomorphism $f: G \rightarrow \mathbb{G}$, we have

$$
f_{\star}[X, Y]=\left[f_{\star} X, f_{\star} Y\right],
$$

it follows that $\mathcal{G}$ is a Lie subalgebra of $\Gamma(T \mathbb{G})$. Hence $\mathfrak{g}=\mathcal{G}$ is called the Lie algebra associated to $G$.

Now we introduce the exponential map in Lie groups. Consider the following system of O.D.E.

$$
\begin{cases}\partial_{t} \phi(x, t) & =X(\phi(x, t))  \tag{18}\\ \phi(x, 0) & =x\end{cases}
$$

where $X \in \mathcal{G}$. The flow $\phi$ is defined on all $\mathbb{R}$, this is a consequence of the left invariance of $X$. More precisely if $\phi(x, \cdot)$ is defined on some interval $[0, b]$ then also $\phi(x, \cdot)=x \cdot \phi(e, \cdot)$ is defined on $[0, b]$. Moreover

$$
\phi\left(\phi\left(e, \frac{b}{2}\right), t\right)=\phi\left(e, \frac{b}{2}\right) \phi(e, t)=\phi\left(e, t+\frac{b}{2}\right),
$$

hence $\phi(e, \cdot)$ can be extended on $\left[0, \frac{3 b}{2}\right]$. This argument can be repeated analogously on the left side.
Definition 1.2.4 For any $X \in \mathcal{G}$ we define the $\operatorname{map} \operatorname{Exp}: \mathcal{G} \rightarrow \mathbb{G}$ as

$$
\operatorname{Exp}(X):=\phi(e, 1)
$$

where $\phi$ is the flow associated to the system (18).
Definition 1.2.5 Let $\mathfrak{g}$ be a Lie algebra and $\mathfrak{a}, \mathfrak{b}$ two subspaces. We denote by $[\mathfrak{a}, \mathfrak{b}]$ the subspace of $\mathfrak{g}$ generated by all linear combinations of elements $[X, Y$ ], where $X \in \mathfrak{a}$ and $Y \in \mathfrak{b}$. For each $k \in \mathbb{N} \backslash\{0\}$ we define by induction the following subspaces

$$
\mathfrak{g}^{1}=\mathfrak{g}, \quad \mathfrak{g}^{k+1}=\left[\mathfrak{g}^{k}, \mathfrak{g}\right]
$$

The family $\left(\mathfrak{g}^{k}\right)_{k \geq 1}$ is called the descending central sequence of $\mathfrak{g}$. If there exists a positive integer $s$ such that $g^{s+1}=0$ we say that $\mathfrak{g}$ is a nilpotent Lie algebra of step $s$. A Lie group $G$ is said to be nilpotent if its Lie algebra is nilpotent.
Theorem 1.2.6 (1.127 in [62]) If $\mathbb{G}$ is a simply connected nilpotent Lie group with Lie algebra $\mathfrak{g}$, then the exponential map is a diffeomorphism of $\mathfrak{g}$ onto $\mathfrak{G}$.

As a consequence of the preceding theorem we can define the inverse map $\ln =\operatorname{Exp}^{-1}$ in simply connected nilpotent groups.

Now we state the important Baker-Campbell-Hausdorff formula, in the sequel called BCH formula, were a relation between vectors of the algebra and the product of their corresponding exponentials is established.
Theorem 1.2.7 (B. 22 in [62]) Let $\mathbb{G}$ be a Lie group with Lie algebra $\mathcal{G}$. Then for all $X, Y$ sufficiently close to 0 in $\mathfrak{g}, \operatorname{Exp}(A) \operatorname{Exp}(B)=\operatorname{Exp}(C)$, where

$$
C=A+B+C_{2}+\ldots+C_{n}+\ldots
$$

is a convergent series which $H_{2}=\frac{1}{2}[X, Y]$ and $H_{n}$ is finite linear combination of expressions $\left(a d X_{1}\right) \cdots\left(a d X_{n-1}\right) X_{n}$ with each $X_{j}$ equal to either $X$ or $Y$. The particular linear combinations that occur may be taken to be independent of $G$, as well as of $X$ and $Y$.

Explicit computation shows that

$$
\begin{equation*}
C_{3}=\frac{1}{12}[X,[X, Y]]+\frac{1}{12}[Y,[Y, X]], \quad C_{4}=-\frac{1}{24}[X,[Y,[X, Y]]] . \tag{19}
\end{equation*}
$$

Definition 1.2.8 We say that a Lie algebra $\mathfrak{g}$ is graded if it can be decomposed as a direct sum of vector spaces as

$$
\mathfrak{g}=V_{1} \oplus \cdots \oplus V_{s}, \quad s \in \mathbb{N},
$$

with $V_{i+1} \subset\left[V_{i}, V_{1}\right]$ for any $i \in \mathbb{N} \backslash\{0\}$, and $V_{j}=\{0\}$ for any $j>s$. A Lie group whose Lie algebra is graded is called graded group. The previous decomposition is called the grading of the group. If $G$ is a simply connected group associated to the algebra $\mathfrak{g}$, we define for every $x \in \mathbb{G}$ the subspace of degree $k$ at $x$ as follows

$$
H_{x}^{k} \mathbb{G}=\left\{X(x) \mid X \in V_{j}\right\} \subset T_{x} \mathbb{G}
$$

We denote by $H_{k}=\operatorname{Exp} V_{k} \subset G$ the space of elements in $G$ of degree $k=1, \ldots, s$.
Remark 1.2.9 Notice that any graded group is nilpotent and the positive integer $s$ is the step of the group. This follows because we assume that the group is finite dimensional.
Definition 1.2.10 Let $\mathfrak{g}$ be a graded algebra. Then for every $t \leq 0$, we define the map $\delta_{t}: \mathfrak{g} \rightarrow \mathfrak{g}$ as

$$
\delta_{t}(v)=\sum_{i=1}^{s} r^{i} v_{i},
$$

where $v=\sum_{i=1}^{S} v_{i}, v_{i} \in V_{i}$. If $t<0$ we define $\delta_{t}$ as

$$
\delta_{t}(v)=-\delta_{|t|}(v) .
$$

Definition 1.2.11 A graded algebra $\mathfrak{g}$ with grading

$$
\mathfrak{g}=V_{1} \oplus \cdots \oplus V_{s}, s \in \mathbb{N}
$$

is called stratified if for any $i \in \mathbb{N} \backslash\{0\}$ we have $V_{i+1}=\left[V_{i}, V_{1}\right]$, where $V_{j}=\{0\}$ for any $j>s$. A Lie group whose Lie algebra is stratified is called stratified group or Carnot group.

A stratified group can be also thought of as a graded vector space $G=H_{1} \oplus \cdots \oplus H_{l}$ with a polynomial group operation given by the Baker-Campbell-Hausdorff formula. The left invariant vector fields of $V_{j}$ are exactly the ones that at the origin take values in $H_{j}$. Recall that the origin is exactly the unit element of the group. A scalar product on $G$ will be understood, assuming that all subspaces $H_{j}$ are orthogonal. We denote by $\pi_{j}: \mathbb{G} \longrightarrow H_{j}$ the associated orthogonal projections. For every $s=1, \ldots l$, we fix a basis $\left(e_{m_{s-1}+1}, \ldots, e_{m_{s}}\right)$ of $H_{s}$, then

$$
\sum_{i=m_{s-1}+1}^{m_{s}} x_{i} e_{i} \in H_{s} \quad \text { and } \quad x=\sum_{s=1}^{l} \sum_{i=m_{s-1}+1}^{m_{s}} x_{i} e_{i} .
$$

Throughout the thesis, for every Carnot group $G$ we also fix

$$
\begin{equation*}
\left(X_{m_{s-1}+1}, \ldots, X_{m_{s}}\right) \tag{20}
\end{equation*}
$$

as the basis of $V_{s}$ such that, with respect to the coordinates $\left(x_{j}\right), X_{j}$ is $e_{j}$.
We define the homogeneous dimension of $G$ as

$$
Q=\sum_{i=1}^{s} i \operatorname{dim}\left(V_{i}\right) .
$$

2.1. The Heisenberg groups. The first examples of non abelian stratified Lie groups are the so called Heisenberg groups $\mathbb{H}^{n}$, defined as follows.
Definition 1.2.12 A Lie algebra $\mathfrak{h}_{2 n+1}=V_{1} \oplus V_{2}$ with basis $\left(X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}\right)$, $T$ respectively of $V_{1}$ and $V_{2}$, that satisfies relations

$$
\left[X_{i}, X_{j}\right]=0, \quad\left[Y_{i}, Y_{j}\right]=0, \quad\left[X_{j}, Y_{j}\right]=T
$$

for every $j, i=1, \ldots, n$ is called Heisenberg algebra. The Heisenberg group $\mathbb{H}^{n}$ is the simply connected nilpotent Lie group associated to $\mathfrak{h}_{2 n+1}$.

Using exponential coordinates on $\mathbb{H}^{n}$ we identify the group as the algebra $\mathfrak{h}_{2 n+1}$. The group operation is given by the Backer-Campbell-Hausdorff formula as

$$
x \cdot y=x_{1}+y_{1}+x_{2}+y_{2}+\beta\left(x_{1}, y_{1}\right)
$$

where $\beta: V_{1} \times V_{1} \rightarrow V_{2}$ is non-degenerate, bilinear and skew-symmetric. Moreover we have used the unique decomposition $x=x_{1}+x_{2}, x_{1} \in V_{1}$ and $x_{2} \in V_{2}$.
Remark 1.2.13 Notice that, for every $t \in V_{2}$ and $x_{1} \in V_{1}$, with $x_{1} \neq 0$, there exists $y_{1} \in V_{1}$ such that $\beta\left(x_{1}, y_{1}\right)=t$. In fact, $\beta$ is a non-degenerate bilinear form.
2.2. Carnot groups as CC spaces. Let $G=H_{1} \oplus \cdots \oplus \mathbb{H}_{l}$ be a Carnot group, with stratified Lie algebra $\mathfrak{g}=V_{1} \oplus \cdots \oplus V_{\iota}, \iota \geq 2$. Fix an orthonormal basis ( $X_{1}, \ldots, X_{m}$ ) of $V_{1}$ as in (20). Since the algebra $\mathfrak{g}$ is stratified the Hörmander condition (15) is clearly verified hence the basis $\left(X_{1}, \ldots, X_{m}\right)$ induces a CC metric $d$ on $\mathbb{R}^{n}$. Moreover, since the fields inducing the metric space $d$ are left invariant and 1-homogeneous one can prove the following remarkable facts:

$$
\begin{aligned}
& d\left(\delta_{\lambda} x, \delta_{\lambda} y\right)=\lambda d(x, y) \\
& d(g \cdot x, g \cdot y)=d(x, y)
\end{aligned}
$$

for all $x, y, g \in \mathbb{G}$ and $\lambda>0$.
Now we define a class of distances that are compatible with the geometry of stratified groups.
Definition 1.2.14 Let $G$ be a graded group. A homogeneous distance on $G$ is a continuous map $\eta: G \times G \rightarrow[0,+\infty[$ that makes $(G, d)$ a metric spaces and has the following properties:
(i) $\eta(x, y)=\eta(u x, u y)$ for every $x, y, u \in \mathbb{G}$,
(ii) $\eta\left(\delta_{t} x, \delta_{t} y\right)=\operatorname{t\eta }(x, y)$ for every $t>0$.

We denote by $\eta(x)$ or $\|x\|$ the homogeneous norm of $x$ induced by the distance $\eta$, i.e. $\|x\|:=\eta(x, 0)$. As in [35], open balls with respect to the Carnot-Carathéodory distance $d$ will be denoted by $B_{x, r}$. Balls of radius $r$ centered ad 0 will be denoted simply by $B_{r}$. The symbols $D_{x, r}$ and $D_{r}$ denote closed balls with analogous meanings.
Proposition 1.2.15 (2.3.37 in [72]) Let $\eta$ and $\delta$ be homogeneous distances on $G$. Then there exist two positive constants $C_{1}$ and $C_{2}$ such that for any $x, y \in \mathbb{G}$ we have

$$
C_{1} \delta(x, y) \leq \eta(x, y) \leq C_{2} \delta(x, y)
$$

Proposition 1.2.16 (2.3.39 in [72]) Let d be the CC-distance induced by $\left(X_{1}, \ldots, X_{1}\right)$ of a Carnot group $\mathbb{G}$. Then d is an homogeneous distance.

Carnot groups are nilpotent and so unimodular, thus the right and the left Haar measures coincide, up to constants. We shall denote by $\mathcal{H}^{k}$ the Hausdorff $k$-dimensional measure associated to the Carnot-Carathéodory distance on $G$. The Hausdorff measure $\mathcal{H}^{Q}$ by the left translation and scaling invariance of the CC distance is an Haar measure on $G$ and it will be also denoted by vol $_{G}$. Moreover, in exponential coordinates, this measure coincides with a constant multiple of the Lebesgue measure on $\mathbb{R}^{n}$. From these considerations it follows that

$$
\operatorname{vol}_{\mathrm{G}}\left(\delta_{\lambda}(A)\right)=\lambda^{Q_{\operatorname{vol}_{\mathrm{G}}}(A),}
$$

for all Borel sets $A \subseteq \mathbb{G}$. In particular

$$
\begin{equation*}
\operatorname{vol}_{G}\left(B_{\rho}(g)\right)=c \rho^{Q} \tag{21}
\end{equation*}
$$

for some constant $c>0$ independent of $g$.
The following proposition is a well known fact, see for instance Lemma 1.40 in [35].
Proposition 1.2.17 Let $\mathbb{G}$ be a stratified group and let $\left(e_{1}, \ldots, e_{m_{1}}\right)$ be an orthonormal basis of $H_{1}$. Then there exists a positive integer $\gamma$ along with a vector of integers $\left(i_{1}, \ldots, i_{\gamma}\right) \in 1, \ldots, m_{1}{ }^{\gamma}$ and
a bounded open set $U \subset \mathbb{R}^{\gamma}$ such that

$$
\begin{equation*}
D_{0,1} \subset\left\{\prod_{s=1}^{\gamma} a_{s} e_{i_{s}} \mid\left(a_{1}, \ldots, a_{\gamma}\right) \in U\right\} \tag{22}
\end{equation*}
$$

Remark 1.2.18 The inclusion (22) can be always established by a rescaling argument, once we know that $\left\{\prod_{s=1}^{\gamma} a_{s} w_{i_{s}} \mid\left(a_{s}\right) \subset U\right\}$ is a neighborhood of the origin.
Definition 1.2.19 Let $U \subset \mathbb{R}^{\gamma}$ and $\left(i_{1}, \ldots, i_{\gamma}\right) \in\left\{1, \ldots, m_{1}\right\}^{\gamma}$ be as in Proposition 1.2.17. Thus, we define

$$
\begin{equation*}
W=\left\{\prod_{s=1}^{\gamma} a_{s} w_{i_{s}} \mid\left(a_{s}\right) \subset U\right\}, \quad \text { and } \quad M=\sup _{y \in W}\|y\| . \tag{23}
\end{equation*}
$$

Definition 1.2.20 Let $\gamma$ be the positive integer defined in Proposition 1.2.17. Then we introduce the mapping $F: U \rightarrow G$ as follows

$$
F\left(a_{1}, \ldots, a_{\gamma}\right)=\prod_{s=1}^{N} a_{s} e_{s^{\prime}}
$$

Notice that we have $F(\lambda a)=\delta_{\lambda} F(a)$ for all $\lambda>0$ and $a \in \mathbb{R}^{N}$.

### 2.3. Calculus on stratified groups.

Definition 1.2.21 Let $L: G \rightarrow \mathbb{R}$. We say that $L$ is homogeneous if $\delta_{t}(L x)=L\left(\delta_{t} x\right)$ for every $t>0$.
Definition 1.2.22 We say that a map $L: G \rightarrow \mathbb{R}$ is an horizontal linear map, briefly $h$-linear map, if it is an homogeneous Lie group homomorphism. We denote by $H L(\mathbb{G}, \mathbb{R})$ the space of all h-linear maps.
Remark 1.2.23 Notice that the previous definition is equivalent to the following one: a $\operatorname{map} L: \mathbb{G} \longrightarrow \mathbb{R}$ is h-linear if and only if $L: \mathbb{G} \longrightarrow \mathbb{R}$ is linear and $L(x)=L\left(\pi_{1}(x)\right)$, for every $x \in \mathbb{G}$.

Now we introduce the concept of h-differential for real valued functions defined on $\mathbb{G}$, see also the seminal paper of Pansu 1.2.25.
Definition 1.2.24 We say that $u: \Omega \longrightarrow \mathbb{R}$ is $h$-differentiable at $x \in \Omega$, if there exists an h -linear mapping $L: \mathbb{G} \longrightarrow \mathbb{R}$ such that $u(x z)=u(x)+L(z)+o(\|z\|)$. Notice that $L$ is unique and we denote $L$ by $d_{H} u(x)$, and its associated vector with respect to the scalar product, that we call horizontal gradient is denoted by $\nabla_{H} u(x)$.
Theorem 1.2.25 ([85]) Let $\Omega \subset \mathbb{G}$ be an open set and let $u: \Omega \rightarrow \mathbb{R}$ be a Lipschitz function with respect to the CC distance. Then $u$ is a.e. h-differentiable in $\Omega$.

Following [4] we introduce the $X$-derivative in a Carnot group $G$. Given a vector field $X \in \Gamma(T G)$ we define the divergence $\operatorname{div} X$ in the sense of distributions as follows:

$$
\begin{equation*}
\int_{\mathbb{G}} X u d \operatorname{vol}_{G}=-\int_{\mathbb{G}} u \operatorname{div} X d \operatorname{vol}_{G} \quad \forall u \in C_{c}^{\infty}(\mathbb{G}) \tag{24}
\end{equation*}
$$

Definition 1.2.26 Let $u \in L_{\mathrm{loc}}^{1}(G)$ and let $X \in \Gamma(T G)$ be divergence-free. We denote by $X u$ the distribution

$$
\langle X u, v\rangle:=-\int_{G} u X v d \operatorname{vol}_{G}, \quad v \in C_{c}^{\infty}(\mathbb{G}) .
$$

If $f \in L_{\mathrm{loc}}^{1}(\mathbb{G})$, we write $X u=f$ if $\langle X u, v\rangle=\int_{\mathrm{G}} v f d \operatorname{vol}_{\mathrm{G}}$ for all $v \in C_{c}^{\infty}(\mathbb{G})$. Analogously, if $\mu$ is a Radon measure on $\mathbb{G}$, we write $X u=\mu$ if $\langle X u, v\rangle=\int_{G} v d \mu$ for all $v \in C_{c}^{\infty}(\mathbb{G})$.

Given $X \in \Gamma(T G)$ we denote by $\varphi_{X}: G \times \mathbb{R} \rightarrow \mathbb{G}$ the flow of $X$, assuming that $X$ is sufficiently smooth to ensure its global existence and uniqueness.
Theorem 1.2.27 ([4]) Let $u \in L_{\mathrm{loc}}^{1}(\mathbb{G})$ be satisfying $X u=0$ in the sense of distributions. Then, for all $t \in \mathbb{R}, u=u \circ \Phi_{X}(\cdot, t)$ vol $_{G}-$ a.e. in $\mathbb{G}$.

One can prove that all $X \in \mathfrak{g}$ are divergence free, using the invariance of the right Haar measure with respect to the flow of $X$ (see Remark 2.13 of [4] for details).
Definition 1.2.28 Let $\phi \in C_{c}^{\infty}(\mathbb{G})$ be a nonnegative function, whose support is contained in the unit open ball of $G$ with respect to the fixed homogeneous norm. For every $\varepsilon>0$, we set $\phi_{\varepsilon}(x)=\varepsilon^{-Q} \phi\left(\delta_{\frac{1}{\varepsilon}} x\right)$. We say that $\left\{\phi_{\varepsilon}\right\}_{\varepsilon>0}$ is a family of mollifiers. For all $x \in \mathbb{G}$, we define the functions $\Phi_{x, \varepsilon}: \mathbb{G} \rightarrow \mathbb{R}$ as $\Phi_{x, \varepsilon}(y)=\phi_{\varepsilon}\left(x y^{-1}\right)$.

Consider two measurable functions $f, g$ on $G$, their convolution is defined by

$$
\begin{equation*}
f \star g(x)=\int_{\mathbf{G}} f(y) g\left(y^{-1} x\right) d y \tag{25}
\end{equation*}
$$

provided the integral on the right hand side converges.
As in the Euclidean setting, it is useful to have a procedure which allows to regularize a function, see Proposition 1.20 [35].
Lemma 1.2.29 Let $f \in L_{l o c}^{1}(\Omega)$, and define $f_{\varepsilon}(x):=\phi_{\varepsilon} \star f(x)$. Then
(i) $f_{\varepsilon} \in C^{\infty}\left(\Omega_{\varepsilon}\right)$,
(ii) $f_{\varepsilon} \rightarrow f$ uniformly in $\Omega$ as $\varepsilon \downarrow 0$ provided $f$ is continuous.

Definition 1.2.30 Let $\Omega \subset \mathbb{G}$ be an open set. A function $u: \Omega \rightarrow \mathbb{R}$ is in the FollandStein class $\Gamma^{k}(\Omega)$ if it is continuous along with all its (distributional) derivatives $X^{I} u, I=$ $\left(i_{1}, \ldots, i_{k}\right)$ and $i_{l} \in\{1, \ldots, m\}$.

If $u \in \Gamma^{1}(\Omega)$ then we define the horizontal gradient as

$$
\begin{equation*}
\nabla_{H} u:=\left(X_{1} u, \ldots, X_{m} u\right) . \tag{26}
\end{equation*}
$$

Definition 1.2.31 Let $u \in L^{1}(\Omega)$, we say that $u$ has $h$-bounded second variation and write $u \in B V_{H}^{2}$ if the $X$-derivatives $X_{i} u, X_{i} X_{j} u$ are finite Radon measures for every $i, j=1, \ldots, m$. If $u \in L_{l o c}^{1}(\Omega)$ and $X_{i} u, X_{i} X_{j} u$ are Radon measures we write $u \in B V_{H, l o c}^{2}(\Omega)$.
2.4. Homogeneous polynomials. In the previous sections we have already introduced polynomials of homogeneous order 1, namely h-linear maps, see Definition (1.2.22). Now we define polynomials on $G$ of arbitrary homogeneous order and we prove some technical lemmas that we will need in Chapter 4.

Definition 1.2.32 We say that $P: G \rightarrow \mathbb{R}$ is a polynomial on $\mathbb{G}$, if with respect to some fixed graded coordinates we have $P(x)=\sum_{\alpha \in \mathcal{A}} c_{\alpha} x^{\alpha}$, under the convention $x^{\alpha}=\prod_{i=1}^{n} x_{i}^{\alpha_{i}}$, and $x_{j}^{0}=1$, where $\mathcal{A} \subset \mathbb{N}^{n}$ is a finite set.

The homogeneous degree of $P$ is the integer $h-\operatorname{deg}(P)=\max \{d(\alpha), \alpha \in \mathcal{A}\}$, where $d(\alpha)=$ $\sum d_{i} \alpha_{i}$, and $d_{i}=s$ if $m_{s-1}+1 \leq i \leq m_{s}$.

By the previous definitions, any polynomial $P$ can be decomposed into the sum of its $j$-homogeneous parts, denoted by $P^{(j)}$, hence

$$
P=\sum_{0 \leq j \leq h-\operatorname{deg} P} P^{(j)} .
$$

A polynomial is $j$-homogeneous if it coincides with its $j$-homogeneous part.
There is a canonical way to realize abstract stratified Lie algebras as algebras of vector fields over $\mathbb{R}^{n}$. Here we state some general facts on Carnot groups, based on the B-C-H formula.
For a proof of the following Proposition see [96], Chapter 12.
Proposition 1.2.33 In exponential coordinates the group product has the form

$$
x \cdot y=x+y+\mathcal{Q}(x, y) \quad \forall x, y \in \mathbb{R}^{n}
$$

where $\mathcal{Q}=\left(\mathcal{Q}_{1}, \ldots, \mathcal{Q}_{n}\right): \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and each $\mathcal{Q}_{i}$ is a homogeneous polynomial of degree $\alpha_{i}$ with respect to the intrinsic dilations of $\mathbb{G}$, i.e.

$$
\mathcal{Q}_{i}\left(\delta_{\lambda} x, \delta_{\lambda} y\right)=\lambda^{\alpha_{i}} \mathcal{Q}_{i}(x, y) \quad \forall x, y \in \mathbb{G}
$$

Moreover $\forall x, y \in \mathbb{G}$

$$
\begin{array}{rll}
\mathcal{Q}_{1}(x, y) \quad=\ldots= & Q_{m}(x, y)=0 \\
Q_{j}(x, 0)=Q_{j}(0, y)=0 & \text { and } \quad & Q_{j}(x, x)=Q_{j}(x,-x)=0, \quad m<j \leq n ;
\end{array}
$$

and for $i>m, Q_{i}$ is a sum of terms each of which contains a factor $\left(x_{j} y_{l}-x_{l} y_{j}\right)$ for some $1<$ $j, l<i$. Finally, if $m_{i-1}<j \leq m_{i}$ and $2 \leq i$, then

$$
Q_{j}(x, y)=\mathcal{Q}_{j}\left(x_{1}, \ldots, x_{m_{i-1}}, y_{1} \ldots, y_{m_{i-1}}\right) .
$$

Exponential coordinates characterize the left invariant vector fields $X_{j}$ as vector fields on $\mathbb{R}^{n}$.
Proposition 1.2.34 The vector fields $X_{j}$ have polynomial coefficients, moreover if $m_{l-1}<j \leq m_{l}$ and $1 \leq l \leq s$,

$$
X_{j}(x)=\partial_{j}+\sum_{i>m_{l}}^{n} q_{i, j}(x) \partial_{i},
$$

where $q_{i, j}(x)=\left.\frac{\partial \mathcal{Q}_{i}}{\partial y_{j}}(x, y)\right|_{y=0}$, so that if $m_{l-1}<i \leq m_{l}$ then $q_{i, j}(x)=q_{i, j}\left(x_{1}, \ldots, x_{m_{l-1}}\right)$ and $q_{i, j}(0)=0$.

As in [35], given $a \in \mathbb{N}$, we shall denote by $\mathcal{P}_{a}$ the space of polynomials of homogeneous degree $\leq a$. Moreover, by Proposition 1.25 in [35], $\mathcal{P}_{a}$ is invariant under left
translations. Given a multi-index $I=\left(i_{1}, \ldots, i_{n}\right), 1 \leq i_{j} \leq m_{1}$ set

$$
X^{I}=X_{i_{1}} \cdots X_{i_{n}}
$$

and $|I|=n$.
Proposition 1.2.35 (1.30 in [35]) Take $a \in \mathbb{N}$, and let $\mu$ be the dimension of $\mathcal{P}_{a}$. Then the map

$$
P \rightarrow\left(X^{I} P(0)\right)_{|I| \leq a,}
$$

is a linear isomorphism from $\mathcal{P}_{a}$ to $\mathbb{C}^{\mu}$.
Remark 1.2.36 Let $P$ be a polynomial of homogeneous degree at most 2 , and suppose that $P(0)=p_{0}$ and $X_{i} P(x)=l_{i}(x)$, for $i=1, \ldots, m_{1}$ where $l_{i}: G \rightarrow \mathbb{R}$ are h-linear maps. Clearly we can compute $\left(X^{\alpha} P\right)(0)$ for each multi-index $\alpha,|\alpha| \leq 2$, then by the previous proposition $P$ is uniquely determined.

We are interested to find the explicit isomorphism of the previous proposition in the case of real polynomials of homogeneous degree less than or equal to two.
Lemma 1.2.37 Let $P$ be a 2-homogeneous polynomial

$$
P(x)=\frac{1}{2} \sum_{1 \leq i, j \leq m_{1}} c_{i j} x_{i} x_{j}+\sum_{s=m_{1}+1}^{m_{2}} c_{s} x_{s}
$$

Then the following formula holds

$$
\begin{equation*}
P(x)=\left\langle\nabla_{V_{2}} P, x\right\rangle+\frac{1}{2}\left\langle\nabla_{H}^{2} P x, x\right\rangle, \tag{27}
\end{equation*}
$$

here $\left\langle\nabla_{V_{2}} P, x\right\rangle=\sum_{j=m_{1}+1}^{m_{2}} X_{j} P x_{j}$, and $\nabla_{H}^{2}=\sum_{i, j} \frac{1}{2}\left\{X_{i} X_{j}+X_{j} X_{i}\right\}$, see also Definition 2.2.4.
Proof. Let us consider, with respect to the same system of graded coordinates, the left invariant vector fields

$$
X_{j}=\partial_{x_{j}}+\sum_{l=m_{d_{j}}+1}^{n} a_{j}^{l}(x) \partial_{x_{l}}
$$

for $j=1, \ldots, n$, where $a_{j}^{l}(x)$ are $\left(d_{l}-d_{j}\right)$-homogeneous polynomial.
Since $\nabla_{V_{2}} P=\left(X_{m_{1}+1} P, \ldots, X_{m_{2}} P\right)$ and $\nabla^{2} P$ are 0-homogeneous it follows that they are constant. The explicit expression of $X_{j}$ immediately yields $X_{j} P=c_{j}$ for all $j=m_{1}+$ $1, \ldots, m_{2}$. Hence, it remains to prove that

$$
\begin{equation*}
\frac{c_{i j}+c_{j i}}{2}=\frac{X_{i} X_{j} P+X_{j} X_{i} P}{2} \tag{28}
\end{equation*}
$$

for $1 \leq i, j \leq m_{1}$. First we observe that

$$
\begin{equation*}
X_{j}(x)=\partial_{x_{j}}+\sum_{l=m_{1}+1}^{m_{2}} \sum_{i=1}^{m_{1}} a_{j}^{l i} x_{i} \partial_{x_{l}}+\sum_{l=m_{2}+1}^{n} a_{j}^{l}(x) \partial_{x_{l}} \tag{29}
\end{equation*}
$$

since $a_{j}^{l}(x)=\sum_{i=1}^{m_{1}} a_{j}^{l i} x_{i}$ is 1-homogeneous for $d_{l}=2$ and $d_{j}=1$. Taking into account the previous expression, we arrive at the following

$$
X_{j} P(x)=\frac{1}{2} \sum_{i=1}^{m_{1}}\left(c_{i j}+c_{j i}\right) x_{i}+\sum_{i=1}^{m_{1}} \sum_{l=m_{1}+1}^{m_{2}} X_{l} P a_{j}^{l i} x_{i}
$$

that immediately yields

$$
\begin{equation*}
X_{i} X_{j} P=\frac{c_{i j}+c_{j i}}{2}+\sum_{l=m_{1}+1}^{m_{2}} X_{l} P a_{j}^{l i} \tag{30}
\end{equation*}
$$

Finally, formula (28) follows by the equality $a_{j}^{l i}=-a_{i}^{l j}$. This is in turn a consequence of the Baker-Campbell-Hausdorff formula for the second order bilinear terms.

Definition 1.2.38 Suppose $x \in \mathbb{G}, a \in \mathbb{N}$ and $f$ a function whose (distributional) derivatives $X^{I} f$ are continuous functions in a neighborhood of $x$ for $|I| \leq a$. We define the left Taylor polynomial of $f$ at $x$ of homogeneous degree $a$ as the unique $P \in \mathcal{P}_{a}$, such that $X^{I} P(0)=X^{I} f(x)$ for all $|I| \leq a$.
Theorem 1.2.39 (Stratified Taylor Inequality, 1.42 in [35]) For each positive integer $k$ there is a constant $C_{k}$ such that for all continuous function $f$ whose distributional derivatives $X^{I} f$ are continuous functions and for all $x, y \in \Omega$,

$$
\left|f(x y)-P_{x}(y)\right| \leq C_{k}\|y\|^{k} \eta\left(x, b^{k}\|y\|\right)
$$

where $P_{x}$ is the left Taylor polynomial of $f$ at $x$ of homogeneous degree $k, b$ is a constant depending only on $G$, and for $r>0$,

$$
\eta(x, r)=\sup _{\|z\| \leq r,|I|=k}\left|X^{I} f(x z)-X^{I} f(x)\right|,
$$

where $X^{I}=X_{i_{1}} \cdots X_{i_{l}}$, for a certain $l$ dependent on I and $\left(i_{1}, \ldots, i_{l}\right) \in\left\{1, \ldots, m_{1}\right\}^{l}$.
Lemma 1.2.40 Let $P: G \rightarrow \mathbb{R}$ be a polynomial of homogeneous degree at most 2 . Let $P^{(2)}(x)$ be the 2-homogeneous part of $P$, and define

$$
\lambda=\max _{\|w\|=1}\left|P^{(2)}(w)\right| .
$$

Consider $P(x h)$ as a function of $h \in \mathbb{G}$, then we have the following inequality

$$
P(x h) \geq P(x)+\left\langle\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2} .
$$

Proof. For every $1 \leq i, j \leq m_{1}$, we have $X_{i} X_{j} P=X_{i} X_{j}(P(x h))=c_{i, j}$ for every $x, h \in$ $G$. This is a consequence of the following general fact, given a smooth function $u$ and $X$, a left invariant vector field on $\mathbb{G}$, then $X(u(x h))=(X u)(x h)$. Consider $P(x h)$ as a function of $h$, applying Theorem 1.2.39 we get a polynomial $P_{x}(h)$ such that

$$
P(x h)=P_{x}(h)+o\left(\|h\|^{2}\right) .
$$

Notice that by the left translation invariance of $\mathcal{P}_{2}, P(x h)$ as a function of $h$ is a polynomial of homogeneous degree at most 2, hence $P(x h)=P_{x}(h)$. Clearly $P_{x}^{(0)}(h)=P(x)$ and $P_{x}^{(1)}(h)=\left\langle\nabla_{H} P(x), h\right\rangle$, as a consequence

$$
\begin{equation*}
P(x h)-P(x)-\left\langle\nabla_{H} P(x), h\right\rangle=P_{x}^{(2)}(h) . \tag{31}
\end{equation*}
$$

By (31) and previous considerations it follows that

$$
c_{i, j}=X_{i} X_{j} P(h)=X_{i} X_{j} P^{(2)}(x h)=X_{i} X_{j} P_{x}^{(2)}(h), \quad i, j=1, \ldots, m_{1} .
$$

Moreover all the other derivatives of $P_{x}^{(2)}$ are zero, thus we can conclude that $P_{x}^{(2)}(h)=$ $P^{(2)}(h)$ by Proposition 1.2.35. Finally we get

$$
\begin{aligned}
P(x h) & =P(x)+\left\langle\nabla_{H} P(x), h\right\rangle+P^{(2)}(h) \\
& \geq P(x)+\left\langle\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2} .
\end{aligned}
$$

2.5. Sub-Laplacians and sub-mean formulas on Carnot groups. In this section we present some basic facts on sub-Laplacians on Carnot groups, with a particular interest on the operator $\Delta_{H}=\sum_{i=1}^{m} X_{i}^{2}$, where $X_{1}, \ldots, X_{m}$ is the basis of $V_{1}$ defined in 20. Our reference for this section is the book [14] where this topic is covered in full generality. Some results presented here will be useful in Chapter 3 where we will give a simple proof of the $L^{\infty}-L^{1}$ estimates for h-convex functions using a sub-mean estimates of $\Delta_{H}$-subsolutions, see Theorem 2.2.10 (a). Also in Chapter 5 we will need a representation formula with respect to the fundamental solution of $\Delta_{H}$.
Definition 1.2.41 Any operator

$$
\mathcal{L}:=\sum_{i=1}^{m} Y_{i}^{2}
$$

where $Y_{1}, \ldots, Y_{m}$ is a basis of the horizontal layer $\mathbb{V}_{1}$, is called a sub-Laplacian on $\mathbb{G}$. Let $\left(X_{1}, \ldots, X_{m}\right)$ be the basis of $V_{1}$ defined in (20), we set

$$
\begin{equation*}
\Delta_{H}=\sum_{i=1}^{m} X_{i}^{2} \tag{32}
\end{equation*}
$$

For every open set $\Omega \subset G, \mathcal{D}(\Omega)$ corresponds to $C_{c}^{\infty}(\Omega)$ topologized in the standard way, where $\Omega$ is an open set of a stratified group thought of as a differentiable manifold. We denote by $\mathcal{D}^{\prime}(\Omega)$ the topological vector space of distributions on $\Omega$.
We say that a distribution $\tau \in \mathcal{D}^{\prime}(\Omega)$ is homogeneous of degree $\alpha$ if for every $\phi \in \mathcal{D}(\Omega)$ and $r>0$ we have $\left\langle\tau, \phi \circ \delta_{r}\right\rangle=r^{-\alpha-Q}\langle\tau, \phi\rangle$, where $Q=\sum_{i=1}^{l} i \operatorname{dim} V_{i}$ is the so called homogeneous dimension of $G$.
Definition 1.2.42 ([34]) Let consider the sub-Laplacian $\Delta_{H}=\sum_{i=1}^{m} X_{i}^{2}$ on G. A distribution $\Gamma$ on $\Omega$ is a fundamental solution for $\Delta_{H}$ if :
(i) $\Gamma \in C^{\infty}(\mathbb{G} \backslash\{0\})$,
(ii) $\Gamma \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$ and $\Gamma(x) \rightarrow 0$ when $d(x) \rightarrow+\infty$,
(iii) $\Delta_{H} \Gamma=-\delta_{0}$ in the sense of distributions.

From the hypoellipticity of $\Delta_{H}$, [57], one can infer the existence of a "local" fundamental solution of the operator $\Delta_{H}$ see Trèves [97]. Then by the homogeneity properties of $\Delta_{H}$ on can get the global result. Moreover one can prove that such fundamental solution is also unique, symmetric and $\delta_{\lambda}$-homogeneous.
Theorem 1.2.43 ([34], Theorem 2.1) Let $G$ be a Carnot group of homogeneous dimension $Q>2$, then there exists a fundamental solution $\Gamma$ for $\Delta_{H}$.
Definition 1.2.44 (5.4.1 in [14]) We call $\Delta_{H}$-gauge on $G$ an homogeneous norm $d_{H}$ smooth out of the origin and satisfying

$$
\Delta_{H}\left(d_{H}^{2-Q}\right)=0 \quad \text { in } G \backslash\{0\}
$$

The following Proposition relates a $\Delta_{H^{-}}$-gauge to the fundamental solution of $\Delta_{H}$.
Proposition 1.2.45 Let $\Gamma$ be the fundamental solution of $\Delta_{H}$ on $\mathbb{G}$. Then

$$
d_{0}(x):=\left\{\begin{array}{lr}
(\Gamma(x))^{\frac{1}{2-Q}} & \text { if } x \in \mathbb{G} \backslash\{0\} \\
0 & \text { if } x=0
\end{array}\right.
$$

is a $\Delta_{H}$-gauge.
Moreover, also the reverse of Proposition 1.2.45 holds, in fact in Theorem 5.5.6 in [14] it is proved that if $d_{H}$ is a $\Delta_{H}$ gauge on $G$, then there exists a positive constant $C$ such that $\Gamma=C d_{H}^{2-Q}$ is the fundamental solution of $\Delta_{H}$.
Definition 1.2.46 Let $d_{H}$ be the $\Delta_{H^{-}}$gauge. We set, for $x \in \mathbb{G} \backslash\{0\}$,

$$
\begin{equation*}
\Psi_{H}:=\left|\nabla_{H} d_{H}\right|^{2}(x) . \tag{33}
\end{equation*}
$$

Moreover, for every $x, y \in \mathbb{G}$ with $x \neq y$, we define the functions

$$
\begin{equation*}
\Psi_{H}(x, y):=\Psi_{H}\left(x^{-1} y\right) \quad \text { and } \quad \mathcal{K}_{H}:=\frac{\left|\nabla_{H} d_{H}\right|^{2}\left(x^{-1} y\right)}{\left|\nabla\left(d\left(x^{-1} \cdot\right)\right)\right|(y)} . \tag{34}
\end{equation*}
$$

Remark 1.2.47 We observe that $\Psi_{H}$ is $\delta_{\lambda}$-homogeneous of degree 0 . This is a consequence of the following general fact: given an homogeneous vector field $X$ of degree $d_{X}$ and a function $f: \mathbb{G} \rightarrow \mathbb{R}$, homogeneous of degree $d_{f}$, then the function $X f$ is homogeneous of degree $d_{f}-d_{X}$. As a consequence, since $\nabla_{H}$ is 1 -homogeneous as $d_{H}$, we deduce that $\left|\nabla_{H} d_{H}\right|$ is 0 -homogeneous.
Definition 1.2.48 Let $\Omega$ be an open subset of $G$, and $u \in C^{2}(\Omega)$. Then for every $x \in \Omega$ and $r>0$ such that $D(x, r) \subset \Omega$, we define surface mean as

$$
\begin{equation*}
\mathcal{M}_{r}(u)(x):=\frac{(Q-2) \beta_{d}}{r^{Q-1}} \int_{\partial B(x, r)} \mathcal{K}_{H}(x, z) u(z) d \mathcal{H}^{n-1}(z), \tag{35}
\end{equation*}
$$

and the solid mean as

$$
\begin{equation*}
M_{r}(u)(x):=\frac{m_{d}}{r Q} \int_{B(x, r)} \Psi_{H}\left(x^{-1} y\right) u(y) d y \tag{36}
\end{equation*}
$$

where $\mathcal{K}_{H}$ and $\Psi_{H}$ are defined respectively in (34) and (33). Here $\mathcal{H}^{n-1}$ is the $n-1$ dimensional Hausdorff measure associated to the Euclidean metric of $\mathbb{R}^{n}$.

Definition 1.2.49 If $\Omega \subset G$ is an open set, we say that an USC function $u: \Omega \rightarrow[-\infty, \infty[$ satisfies the local surface (local solid) sub-mean property if, for every $x \in \Omega$, there exists $r_{x}>0$ such that

$$
\begin{equation*}
u(x) \leq \mathcal{M}_{r}(u)(x) \quad\left(u(x) \leq M_{r}(u)(x)\right) \quad \text { for } 0<r<r_{x} . \tag{37}
\end{equation*}
$$

If (37) holds for any $r>0$ such that $D_{d}(x, r) \subset \Omega$, we shall say that $u$ satisfies the global surface (global solid) sub-mean property.

The next theorem shows that all the previous definitions are indeed equivalent for USC functions, hence in the sequel we will say that such functions have the sub-mean property. Theorem 1.2.50 (8.1.3 in [14]) Let $u: \Omega \rightarrow[-\infty, \infty$ [ be an USC function. Then the following statements are equivalent:
(i) u satisfies the local solid sub-mean property,
(ii) $u$ satisfies the global solid sub-mean property,
(iii) u satisfies the local surface sub-mean property,
(iv) u satisfies the global surface sub-mean property.

For every open set $\Omega \subset \mathbb{G}$ we denote

$$
\mathcal{H}(\Omega):=\left\{u \in C^{\infty}(\Omega): \Delta_{H} u=0\right\} .
$$

A function $u \in \mathcal{H}(\Omega)$ will be called $\Delta_{H}$-harmonic in $\Omega$.
Definition 1.2.51 A bounded open set $V \subset G$ will be called $\Delta_{H}$-regular if the boundary value problem

$$
\left\{\begin{array}{l}
\Delta_{H} u=0 \quad \text { in } V,  \tag{38}\\
u_{\partial V}=\varphi
\end{array}\right.
$$

has a unique solution $u:=H_{\varphi}^{V}$ for every continuous function $\varphi: \partial V \rightarrow \mathbb{R}$. We say that $u$ solves (38) if $u$ is $\mathcal{L}$-harmonic in $V$ and

$$
\lim _{x \rightarrow y} u(x)=\varphi(y) \quad \forall y \in \partial V
$$

As a consequence of the weak maximum principle for sub-Laplacians on Carnot groups, see Theorem 5.13.4 in [14], for every $\Delta_{H}$-regular open set $V$ there exists a Radon measure $\mu_{x}^{V}$ supported in $\partial V$ such that

$$
\begin{equation*}
H_{\varphi}^{V}(x)=\int_{\partial V} \varphi(y) d \mu_{x}^{V}(y), \quad \forall \varphi \in C(\partial V) \tag{39}
\end{equation*}
$$

We call $\mu_{x}^{V}$ the $\Delta_{H}$-harmonic measure related to $V$ and $x$. For further details on harmonic measures we refer to Chapter 7 of [14].
Definition 1.2.52 Let $\Omega$ be an open set of $G$. A function $u: \Omega \rightarrow[-\infty,+\infty[$ will be called $\Delta_{H}$-subharmonic in $\Omega$ if:
(i) $u$ is USC and $u>-\infty$ in a dense subset of $\Omega$,
(ii) for every $\Delta_{H}$-regular open set $V$ with closure $\bar{V} \subset \Omega$ and for every $x \in V$,

$$
u(x) \leq \int_{\partial V} u(y) d \mu_{x}^{V}(y)
$$

The family of the $\Delta_{H}$-subharmonic functions in $\Omega$ will be denoted by $\underline{\mathcal{S}}(\Omega)$.
The next lemma characterize smooth $\Delta_{H}$-subharmonic functions, see Proposition 7.2.5 in [14] for a proof.
Lemma 1.2.53 Let $u$ be a function in $C^{2}(\Omega)$. Then $u$ is $\Delta_{H}$-subharmonic if and only if

$$
\Delta_{H} u \geq 0 \quad \text { in } \Omega .
$$

We conclude this section with an useful result which relates sub-mean functions with $\Delta_{H}$-subharmonic functions.
Lemma 1.2.54 (8.2.2 in [14]) Let $\Omega \subset \mathbb{G}$ be an open set, and let $u: \Omega \rightarrow[-\infty, \infty$ be an USC function, finite on a dense subset of $\Omega$. Then $u \in \underline{\mathcal{S}}(\Omega)$ if and only if $u$ is sub-mean.

## CHAPTER 2

## Convexity in Stratified groups

The main topic of the thesis, namely convexity in sub-Riemannian spaces is addressed in this chapter. In the sub-Riemannian setting many regularity results analogous to the Euclidean ones have been proved for h-convex functions. In particular, it has been shown that continuous h-convex functions are locally Lipschitz continuous with respect to the CC distance. Hence, as a consequence of the Rademacher type differentiability theorem due to Pansu [85], it implies that continuous h-convex functions are almost everywhere differentiable. This result has been generalized first to h-convex functions bounded from above in [6, 71, 102], and subsequently to h-convex measurable functions by Rickly in [87]. Moreover some quantitative version of the previous result can be proved. In particular the $L^{\infty}-L^{1}$ estimates:

Theorem 2.2.10 Let $u: \Omega \rightarrow \mathbb{R}$ be an $h$-convex function, then there exists a positive constant $C=C(G)$ such that for every ball $B_{x_{0}, r}$ one has

$$
\begin{align*}
\text { (a) } \sup _{B_{x_{0}, r}}|u| & \leq C \frac{1}{B_{x_{0}, 8 r}} \int_{B_{x_{0}, 8 r}}|u| d x, \\
\text { (b) ess } \sup _{B_{x_{0}, r}}\left|\nabla_{H} u\right| & \leq \frac{C}{r} \frac{1}{B_{x_{0}, 24 r}} \int_{B_{x_{0}, 24 r}}|u| d x \tag{40}
\end{align*}
$$

This theorem has been first proved in [26] and a similar result has been obtained in [64] also for v-convex functions, see Definition 2.2.11. In Section 2.1 we give a different proof of Theorem 2.2.10. Our approach is based on a sub-mean inequality, proved in [14], which holds for subharmonic functions on Carnot groups, for precise definitions we refer to Section 2.5.

## 1. H-convexity

Definition 2.1.1 (h-convex set) We say that a subset $C \subset G$ is $h$-convex if for every $x, y \in C$ such that $x \in H_{y}$ we have $x \delta_{\lambda}\left(x^{-1} y\right) \in C$ for all $\lambda \in[0,1]$.

In the Euclidean space convex sets are connected. This is not true for h-convex set, as proved in the following simple example.
Example 2.1.2 Let consider the Heisenberg group $\mathbb{H}^{1}$ and choose the two points

$$
A=(0,0,0), \quad B=(0,0,1) .
$$

Those points lie on the vertical line $L=\{(0,0, t) \mid t \in \mathbb{R}\}$, hence each point of $L$ lies on a different horizontal plane. Hence the set $\{A, B\}$ is h-convex and disconnected. More complicated examples are available, in fact M. Rickly proved in [87] the existence of a totally disconnected non measurable h-convex set in $\mathbb{H}^{1}$.

We denote by $H_{x}$ the left translation of $H_{1}$ by $x$, namely $H_{x}=x H_{1}$. For each $h \in H_{1}$, we define the horizontal segment $\{t h, t \in[0,1]\}$ through the short notation $[0, h]$. For any $x \in \mathbb{G}$, we set $x \cdot[0, h]=\left\{x \delta_{t} h, 0 \leq t \leq 1\right\}$ and throughout $\Omega$ denotes an open subset of $G$.

We also remark that in groups of step 2 horizontal segments are indeed "affine segments". In fact if $\mathbb{G}=H_{1} \oplus H_{2}$ is a step 2 group, $x \in \mathbb{G}$ and $h \in H_{1}$ then for every $t>0$

$$
\begin{equation*}
x \cdot \delta_{t} h=x_{1}+t h+x_{2}+Q_{2}(x, t h), \tag{41}
\end{equation*}
$$

where $Q_{2}: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}$ is a bilinear 2-homogeneous map and $x_{i}=\pi_{i}(x), i=1,2$ see Chapter 1. Hence

$$
x \cdot \delta_{t} h=x_{1}+t h+x_{2}+t Q_{2}(x, h),
$$

this implies that $x \cdot[0, h]$ is an "affine segment". This is no longer true for general stratified groups, for instance in a step 3 group (41) becomes

$$
x \cdot \delta_{t} h=x_{1}+t h+x_{2}+t Q_{2}(x, h)+x_{3}+Q_{3}(x, t h),
$$

where $Q_{3}(x, t h)$ may have second order terms with respect to $t$, in those cases $x \cdot[0, h]$ is an arch of parabola.
Definition 2.1.3 (h-convex function) We say that $u: \Omega \rightarrow \mathbb{R}$ is $h$-convex if for every $x, y \in \Omega$ such that $x \in H_{y}$ and $x \cdot\left[0, x^{-1} y\right] \subset \Omega$, we have

$$
\begin{equation*}
u\left(x \delta_{\lambda}\left(x^{-1} y\right)\right) \leq \lambda u(y)+(1-\lambda) u(x), \quad \forall \lambda \in[0,1] . \tag{42}
\end{equation*}
$$

## 2. Regularity of $\mathbf{H}$-convex functions

Notice that this notion of $h$-convexity is local and it does not require any assumption on $\Omega$. Moreover, this definition requires that the restriction of the function $u$ to all horizontal lines $t \rightarrow x \delta_{t} h$ with $h \in V_{1}$ is a one-dimensional convex function. Although the information of the behavior of an h-convex function is known only on a family of 1-dimensional manifolds, namely horizontal lines, the Hörmander condition on those directions yields a "global" information in terms of the Carnot-Carathéodory distance. In fact as an important property of h-convex functions, we have the following.
Theorem 2.2.1 (M. Rickly, [87]) Every measurable h-convex function is locally Lipschitz.
Throughout, all h-convex functions are assumed to be measurable, hence a.e. differentiable by the Rademacher-type theorem 1.2.25.
Remark 2.2.2 We observe that h-convexity is preserved under left translations and intrinsic dilations. We prove only the first assertion, the second one follows the same scheme. Let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function. Fix a point $x_{0} \in \mathbb{G}$, and consider the function $\tau_{x_{0}} u(x)=u\left(x_{0} x\right)$, defined in $x_{0}^{-1} \Omega$. Let $x, y \in x_{0}^{-1} \Omega$ be such that $x \in H_{y}$ and
$x \cdot\left[0, x^{-1} y\right] \subset x_{0}^{-1} \Omega$. Set $\bar{x}=x_{0} x, \bar{y}=x_{0} y$, and note that $\bar{x}, \bar{y} \in \Omega$. Moreover $\bar{x} \in H_{\bar{y}}$ by definition of horizontal planes. Hence by h-convexity of $u$

$$
\begin{aligned}
\tau_{x_{0}} u\left(x \delta_{\lambda}\left(x^{-1} y\right)\right) & =u\left(\bar{x} \delta_{\lambda}\left(\bar{x}^{-1} \bar{y}\right)\right) \leq \lambda u(\bar{y})+(1-\lambda) u(\bar{x}) \\
& =\lambda \tau_{x_{0}} u(y)+(1-\lambda) \tau_{x_{0}} u(x), \quad \forall \lambda \in[0,1]
\end{aligned}
$$

this implies that $\tau_{x_{0}} u$ is h-convex.
As a first consequence of Definition 2.1.3 we obtain the following.
Proposition 2.2.3 ([26]) Suppose that $u: \Omega \rightarrow \mathbb{R}$ is h-convex. If $u \in \Gamma^{1}(\Omega)$ one has for any $x \in \Omega$

$$
u\left(x^{\prime}\right) \geq u(x)+\left\langle\nabla_{H} u(x), x^{-1} x^{\prime}\right\rangle, \quad x^{\prime} \in H_{x}
$$

¿From a geometric point of view we can interpret the previous basic result as follows: for every $x \in \Omega$, the graph of the h-convex function $u$ restricted on $H_{x}$ lies above the horizontal tangent plane. This will be a useful observation in Chapter 3 when we deal with h-subdifferentials.
Definition 2.2.4 Let $u: \Omega \longrightarrow \mathbb{R}$ be a $C^{2}(\Omega)$ function. We define the symmetrized horizontal Hessian of $u$ as follows

$$
\left(\nabla_{H}^{2} u\right)_{i j}=\left(\frac{X_{i} X_{j} u+X_{j} X_{i} u}{2}\right)_{i j}, \quad i, j=1, \ldots, m_{1} .
$$

The following theorem gives a motivation for Definition 2.1.3: as in the Euclidean case, smooth h-convex functions are characterized by the positivity of their Hessian.
Theorem 2.2.5 (5.12 in [26]) Let $\Omega \subset \mathbb{G}$ be an open set let $u$ be in $\Gamma^{2}(\Omega)$. Then $u$ is $h$-convex if and only if the symmetrized horizontal Hessian $\nabla_{H}^{2} u(x)$ is positive semidefinite at every $x \in \Omega$.
Example 2.2.6 We observe that in step 2 groups h-convexity is a weaker notion than the classical convexity (E-convexity) in $\mathbb{R}^{n}$, this follows form the fact that horizontal segments are "affine segments" as proved in (41), hence every E-convex set is h-convex. Indeed the inclusion is strict, see for instance Example 2.1.2. This is true also for h-convex functions. Let us consider the following homogeneous function

$$
N(x, y, t)=\left(\left(x^{2}+y^{2}\right)^{2}+t^{2}\right)^{\frac{1}{4}}
$$

on the first Heisenberg group $\mathbb{H}^{1}$. Clearly $N$ is not E-convex, however its h-convexity has been proved in [26]. We recall that $N$ is often called the gauge map in $\mathbb{H}^{1}$.
Given a Carnot group $\mathbb{G}=H_{1} \oplus \cdots \oplus H_{l}$ we can define the analogous of the Heisenberg gauge as

$$
\begin{equation*}
N_{\mathbb{G}}(x)=\left(\sum_{i=1}^{l}\left|x_{i}\right|^{\frac{2!!}{i}}\right)^{\frac{1}{2!}} \tag{43}
\end{equation*}
$$

where $|\cdot|$ is the Euclidean norm on $H_{i}$, and $x_{i} \in H_{i}, i=1, \ldots, l$. In [26] the authors raised the question whether $N_{\mathrm{G}}$ is h-convex for every Carnot groups.

Theorem 2.2.7 ( $[26,64]$ ) Let $\Omega \subset \mathbb{G}$ be an open set, and let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function. Then the second order symmetric $X$-derivatives, namely

$$
\frac{X_{i} X_{j} u+X_{j} X_{i} u}{2}, \quad i, j=1, \ldots, m,
$$

are nonnegative Radon measures.
Now we prove that we can approximate h-convex functions by smooth ones. We recall that the functions $\phi_{\varepsilon}$ are defined in Definition 1.2.28.
Lemma 2.2.8 Let $u$ be an h-convex function in an open set $\Omega \subset \mathbb{G}$. Then the functions $u_{\varepsilon}:=$ $\phi_{\varepsilon} \star u$ are $h$-convex and $u_{\varepsilon}$ converges to $u$ uniformly on compact set.

Proof. Let $\Omega^{\prime}$ be an open bounded set such that $\overline{\Omega^{\prime}} \subset \Omega$. There exists $\kappa>0$ such that

$$
\max _{x \in \overline{\Omega^{\prime}}} d\left(y^{-1} x, x\right)<\operatorname{dist}\left(\Omega^{\prime}, \mathbb{G} \backslash \Omega\right),
$$

whenever $\|y\| \leq \kappa$. Then the convolution $u_{\varepsilon}=\int_{\Omega} \phi_{\varepsilon}(y) u\left(y^{-1} x\right) d y$ is smooth an well defined in $\Omega^{\prime}$ for every $\varepsilon<\kappa$, notice that $u \in L^{1}\left(\Omega^{\prime}\right)$ since it is Lipschitz continuous. Moreover, by Lemma 1.2.29, we know that $u_{\varepsilon}$ converges to $u$ uniformly on $\Omega^{\prime}$. Consider an horizontal segment $x[0, h] \subset \Omega^{\prime}$, then for every $t \in[0,1]$ we have

$$
u_{\varepsilon}\left(x \delta_{t} h\right)=\int_{\Omega} \phi_{\varepsilon}(y) u\left(y^{-1} x \delta_{t} h\right) d y
$$

Since h-convexity is invariant under left translation, see Remark 2.2.2, we get

$$
\int_{\Omega} \phi_{\varepsilon}(y) u\left(y^{-1} x \delta_{t} h\right) d y \leq(1-t) \int_{\Omega} \phi_{\varepsilon}(y) u\left(y^{-1} x\right) d y+t \int_{\Omega} \phi_{\varepsilon}(y) u\left(y^{-1} x h\right),
$$

or equivalently $u_{\varepsilon}\left(x \delta_{t} h\right) \leq(1-t) u_{\varepsilon}(x)+t u_{\varepsilon}(x h)$. This completes the proof.
We already mentioned at the beginning of this section that measurable h-convex functions are locally Lipschitz continuous. Moreover, some quantitative versions of this fact hold for h-convex functions, [26, 60, 64].
Theorem 2.2.9 Let $\Omega \subset \mathbb{G}$ be an open set and let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function. Then there exists a positive constant $C=C(G)$ such that the following estimate holds

$$
\left\|\nabla_{H} u\right\|_{L^{\infty}\left(B_{x_{0}, r}\right)} \leq \frac{C}{r}\|u\|_{L^{\infty}\left(B_{x_{0}, 3 r}\right)},
$$

for any $x_{0} \in \mathbb{G}$ and every $r>0$.
As an improvement of the previous result we have the $L^{\infty}-L^{1}$ estimates, see for instance Theorem 9.2 in [26].
Theorem 2.2.10 Let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function, then there exists a positive constant $C=C(\mathbb{G})$ such that for every ball $B_{x_{0}, r}$ one has

$$
\begin{align*}
\text { (a) } \sup _{B_{x_{0}, r}}|u| & \leq C \frac{1}{B_{x_{0}, 8 r}} \int_{B_{x_{0}, 8 r}}|u| d x, \\
\text { (b) ess } \sup _{B_{x_{0}, r}}\left|\nabla_{H} u\right| & \leq \frac{C}{r} \frac{1}{B_{x_{0}, 24 r}} \int_{B_{x_{0}, 24 r}}|u| d x \tag{44}
\end{align*}
$$

In Subsection 2.1 we give a new proof of (44) (a), see also [26, 60, 64].
We conclude this section with the definition of v-convexity, this notions has been introduced by Lu, Manfredi and Stroffolini in [64]. It turns out that it is equivalent to hconvexity, see [60, 64, 71, 88, 102].
Definition 2.2.11 (v-convex function) An upper semicontinuous function $u: \Omega \rightarrow \mathbb{R}$ is v-convex if

$$
\nabla_{H}^{2} u \geq 0, \quad \text { in the viscosity sense, }
$$

namely for every $\phi \in C^{2}(\Omega)$ such that $u-\phi$ has a maximum in $x_{0}$, we have

$$
\nabla_{H}^{2} \phi\left(x_{0}\right) \geq 0 .
$$

Theorem 2.2.12 Let $u: \Omega \rightarrow \mathbb{R}$ be an upper semicontinuous function. Then $u$ is $h$-convex if and only if it is $v$-convex.
2.1. $L^{1}-L^{\infty}$ inequality in Carnot group. Here we present a simple proof of the inequality (44) (a) on Carnot groups. We remark that the proof involves methods from potential theory, more precisely the key ingredient is the sub-mean formula for sub-harmonic functions proved in [14], see Chapter 1.
Throughout the section we denote by $\operatorname{USC}(\Omega)$ the class of upper semicontinuous functions in the open set $\Omega \subset \mathbb{G}$.
Lemma 2.2.13 Let $\Omega \subset \mathbb{G}$ be an open set. There exists a constant $C=C(\mathbb{G})$, such that for every sub-mean function $u \in \operatorname{USC}(\Omega)$, see (37), for every $x_{0} \in \Omega$ and all $r>0$ with $D_{x_{0}, 2 r} \subset \Omega$ we have

$$
\begin{equation*}
\sup _{x \in B_{x_{0}, r}} u(x) \leq C f_{B_{x_{0}, 2 r}}|u(y)| d y . \tag{45}
\end{equation*}
$$

Proof. This is an easy consequence of the fact that $\Psi_{H}$, defined in (33), is $\delta_{\lambda}$-homogeneous of degree 0 and positive on $\mathbb{G}$. Let $\bar{x} \in B\left(x_{0}, r\right)$, such that $u(\bar{x}) \geq \frac{1}{2} \sup _{B_{x_{0}, r}} u$. Since $u$ is sub-mean we have

$$
\begin{aligned}
& u(\bar{x}) \leq M_{r}(u)(\bar{x})=\frac{m_{d}}{r Q} \int_{B_{\bar{x}, r}} \Psi_{H}\left(\bar{x}^{-1} y\right) u(y) d y \\
& \leq\left(\sup _{G} \backslash\{0\}\right. \\
&\left.\Psi_{H}\right) \frac{m_{d}}{r Q} \int_{B_{\bar{x}, r}}|u(y)| d y .
\end{aligned}
$$

Clearly we have that $B_{\bar{x}, r} \subset B_{x_{0}, 2 r}$, hence by the previous inequality

$$
\sup _{x \in B_{x_{0}, r}} u(x) \leq 2 u(\bar{x}) \leq C f_{B_{x_{0}, 2 r}}|u(y)| d y .
$$

In order to estimate $\sup _{B_{x_{0}, r}}|u|$ we state a lemma, see for instance [71, 88], where it is proved that an h-convex function, locally bounded above is bounded from below.

Lemma 2.2.14 Let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function. Suppose that $u$ is locally bounded above. Then there exists a positive constant $C$ only depending on $\mathbb{G}$ such that for every $x_{0} \in \Omega$ and $r>0$, $D_{x_{0}, 4 r} \subset \Omega$ we have

$$
\begin{equation*}
u\left(x_{1}\right) \geq-C(\mathbb{G}) \sup _{B_{x_{0}, 4 r}} u, \quad \forall x_{1} \in B_{x_{0}, r} . \tag{46}
\end{equation*}
$$

Proof of Theorem 2.2.10. Let $\phi_{\varepsilon}$ be as in Definition 1.2.28, then consider the smooth function $u_{\varepsilon}=\phi_{\varepsilon} \star u$, see Lemma 1.2.29. It follows, by Lemma 2.2.8, that $u_{\varepsilon}$ is an h-convex function, hence as a consequence of Theorem 2.2.5 we have $\Delta_{H} u_{\varepsilon} \geq 0$ in $\Omega_{\varepsilon}$. Lemma 1.2.53 implies that $u_{\varepsilon} \in \underline{\mathcal{S}}$. As a consequence of Lemma 1.2.54 $u_{\varepsilon}$ has the sub-mean property, hence we can apply Lemma 2.2.13, getting a constant $C>0$ (independent of $u_{\varepsilon}$ ) such that

$$
\sup _{x \in B_{x_{0}, r}} u_{\varepsilon}(x) \leq C f_{B_{x_{0}, 2 r}}\left|u_{\varepsilon}(y)\right| d y .
$$

Since $u_{\varepsilon} \rightarrow u$ uniformly on compact sets, the previous inequality can be extended to all continuous h-convex functions. Now by Lemma 2.2.14 and the previous estimate, it follows that for every $x_{1} \in B_{x_{0}, r}$

$$
u\left(x_{1}\right) \geq-C_{1} \sup _{B_{x_{0}}, 4 r} u \geq-C_{2} f_{B_{x_{0}, 8 r}}|u(y)| d y
$$

where $C_{1}$ and $C_{2}$ are suitable positive constant depending only on $G$. Hence taking the infimum over all $x_{1} \in B_{x_{0}, r}$ in the left hand side of the previous inequality we get

$$
\inf _{B_{x_{0}, r}} u \geq-C_{2} \int_{B_{x_{0}, 8 r}}|u(y)| d y .
$$

This concludes the proof of (44) (a). The estimate of the horizontal gradient, namely (44) (b), follows from Theorem 2.2.9 and (a).

## CHAPTER 3

## H-SUBDIFFERENTIALS AND APPLICATIONS

This chapter is based on the paper [67], a joint work with V. Magnani. In the Euclidean framework R. T. Rockafellar in Theorem 2.8 of [91] proves that a convex function has a second order expansion at a fixed point if its gradient is differentiable at that point in the extended sense. Extending this characterization to the framework of stratified groups is the aim of this section, that requires the development of some basic tools.

We translate this notion in stratified groups. Let us fix an orthonormal basis of $V_{1}$, $\left(X_{1}, \ldots, X_{m_{1}}\right)$. A locally Lipschitz function $u: \Omega \rightarrow \mathbb{R}$ is twice $h$-differentiable at $x$ if there exists the horizontal gradient of $u$ at $x$, namely $\nabla_{H} u(x)=\left(X_{1} u(x), \ldots, X_{m_{1}} u(x)\right)$ and moreover there exists a linear map $A_{x}: \mathbb{G} \rightarrow H_{1}$ such that

$$
\begin{equation*}
\left\|\frac{\nabla_{H} u(x w)-\nabla_{H} u(x)-A_{x}(w)}{\|w\|}\right\|_{L^{\infty}\left(B_{\delta}, H_{1}\right)} \longrightarrow 0 \quad \text { as } \quad \delta \rightarrow 0^{+} . \tag{47}
\end{equation*}
$$

If (47) holds we also say that $\nabla_{H} u$ is $h$-differentiable at $x$ in the extended sense. This notion makes sense, since Lipschitz functions are almost everywhere h-differentiable, by Pansu's result [85]. We are now in the position to state the main result of this paper.
Theorem 3.2.8 Let $u: \Omega \longrightarrow \mathbb{R}$ be h-convex and let $x$ be a point in $\Omega$. Then $u$ has a second order $h$-expansion at $x$ if and only if it is twice $h$-differentiable at $x$.

The proof of Theorem 3.2.8 needs several basic results involving the $h$-subdifferential. Since we expect that these results should play a role in the potential development of a nonsmooth calculus for h-convex functions, we wish to emphasize some of them. To this aim, we first prove the following
Lemma 3.2.6 Let $u: \Omega \longrightarrow \mathbb{R}$ be $h$-convex. Then $u$ is twice $h$-differentiable at $x$ if and only if there exist an h-linear mapping $A_{x}: \mathbb{G} \rightarrow H_{1}$ and $v \in H_{1}$ such that

$$
\begin{equation*}
\partial_{H} u(x w) \subseteq v+A_{x}(w)+o(\|w\|) \mathbb{B} \tag{48}
\end{equation*}
$$

for all $w \in x^{-1} \Omega$, where $\mathbb{B}$ denote the unit ball in $H_{1}$. In particular, if (48) holds, then $v=$ $\nabla_{H} u(x)$.

At first sight, extended differentiability in the sense of (48) seems stronger than (47), that implies a convergence up to a negligible set, where $\nabla_{H} u$ is not defined. In fact, the delicate point is to prove that extended differentiability implies (48). This is a consequence of the following characterization of the h-subdifferential.
Theorem 3.1.8 Let $u: \Omega \rightarrow \mathbb{R}$ be h-convex. Then for every $x \in \Omega$ we have

$$
\begin{equation*}
\overline{c o}\left(\nabla_{H}^{\star} u(x)\right)=\partial_{H} u(x) . \tag{49}
\end{equation*}
$$

We denote by $\operatorname{co}(E) \subset H_{1}$ the convex hull in $H_{1}$ of the subset $E \subset H_{1}$ and by $\overline{c o}(E)$ its closure. The $h$-reachable gradient is given by

$$
\begin{equation*}
\nabla_{H}^{\star} u(x)=\left\{p \in H_{1}: x_{k} \rightarrow x, \nabla_{H} u\left(x_{k}\right) \text { exists for all } k^{\prime} \text { s and } \nabla_{H} u\left(x_{k}\right) \rightarrow p\right\} . \tag{50}
\end{equation*}
$$

The proof of equality (49) in the Euclidean case can be found for instance in [3]. There are two main features in the proof of Theorem 3.1.8, with respect to the Euclidean one. First, it is still possible to use the Hahn-Banach's theorem, when applied inside the horizontal subspace $H_{1}$, that has a linear structure. Second, the group mollification does not commute with horizontal derivatives, hence the mollification argument of the Euclidean proof cannot be applied. We overcome this point by a Fubini type argument with respect to a semidirect factorization, following the approach of [69].

The h-differentiability of $u$ from validity of (48) is a consequence of the following
Theorem 3.1.20 Let $u: \Omega \longrightarrow \mathbb{R}$ be h-convex. Then $u$ is $h$-differentiable at $x$ if and only if $\partial_{H} u(x)=\{p\}$ and in this case $\nabla_{H} u(x)=\{p\}$.

The uniqueness of the $h$-subdifferential as a consequence of $h$-differentiability has been already shown [27], see also [20] for the case of Heisenberg groups. To show the opposite implication we decompose the difference quotient of $u$ into sums of difference quotients along horizontal directions. The same decomposition along horizontal directions have been first used by Pansu, [85]. The second ingredient is the following
Theorem 3.1.16 Let $u: \Omega \longrightarrow \mathbb{R}$ be an h-convex function. Then for every $x \in \Omega$ and every $h$ such that $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$, there exists $t \in[0,1]$ and $p \in \partial_{H} u\left(x \delta_{t} h\right)$ such that $u(x h)-$ $u(x)=\langle p, h\rangle$.

This theorem is also important in the proof of Theorem 3.2.8. In fact, it is an essential tool to establish that twice h-differentiability implies the existence of a second order $h$ expansion. This implication again requires Pansu's approach to differentiability and in addition a nonsmooth mean value theorem for functions of the form $U+P$, where $U$ is h-convex and $P$ is a polynomial of homogeneous degree at most two. This slightly more general version of Theorem 3.1.16 is given in Theorem 3.1.15, where the h-subdifferential is replaced by the more general $\lambda$-subdifferential, see Definition 3.1.12. In the Euclidean framework, a short proof of the previous result can be found in Theorem 7.10 of [1], where the Clarke's nonsmooth mean value theorem plays a key role.

In this connection, we wish to emphasize the intriguing open question on the validity of a nonsmooth mean value theorem for Lipschitz functions in stratified groups. In the Euclidean framework, this theorem holds using the notion of Clarke's differential. This notion of differential relies on subadditivity of "limsup directional derivatives", that allows in turn to apply Hahn-Banach's theorem, see [24]. The obvious extension of this notion to stratified groups does not work and the analogous obstacle comes up considering h-convex functions, where horizontal directional derivatives always exist, see Definition 3.1.18. It is curious to notice that our nonsmooth mean value theorem implies this subadditivity, see Corollary 3.1.19, whereas in the Euclidean framework subadditivity eventually leads to the nonsmooth mean value theorem.

## 1. Properties of the $h$-subdifferential

This section is devoted to the proof of our results concerning h-differentiability, hsubdifferentials, converging sequences of $h$-convex functions and nonsmooth mean value theorems. Recall that $\mathbb{B}$ is the the unit ball in $H_{1}$ centered at the origin with respect to the fixed scalar product on $\mathbb{G}$. We say that $p \in H_{1}$ is an $h$-subdifferential of $u: \Omega \longrightarrow \mathbb{R}$ at $x \in \Omega$ if whenever $h \in H_{1}$ and $[0, h] \subset x^{-1} \cdot \Omega$,

$$
\begin{equation*}
u(x h) \geq u(x)+\langle p, h\rangle . \tag{51}
\end{equation*}
$$

We denote by $\partial_{H} u(x)$ the set of all h-subdifferentials of $u$ at $x$ and the corresponding setvalued mapping by $\partial_{H} u: \Omega \rightrightarrows H_{1}$. Here $\langle\cdot, \cdot\rangle$ in (51) is the scalar product in $\mathbb{G}$.
Lemma 3.1.1 Let $\Omega \subset \mathbb{G}$ be an open set and let $u: \Omega \rightarrow \mathbb{R}$ be a continuous function. Then the set $\partial_{H} u(x) \subset H_{1}$ is convex.

Proof. Let $p$ and $q$ be in $\partial_{H} u(x)$ and choose $\lambda \in[0,1]$, we need to prove that $\lambda p+$ $(1-\lambda) q \in \partial_{H} u(x)$. This follows from adding the two inequalities

$$
\begin{aligned}
\lambda u(x h) & \geq \lambda u(x)+\langle\lambda p, h\rangle \\
(1-\lambda) u(x h) & \geq(1-\lambda) u(x)+\langle(1-\lambda) q, h\rangle .
\end{aligned}
$$

Remark 3.1.2 Let $u$ be an h-convex function in $\Omega$, then our assumption of measurability yields by Theorem 2.2.1 the locally Lipschitz continuity of $u$. Hence as a straightforward consequence of the definition of h-subdifferential, for every $B_{x, r} \subseteq \Omega$, there exists a positive number $L$ depending on $x \in \Omega, r>0$ and $u$, such that

$$
\begin{equation*}
\partial_{H} u(y) \subseteq L \mathbb{B} \quad \text { for every } y \in B_{x, r} . \tag{52}
\end{equation*}
$$

Remark 3.1.3 As already mentioned, an h-convex function $u: \Omega \rightarrow \mathbb{R}$ that is h-differentiable at $x \in \Omega$ has unique subdifferential, hence $\partial_{H} u(x)=\left\{\nabla_{H} u(x)\right\}$ according to Proposition 2.2.3.

We denote by $\operatorname{co}(E) \subset H_{1}$ the convex hull in $H_{1}$ of the subset $E \subset H_{1}$ and by $\overline{c o}(E)$ its closure. The $h$-reachable gradient is given by

$$
\begin{equation*}
\nabla_{H}^{\star} u(x)=\left\{p \in H_{1}: x_{k} \rightarrow x, \nabla_{H} u\left(x_{k}\right) \text { exists for all } k^{\prime} \text { s and } \nabla_{H} u\left(x_{k}\right) \rightarrow p\right\} . \tag{53}
\end{equation*}
$$

Theorem 3.1.4 Let $\Omega \subset \mathbb{G}$ be an open set, and let $u: \Omega \rightarrow \mathbb{R}$ be h-convex. Then for every $x \in \Omega$ we have

$$
\begin{equation*}
\partial_{H} u(x) \subseteq \overline{c o}\left(\nabla_{H}^{\star} u(x)\right), \tag{54}
\end{equation*}
$$

where $\nabla_{H}^{\star} u(x)$ is defined in (53).
Proof. Suppose that there exists $p \in \partial_{H} u(x)$ such that $p \notin \overline{c o}\left(\nabla_{H}^{\star} u(x)\right)$. We can assume that $p=0$, otherwise one considers $v(x)=u(x)-\left\langle p, \pi_{1}(x)\right\rangle$, that is still h-convex. Since $\overline{c o}\left(\nabla_{H}^{\star} u(x)\right)$ is a closed convex subset of $H_{1}$, the Hahn-Banach separation theorem
can be applied to this set and the origin, hence there exists $q \in H_{1}, d(0, q)=1$, and $\alpha>0$ such that

$$
\begin{equation*}
\langle z, q\rangle>\alpha \quad \forall z \in \nabla_{H}^{\star} u(x) \tag{55}
\end{equation*}
$$

We claim the existence of $r>0$ such that $B_{x, r} \subset \Omega$ and $\left\langle\nabla_{H} u(y), q\right\rangle>\frac{\alpha}{2}$ for every $y \in B_{x, r}$ where $u$ is h-differentiable. By contradiction, suppose there exist sequences $r_{j} \rightarrow 0$ and $y_{j} \in$ $B_{x, r_{j}}$ such that $\left\langle\nabla_{H} u\left(y_{j}\right), q\right\rangle \leq \frac{\alpha}{2}$, then possibly passing to a subsequence we have $y_{j} \rightarrow x$ and $\nabla_{H} u\left(y_{j}\right) \rightarrow z \in \nabla_{H}^{\star} u(x)$, with $\langle z, q\rangle \leq \frac{\alpha}{2}$ and this conflicts with (55). Denote by $r$ the positive number having the previous property. Let $Q$ be the set $Q=\left\{\delta_{t} q: t \in \mathbb{R}\right\}$ and consider $\mu$ the Haar measure on $G$. By Lemma 2.7 in [68] there exists a normal subgroup $N \subset G$, such that $N \cap Q=\{e\}$ and $N Q=G$. Moreover, by Proposition 2.8 in [68], there exist $v_{q}$ and $\mu_{N}$, respectively Haar measures on $Q$ and $N$ such that for every measurable set $A \subset \mathbb{G}$

$$
\begin{equation*}
\mu(A)=\int_{N} v_{q}\left(A_{n}\right) d \mu_{N}(n) \tag{56}
\end{equation*}
$$

where $A_{n}=\{h \in Q: n h \in A\}$. Let $P$ be the set of h-differentiable points of $u$, which has full measure in $\Omega$. ¿From (56) it follows that for $\mu_{N}$-a.e. $n \in N, v_{Q}\left(Q \backslash n^{-1} P\right)=0$. Then for $\mu_{N}$-a.e. $n \in N, n \delta_{t} q \in P$ for a.e. $t \in \mathbb{R}$. Let $\bar{n} \in N$ and $\delta_{\bar{t}} q \in Q$ be respectively the unique elements in $N$ and $Q$ such that $x=\bar{n} \delta_{\bar{q} q}$. Let $\epsilon>0$ and $s>0$ be such that $B_{\bar{n}, s}^{N} \cdot B_{\delta_{\bar{q}}, \epsilon}^{Q} \subset B_{x, r}$, where $B_{\bar{n}, s}^{N}$ and $B_{\delta_{\bar{q}} q, \epsilon}^{Q}$ are open balls respectively in $N$ and $Q$. Fix a point $n \in B_{\bar{n}, s}^{N}$ where $u(n h)$ is $v_{q}$-a.e. differentiable and consider the convex function $v(t)=u\left(n \delta_{t} q\right)$, for $v_{q}$-a.e. $\delta_{t} q, t \in(-\epsilon+\bar{t}, \epsilon+\bar{t})$ we have

$$
v^{\prime}(t)=\left\langle\nabla_{H} u\left(n \delta_{t} q\right), q\right\rangle>\frac{\alpha}{2}
$$

Integrating the previous inequality, taking into account the Lipschitz regularity of $v$ we get

$$
v\left(t_{1}\right)-v\left(t_{2}\right)=u\left(n \delta_{t_{1}} q\right)-u\left(n \delta_{t_{2}} q\right)>\frac{\alpha}{2}\left(t_{1}-t_{2}\right)
$$

where $-\epsilon+\bar{t}<t_{2}<t_{1}<\epsilon+\bar{t}$. Now let $n_{j} \rightarrow \bar{n} \in B_{\bar{n}, s}^{N}$ be such that $n_{j} h$ is a differentiable point of the map $h \rightarrow u\left(n_{j} h\right)$ for every $j$ and $v_{q}$-a.e. $h$, by the previous considerations we have

$$
u\left(n_{j} \delta_{t_{1}} q\right)-u\left(n_{j} \delta_{t_{2}} q\right)>\frac{\alpha}{2}\left(t_{1}-t_{2}\right) \quad-\epsilon+\bar{t}<t_{2}<t_{1}<\epsilon+\bar{t}
$$

finally we can pass to the limit in $j$ and get the strict monotonicity of $u\left(\bar{n} \delta_{t} q\right)$ i.e.

$$
\begin{equation*}
u\left(\bar{n} \delta_{t_{1}} q\right)-u\left(\bar{n} \delta_{t_{2}} q\right) \geq \frac{\alpha}{2}\left(t_{1}-t_{2}\right) \quad-\epsilon+\bar{t}<t_{2}<t_{1}<\epsilon+\bar{t} . \tag{57}
\end{equation*}
$$

Recall that $0 \in \partial_{H} u(x)$, i.e. $u(x h) \geq u(x)$ whenever $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$. Thus, $u\left(\bar{n} \delta_{t} q\right) \geq$ $u\left(\bar{n} \delta_{\bar{\tau}} q\right)$ for all $t \in(\bar{t}-\epsilon, \bar{t}+\epsilon)$, in contrast with the monotonicity (57).

Joining Theorem 3.1.4 with Theorem 2.2.10, we immediately get

Corollary 3.1.5 Let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function. There exists $C=C(\mathbb{G})>0$ such that for every ball $B(x, r) \subset G$ one has

$$
\begin{equation*}
\sup _{\substack{p \in \partial_{H} u(y) \\ y \in B_{x, r}}}|p| \leq \frac{C}{r} \frac{1}{\left|B_{x, 15 r}\right|} \int_{B_{x, 15 r}}|u(y)| d y . \tag{58}
\end{equation*}
$$

Given a set $E \subset G$ and $\rho>0$, by $I(E, \rho)$, we denote the open set

$$
I(E, \rho)=\{x \in \mathbb{G}, d(x, E)<\rho\} .
$$

Proposition 3.1.6 Let $\Omega \subset \mathbb{G}$ be an open set ad $u_{i}: \Omega \rightarrow \mathbb{R}$ be a sequence of h-convex functions. Suppose that $u_{i}$ uniformly converges on compact sets to an $h$-convex function $u$. Let $x$ be a point in $\Omega$ and let $\left(x_{i}\right)$ be a sequence in $\Omega$ converging to $x$. Then for every $\epsilon>0$, there exists $i_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\partial_{H} u_{i}\left(x_{i}\right) \subseteq \partial_{H} u(x)+\epsilon \mathbb{B} \quad \text { for all } i \geq i_{0} . \tag{59}
\end{equation*}
$$

In addition, if $u$ is everywhere $h$-differentiable in $\Omega$, then for every compact set $K \subset \Omega$ and every $\epsilon>0$, there exist $i_{\epsilon, K}$ such that

$$
\begin{equation*}
\partial_{H} u_{i}(y) \subseteq \nabla_{H} u(y)+\epsilon \mathbb{B} \quad \text { for all } i \geq i_{\epsilon, K}, \text { whenever } y \in K . \tag{60}
\end{equation*}
$$

Proof. We argue by contradiction in both cases, hence we suppose that there exist $\epsilon>$ 0 and a subsequence $p_{i_{k}} \in \partial_{H} u_{i_{k}}\left(x_{i_{k}}\right)$ such that for every $p \in \partial_{H} u(x)$ we have $\left|p_{i_{k}}-p\right|>\epsilon$. By estimate (58) one easily observes that the sets $\partial_{H} u_{i}\left(x_{i}\right)$ are equibounded, thus possibly passing to a subsequence, $p_{i_{k}} \rightarrow q$ and $\operatorname{dist}\left(p_{j_{k}}, \partial_{H} u\left(x_{j_{k}}\right)\right) \geq \epsilon$. Define a monotone family of compact sets

$$
K_{\tau}=\left\{x \in D_{\tau}: d\left(x, \Omega^{c}\right) \geq \frac{1}{\tau}\right\},
$$

such that $\bigcup_{\tau>0} K_{\tau}=\Omega$. Let $j_{l}$ be a subsequence such that $p_{j_{l}} \rightarrow q$ and $\left\|u_{i_{l}}-u\right\|_{L^{\infty}\left(K_{l}\right)}<\frac{1}{T}$. Recall that $p_{j_{l}} \in \partial_{H} u_{j_{l}}\left(x_{j_{l}}\right)$, then

$$
u_{j_{l}}\left(x_{j_{l}} h\right) \geq u_{j_{l}}\left(x_{j_{l}}\right)+\left\langle p_{j_{l}}, h\right\rangle \quad \text { whenever }[0, h] \subseteq H_{1} \cap x_{j_{l}}^{-1} \Omega .
$$

By uniform convergence for $l$ sufficiently large, we get

$$
\begin{equation*}
u\left(x_{i_{l}} h\right) \geq u\left(x_{i_{l}}\right)-\frac{2}{l}+\left\langle p_{i_{l}}, h\right\rangle \quad \text { whenever }[0, h] \subseteq H_{1} \cap x_{i_{l}}^{-1} K_{l} . \tag{61}
\end{equation*}
$$

Take $[0, h] \subseteq\left(x^{-1} \Omega\right) \cap H_{1}$, then there exists $l_{0}$ such that for every $l>l_{0},[0, h] \subset x^{-1} K_{l} \cap H_{1}$. Since $\Omega$ is an open set there exists $\rho>0$ such that $I(x \cdot[0, h], \rho) \subset K_{l}$. By continuity of left translation there exists $j(\rho)$ such that for every $j_{l}>j(\rho)$,

$$
x_{j_{l}} \cdot[0, h] \subseteq I(x \cdot[0, h], \rho),
$$

hence $[0, h] \subseteq x_{j_{l}}^{-1} K_{l}$. Then (61) holds with $h$ and passing to the limit in $l$ we get

$$
\begin{equation*}
u(x h) \geq u(x)+\langle q, h\rangle \tag{62}
\end{equation*}
$$

thus $q \in \partial_{H} u(x)$, getting a contradiction. Now suppose that $u$ is everywhere h-differentiable. Again, by contradiction there exist a compact set $Z \subset \Omega, \epsilon>0$ and a subsequence $j_{l}$ such that for all $l, x_{j_{l}} \in Z$ we have

$$
\partial_{H} u_{j_{l}}\left(x_{j_{l}}\right) \nsubseteq \partial_{H} u\left(x_{j_{l}}\right)+\epsilon \mathbb{B} .
$$

Then, we can find $p_{j_{l}} \in \partial_{H} u_{j_{l}}\left(x_{j_{l}}\right)$ such that $\operatorname{dist}\left(p_{j_{l}}, \partial_{H} u\left(x_{j_{l}}\right)\right) \geq \epsilon$, for all $l>0$. As before, we can suppose that, possibly passing to a subsequence, $x_{j_{l}} \rightarrow \bar{x} \in W$ and $p_{j_{l}} \rightarrow \bar{p}$. By hdifferentiability at $\bar{x}$ and Remark 3.1.3, taking into account the first part of this proposition, we get that for every $\eta>0$ there exists $j_{l^{\prime}}$ such that

$$
\begin{array}{rll}
\partial_{H} u_{j_{l}}\left(x_{j_{l}}\right) & \subset \nabla_{H} u(\bar{x})+\eta \mathbb{B} \\
\partial_{H} u\left(x_{j_{l}}\right) & \subset \nabla_{H} u(\bar{x})+\eta \mathbb{B}, & \forall j_{l}>j_{l}^{\prime} .
\end{array}
$$

¿From the previous inclusions, it follows that

$$
\epsilon \leq \operatorname{dist}\left(p_{j_{k}}, \partial_{H} u\left(x_{j_{k}}\right)\right) \leq 2 \eta .
$$

If we choose $\eta=\frac{\epsilon}{4}$, then reach a contradiction, concluding the proof.
Taking the constant sequence $u_{i}=u$ in the previous proposition and taking into account (59), we immediately reach the following
Corollary 3.1.7 Let $\Omega$ be an open set of $G$ and let $u: \Omega \rightarrow \mathbb{R}$ be an $h$-convex function, then $\partial_{H} u: \Omega \rightarrow \mathcal{P}\left(H_{1}\right)$ has closed graph.

The previous corollary allows us to complete the proof of Theorem...
Theorem 3.1.8 Let $u: \Omega \rightarrow \mathbb{R}$ be h-convex. Then for every $x \in \Omega$ we have

$$
\begin{equation*}
\overline{c o}\left(\nabla_{H}^{\star} u(x)\right)=\partial_{H} u(x) . \tag{63}
\end{equation*}
$$

Proof. By virtue of Theorem 3.1.4, we only have to prove the inclusion

$$
\overline{c o}\left(\nabla_{H}^{\star} u(x)\right) \subseteq \partial_{H} u(x) .
$$

By Corollary 3.1.7, the set-valued map $\partial_{H} u$ has closed graph and $\partial_{H} u(y)=\left\{\nabla_{H} u(y)\right\}$ at any h-differentiable point $y$ of $u$. This immediately yields

$$
\nabla_{H}^{\star} u(x) \subseteq \partial_{H} u(x) .
$$

Moreover $\partial_{H} u(x)$ is a convex set in $H_{1}$ for every $x \in \mathbb{G}$, then our claim follows.
Remark 3.1.9 The a.e. h-differentiability of an h-convex function $u$ implies that $\nabla_{H}^{*} u(x) \neq$ $\varnothing$ for all $x \in \Omega$. Then (63) implies that $\partial_{H} u(x) \neq \varnothing$ for all $x \in \Omega$. We have then shown that any h-convex function has everywhere nonempty h-subdifferential. This fact was first proved in [20] for h-convex functions on Heisenberg groups. The opposite implication can be found in [26] for h-convex domains. The same implication holds for h-convex functions on open sets, since the everywhere h-subdifferentiability implies the everywhere Euclidean subdifferentiability along horizontal lines. Then the Euclidean characterization of convexity through the subdifferential gives the Euclidean convexity along horizontal lines, that coincides with the notion of h-convexity.

Definition 3.1.10 Let $\Omega \subset G$ be an open subset and let $u$ be a real valued function in $\Omega$. Then we define the first order sub jet of $u$ at $x \in \Omega$ as

$$
J_{u}^{1,-}(x)=\left\{p \in H_{1}: u(x h) \geq u(x)+\langle p, h\rangle+o(\|h\|), \text { if }[0, h] \subset H_{1} \cap x^{-1} \Omega\right\}
$$

Remark 3.1.11 Let $u$ be an h-convex function in $\Omega$. Then $u$ is h-subdifferentiable at $x$ if and only if $J_{u}^{1,-}(x) \neq \varnothing$. Moreover $J_{u}^{1,-}(x)=\partial_{H} u(x)$. For the reader's sake we give the proof of this property, in the Heisenberg group it has been proved in [20]. The inclusion $J_{u}^{1,-}(x) \supseteq \partial_{H} u(x)$ follows by definition. Now let $p$ be in $J_{u}^{1,-}(x)$, and fix $[0, h] \subseteq x^{-1} \Omega \cap H_{1}$ . Then $p$ satisfies

$$
u\left(x \delta_{t} h\right) \geq u(x)+\langle p, t h\rangle+o(\|t h\|) .
$$

By h-convexity of $u, t u(x h)+(1-t) u(x) \geq u\left(x \delta_{t} h\right)$ which implies

$$
u(x h) \geq u(x)+\langle p, h\rangle+\frac{o(\|t h\|)}{t}
$$

Now the claim follows letting $t \rightarrow 0$.
Definition 3.1.12 Let $\Omega \subset \mathbb{G}$ an open subset and consider $u: \Omega \rightarrow \mathbb{R}$. Given $\lambda \geq 0$ we define the $\lambda$-subdifferential of $u$ at $x \in \Omega$ as

$$
\partial_{H}^{\lambda} u(x)=\left\{p \in H_{1}: u(x h) \geq u(x)+\langle p, h\rangle-\lambda\|h\|^{2}, \text { whenever }[0, h] \subseteq H_{1} \cap x^{-1} \Omega\right\} .
$$

Notice that $\partial_{H}^{0} u(x)$ coincides with the h-subdifferential $\partial_{H} u(x)$.
Lemma 3.1.13 Consider a function $u=U+P$ in $\Omega$. Let $U$ be $h$-convex and let $P$ be a polynomial with h-degP $\leq 2$, denote by $P^{(2)}$ the 2-homogeneous part of $P$. Define $\lambda=\max _{\|w\|=1}\left|P^{(2)}(w)\right|$, then

$$
\partial_{H}^{\lambda} u(x) \supseteq \partial_{H} U(x)+\nabla_{H} P(x) .
$$

Proof. Recall that by Lemma 1.2.40, for every $x, h \in \mathbb{G}$ we have

$$
P(x h) \geq P(x)+\left\langle\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2} .
$$

Let $p$ be in $\partial_{H} U(x)$ then

$$
U(x h)+P(x h) \geq U(x)+P(x)+\left\langle p+\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2}
$$

whenever $[0, h] \subseteq x^{-1} \Omega \cap H_{1}$. This implies that $p+\nabla_{H} P(x) \in \partial_{H}^{\lambda} u(x)$.
Proposition 3.1.14 Let $\Omega$ be a subset of $G$. Let $U$ and $V$ be respectively an $h$-convex function and a $C_{H}^{1}(\Omega)$ function, we define the map u as $u=U+V$. Fix $\lambda \geq 0$, then for every $x \in \Omega$ we have

$$
\partial_{H}^{\lambda} u(x) \subseteq \partial_{H} U(x)+\nabla_{H} V(x) .
$$

Proof. Let $p$ be in $\partial_{H}^{\lambda} u(x)$ and consider any $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$. We have

$$
u(x h) \geq u(x)+\langle p, h\rangle-\lambda\|h\|^{2}
$$

that can be written as follows

$$
U(x h)+V(x h) \geq U(x)+V(x)+\left\langle\nabla_{H} V(x), h\right\rangle+\left\langle p-\nabla_{H} V(x), h\right\rangle-\lambda\|h\|^{2} .
$$

Thus, the $C_{H}^{1}$ smoothness of $V$ gives

$$
U(x h) \geq U(x)+\left\langle p-\nabla_{H} V(x), h\right\rangle+o(\|h\|),
$$

hence $p-\nabla_{H} V(x) \in J_{U}^{1,-}(x)$. Since $U$ is h-convex, in view of Remark 3.1.11 we have that $p-\nabla_{H} V(x) \in \partial_{H} U(x)$. This concludes the proof.

In the following theorem we extend the classical non-smooth mean value theorem to stratified groups.
Theorem 3.1.15 Let $U$ be h-convex and let $P$ be a polynomial, with $h-\operatorname{deg} P \leq 2$ and $\lambda=$ $\max _{\|w\|=1}\left|P^{(2)}(w)\right|$. We define the function $u$ as $u=U+P$. Then for every $x \in \Omega$ and every $h$ such that $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$, there exist $t \in[0,1]$ and $p \in \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)$ such that

$$
u(x h)-u(x)=\langle p, h\rangle .
$$

Proof. Let $U_{i}$ be a sequence of $C^{\infty}(\Omega)$ h-convex functions, converging to $U$ uniformly on compact sets. Define $u_{i}=U_{i}+P$. For such functions the mean value theorem holds i.e. there exists $t_{j} \in[0,1]$ such that

$$
u_{i}(x h)-u_{i}(x)=\left\langle\nabla_{H} u_{i}\left(x \delta_{t_{i}} h\right), h\right\rangle, \quad[0, h] \subset H_{1} \cap x^{-1} \Omega .
$$

Possibly passing to a subsequence we have $t_{i} \rightarrow t$ and $\nabla_{H} u_{i}\left(x \delta_{t_{i}} h\right) \rightarrow p$, thus by the uniform convergence

$$
u(x h)-u(x)=\langle p, h\rangle .
$$

Our claim follows if we prove that $p \in \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)$. By Proposition 3.1.6, for every $k>0$ there exists $i_{k}$ such that

$$
\nabla_{H} U_{i}\left(x \delta_{t_{i}} h\right)=\partial_{H} U_{i}\left(x \delta_{t_{i}} h\right) \subseteq \partial_{H} U\left(x \delta_{t} h\right)+\frac{1}{k} \mathbb{B}, \quad \forall i \geq i_{k}
$$

Moreover, possibly choosing a larger $i_{k}$, we have

$$
\nabla_{H} U_{i}\left(x \delta_{t_{i}} h\right)+\nabla_{H} P\left(x \delta_{t_{i}} h\right) \subseteq \partial_{H} U\left(x \delta_{t} h\right)+\nabla_{H} P\left(x \delta_{t} h\right)+\frac{2}{k} \mathbb{B}, \quad \forall i \geq i_{k}
$$

By Lemma 3.1.13, $\partial_{H}^{\lambda} u(x) \supseteq \partial_{H} U(x)+\nabla_{H} P(x)$ thus the previous inclusion implies that

$$
\nabla_{H} u_{i}\left(x \delta_{t_{i}} h\right)=\nabla_{H} U_{i}\left(x \delta_{t_{i}} h\right)+\nabla_{H} P\left(x \delta_{t_{i}} h\right) \subseteq \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)+\frac{2}{k} \mathbb{B}, \quad \forall i \geq i_{k}
$$

then letting $k \rightarrow \infty$ we get that $p \in \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)$.
As an immediate consequence of the previous result, we have the following.
Corollary 3.1.16 Let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function. Then for every $x \in \Omega$ and every $h$ such that $[0, h] \subset H_{1} \cap x^{-1} \Omega$, there exists $t \in[0,1]$ and $p \in \partial_{H} u\left(x \delta_{t} h\right)$ such that $u(x h)-u(x)=$ $\langle p, h\rangle$.

Proof. It suffices to apply Theorem 3.1.15 with $P=0$ and $\lambda=0$.

Remark 3.1.17 In the literature a nonsmooth mean value theorem can be found for Lipschitz mappings on Banach homogeneous groups, that clearly include stratified group, [92]. Unfortunately, this work does not imply our Theorem 3.1.16, since it uses the notion of Clarke generalized gradient for Lipschitz mappings adapted to homogeneous groups.
Definition 3.1.18 Let $\Omega \subset \mathbb{G}$ be an open set, and let $u: \Omega \rightarrow \mathbb{R}$ be a function. Take $h \in H_{1}$. The horizontal directional derivative of $u$ at $x$, along $h$, is given by the limit

$$
\lim _{\lambda \rightarrow 0^{+}} \frac{u\left(x \delta_{\lambda} h\right)-u(x)}{\lambda}
$$

whenever it exists. We denote this derivative by $u^{\prime}(x, h)$.
Corollary 3.1.19 Let $u$ be an h-convex function in $\Omega$. Then for every $x \in \Omega$ and $h \in H_{1}$ the horizontal directional derivative $u^{\prime}(x, h)$ exists and satisfies

$$
\begin{equation*}
u^{\prime}(x, h)=\max _{p \in \partial_{H} u(x)}\langle p, h\rangle, \tag{64}
\end{equation*}
$$

hence it is subadditive with respect to the variable $h$.
Proof. The h-convexity of $u$ implies the existence of $u^{\prime}(x, h)$ for any $x \in \Omega$ and $h \in H_{1}$. Let $p_{0} \in \partial_{H} u(x)$ be such that $\left\langle p_{0}, h\right\rangle=\max _{p \in \partial_{H} u(x)}\langle p, h\rangle$. By definition of $\partial_{H} u(x)$,

$$
u\left(x \delta_{\lambda} h\right) \geq u(x)+\left\langle p_{0}, \lambda h\right\rangle, \quad \text { whenever }[0, \lambda h] \subset x^{-1} \Omega \cap H_{1}
$$

Then we easily get that

$$
\lim _{\lambda \rightarrow 0^{+}} \frac{u\left(x \delta_{\lambda} h\right)-u(x)}{\lambda} \geq\left\langle p_{0}, h\right\rangle .
$$

Notice that, for $\lambda$ small enough, $[0, \lambda h] \subset x^{-1} \Omega \cap H_{1}$, hence we can apply Theorem 3.1.15. Then for every $\lambda$ there exist $c(\lambda) \in[0,1]$ and $p(\lambda) \in \partial_{H} u\left(x \delta_{c(\lambda) \lambda} h\right)$ such that

$$
\frac{u\left(x \delta_{\lambda} h\right)-u(x)}{\lambda}=\langle p(\lambda), h\rangle
$$

Now fix a sequence $\lambda_{i} \rightarrow 0$ such that $p\left(\lambda_{i}\right) \rightarrow \bar{p}$, then by the closure property of the subdifferential we get $\bar{p} \in \partial_{H} u(x)$. Moreover, the existence of the following limit gives

$$
\lim _{\lambda \rightarrow 0^{+}} \frac{u\left(x \delta_{\lambda} h\right)-u(x)}{\lambda}=\langle\bar{p}, h\rangle \leq \max _{p \in \partial_{H} u(x)}\langle p, h\rangle,
$$

concluding the proof.
Theorem 3.1.20 (First order characterization) Let $u: \Omega \longrightarrow \mathbb{R}$ be $h$-convex. Then $u$ is $h$ differentiable at $x$ if and only if $\partial_{H} u(x)=\{p\}$ and in this case $\nabla_{H} u(x)=\{p\}$.

PROOF. Uniqueness of the h-subdifferential under h-differentiability has been already established in [26], see Remark 3.1.3. Let assume now that the h-subdifferential $p$ of $u$ at $x$ is unique. Let $U, W$ and $M$ be as in Definition 1.2.19. Thus for any $w \in \mathbb{G}$ with $\|w\|=1$ we have $w=\prod_{s=1}^{\gamma} a_{s} e_{i_{s}}$, for some $\left(a_{1}, \ldots, a_{\gamma}\right) \in U$. We fix $r>0$ such that $B_{0, r} \subset x^{-1} \Omega$ and define the h -convex function

$$
g(y)=u(x y)-u(x)-\langle p, y\rangle, \quad y \in x^{-1} \Omega
$$

We choose $\rho_{0}>0$ such that $\rho_{0} M<r$. Thus, whenever $0<\rho<\rho_{0}$, by Theorem 3.1.16 and the generating property, we have

$$
g\left(\delta_{\rho} w\right)=\sum_{s=1}^{\gamma}\left\langle p_{s}, \rho a_{s} e_{i_{s}}\right\rangle-\left\langle p, \rho a_{s} e_{i_{s}}\right\rangle
$$

where $p_{s} \in \partial_{H} u\left(x \delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right)$ with $t_{s} \in[0,1]$. By Proposition 3.1.6, for every $\epsilon>0$ there exists $\rho_{0}$ such that

$$
\partial_{H} u\left(x \delta_{\rho}\left(\prod_{k=1}^{s-1} a_{s} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right) \subseteq \partial_{H} u(x)+\epsilon \mathbb{B}=\{p\}+\epsilon \mathbb{B} \quad \forall \rho<\rho_{0}, \quad s=1, \ldots, \gamma .
$$

Thus $\left|g\left(\delta_{\rho} w\right)\right| \leq C \gamma \epsilon \rho$, where $C$ is independent on $\left(a_{1}, \ldots, a_{\gamma}\right)$, since $W$ is a bounded set. This implies that $\frac{\left|g\left(\delta_{\rho} w\right)\right|}{\rho}$ uniformly converges to zero with respect to $w \in W$ as $\rho \rightarrow 0^{+}$.

## 2. Second order differentiability

The aim of this section is to prove the characterization of the second order differentiability of h-convex functions.
Definition 3.2.1 We mean that $u: \Omega \rightarrow \mathbb{R}$ has a second order $h$-expansion at $x \in \Omega$ if there exists a polynomial $P_{x}: G \rightarrow \mathbb{R}$ whose homogeneous degree is less than or equal to two, such that

$$
\begin{equation*}
u(x w)=P_{x}(w)+o\left(\|w\|^{2}\right) \tag{65}
\end{equation*}
$$

Let us begin this section with the following simple fact.
Lemma 3.2.2 Let $\Omega \subset \mathbb{G}$ be an open set, let $u: \Omega \rightarrow \mathbb{R}$ be a function. If $u$ has a second order expansion at $x \in \Omega$, then $u$ is $h$-differentiable at $x$ and

$$
\begin{equation*}
P_{x}^{(1)}(w)=\left\langle\nabla_{H} u(x), w\right\rangle . \tag{66}
\end{equation*}
$$

Proof. If (65) holds for $u$ at $x \in \Omega$,then we can rewrite (65) as

$$
u(x w)-P_{x}^{(0)}(w)-P_{x}^{(1)}(w)=P_{x}^{(2)}(w)+o\left(\|w\|^{2}\right)
$$

Clearly $P_{x}^{(0)}(w)=u(x)$ and $P_{x}^{(1)}(w)$ is an h-linear map. Thus we achieve

$$
\left|u(x w)-u(x)-P_{x}^{(1)}(w)\right|=o(\|w\|)
$$

and the h-differentiability of $u$ follows. In view of the uniqueness of the h-differential we get (66), concluding the proof.

As in [91], we introduce the difference quotients of convex functions.
Definition 3.2.3 (Difference quotients, [91]) Let $u: \Omega \rightarrow \mathbb{R}$ be h-convex and assume that it is h-differentiable at $x$. For every $\tau>0$ define the first order h-quotient at $x$

$$
u_{x, \tau}(w)=\tau^{-1}\left\{u\left(x \delta_{\tau} w\right)-u(x)\right\}
$$

and second $h$-differential quotient at $x$

$$
\begin{equation*}
\Delta_{x, \tau}^{2} u(w)=\frac{u\left(x \delta_{\tau} w\right)-u(x)-\tau\left\langle\nabla_{H} u(x), w\right\rangle}{\tau^{2}} \tag{67}
\end{equation*}
$$

assuming in addition that $u$ is h-differentiable at $x$. At this h-differentiability point, the h -difference quotient of the subdifferential mapping is given by the set-valued mapping

$$
\begin{equation*}
\Delta_{x, \tau} \partial_{H} u: w \rightrightarrows \frac{\partial_{H} u\left(x \delta_{\tau} w\right)-\nabla_{H} u(x)}{\tau} \tag{68}
\end{equation*}
$$

Remark 3.2.4 Notice that $\Delta_{x, \tau}^{2} u$ can be written as

$$
\Delta_{x, \tau}^{2} u(w)=\tau^{-1}\left[u_{x, \tau}(w)-\left\langle\nabla_{H} u(x), w\right\rangle\right]
$$

where $u_{x, \tau}$ is clearly h-convex. Moreover if we take the subdifferential of $\Delta_{x, \tau}^{2} u$ we get

$$
\begin{align*}
\partial_{H}\left[\Delta_{x, \tau}^{2} u(w)\right] & =\tau^{-1}\left\{\partial_{H} u_{x, \tau}(w)-\nabla_{H} u(x)\right\}  \tag{69}\\
& =\tau^{-1}\left\{\partial_{H} u\left(x \delta_{\tau} w\right)-\nabla_{H} u(x)\right\} \\
& =\Delta_{x, \tau} \partial_{H} u(w) .
\end{align*}
$$

where the equality $\partial_{H} u_{x, \tau}(w)=\partial_{H} u\left(x \delta_{\tau} w\right)$ follows from the definition of $u_{x, \tau}$.
Definition 3.2.5 A locally Lipschitz function $u: \Omega \rightarrow \mathbb{R}$ is twice $h$-differentiable at $x$ if there exists the horizontal gradient of $u$ at $x$, and moreover there exists a linear map $A_{x}: G \rightarrow H_{1}$ such that

$$
\begin{equation*}
\left\|\frac{\nabla_{H} u(x w)-\nabla_{H} u(x)-A_{x}(w)}{\|w\|}\right\|_{L^{\infty}\left(B_{\left.\delta, H_{1}\right)}\right.} \longrightarrow 0 \quad \text { as } \quad \delta \rightarrow 0^{+}, \tag{70}
\end{equation*}
$$

If (70) holds we also say that $\nabla_{H} u$ is $h$-differentiable at $x$ in the extended sense. We call $A_{x}$ the second order $h$-differential of $u$ at $x$ and denote it by $D_{H}^{2} u(x)$, since it is uniquely defined. The notion of differentiability in the extended sense is well posed, since Lipschitz functions are almost everywhere h-differentiable, [85]. Differentiability in the extended sense in the Euclidean case has been introduced by Rockafellar, [91]. The next lemma establishes a precise characterization of this differentiability.
Lemma 3.2.6 Let $u: \Omega \longrightarrow \mathbb{R}$ be h-convex. Then $u$ is twice $h$-differentiable at $x$ if and only if there exist an h-linear mapping $A_{x}: \mathbb{G} \rightarrow H_{1}$ and $v \in H_{1}$ such that

$$
\begin{equation*}
\partial_{H} u(x w) \subseteq v+A_{x}(w)+o(\|w\|) \mathbb{B} \tag{71}
\end{equation*}
$$

for all $w \in x^{-1} \Omega$, where $\mathbb{B}$ denote the unit ball in $H_{1}$. In particular, if (71) holds, then $v=$ $\nabla_{H} u(x)$.

Proof. Choosing $w=0$ we get $\partial_{H} u(x)=\{v\}$, thus by Theorem 3.1.20, $u$ is hdifferentiable at $x$, moreover $v=\nabla_{H} u(x)$. The twice h-differentiability immediately follows from (71), taking its restriction to all h-differentiable points. For the converse implication, we rewrite expansion (70) as follows, for all $\epsilon>0$ there exists $\rho>0$ such that

$$
\begin{equation*}
\left|\frac{\nabla_{H} u(x h)-\nabla_{H} u(x)-A_{x}(h)}{\|h\|}\right| \leq \epsilon \quad\|h\|<\rho . \tag{72}
\end{equation*}
$$

for all $h \in x^{-1} \Omega$ such that $u$ is h-differentiable at $x h$. By (53), for any $w \in x^{-1} \Omega \cap B_{0, p}$, taking into account (72), we get

$$
\left|\frac{p-\nabla_{H} u(x)-A_{x}(w)}{\|w\|}\right| \leq \epsilon \quad \text { for all } p \in \nabla_{H}^{\star} u(x w) .
$$

In an equivalent form, we have

$$
\begin{equation*}
\nabla_{H}^{\star} u(x w) \subseteq \nabla_{H} u(x)+A_{x}(w)+\epsilon\|w\| \mathbb{B} . \tag{73}
\end{equation*}
$$

Moreover, the set on the right is convex, hence Theorem 3.1.8 yields

$$
\begin{equation*}
\partial_{H} u(x w)=\overline{c o}\left(\nabla_{H}^{\star} u(x w)\right) \subseteq \nabla_{H} u(x)+A_{x}(w)+o(\|w\|) \mathbb{B} . \tag{74}
\end{equation*}
$$

This leads us to the conclusion.
The previous lemma is an important tool to establish one implication of the characterization of second order differentiability of h-convex functions, stated in Theorem 3.2.8. It can be seen as a "set inclusion continuity" of the subdifferential joined with a first order expansion of the horizontal gradient, at those points where it exists.
Corollary 3.2.7 If $u: \Omega \rightarrow \mathbb{R}$ is $h$-convex, then it is twice $h$-differentiable at $x$ if and only if for any compact set $D \Subset \Omega$ and for all $\epsilon>0$, there exists $\delta>0$ such that for all $w \in W$ and $\tau \in(0, \delta)$ we have

$$
\begin{equation*}
\Delta_{x, \tau} \partial_{H} u(w)-A_{x}(w) \subseteq \epsilon \mathbb{B} . \tag{75}
\end{equation*}
$$

Proof. Let $u$ be twice h-differentiable at $x$, fix a bounded set $D \Subset \Omega$ and $\epsilon>0$. We set $\mu_{D}=\max _{w \in D}\|w\|$. Then there is $\rho(\epsilon, D, \Omega)>0$ such that

$$
\partial_{H} u(x w) \subset \nabla_{H} u(x)+A_{x}(w)+\frac{\|w\| \epsilon}{\mu_{D}} \mathbb{B},
$$

whenever $\|w\|<\rho(\varepsilon, D, \Omega)$ and $B_{x, \rho(\varepsilon, D, \Omega)} \subset \Omega$. We consider $w=\delta_{\tau} h$, where $h \in D$, and $0<\tau<\frac{\rho(\varepsilon, D, \Omega)}{\mu_{D}}$. It follows that

$$
\partial_{H} u\left(x \delta_{\tau} h\right) \subset \nabla_{H} u(x)+\tau A_{x}(h)+\epsilon \tau \mathbb{B}
$$

which is equivalent to (75). Conversely, let $S=\{w \in \mathbb{G}:\|w\|=1\}$ be a compact set and fix $\varepsilon>0$. Then there exists $\delta>0$ such that (75) holds whenever $0<\tau<\delta$. Thus, we have

$$
\frac{\partial_{H} u\left(x \delta_{\tau} w\right)-\nabla_{H} u(x)}{\tau}-A_{x}(w) \subseteq \epsilon \mathbb{B} .
$$

In other words, whenever $0<\|h\|<\delta$, we have

$$
\partial_{H} u(x h) \subseteq \nabla_{H} u(x)+A_{x}(h)+\epsilon\|h\| \mathbb{B},
$$

that establishes the twice h-differentiability of $u$ at $x$.

Finally we can prove our main result.
Theorem 3.2.8 (Second order characterization) Let $u: \Omega \longrightarrow \mathbb{R}$ be h-convex and let $x$ be $a$ point in $\Omega$. Then $u$ has a second order $h$-expansion at $x$ if and only if it is twice $h$-differentiable at $x$. In addition, in this case the following facts hold
(1) the gradient $\nabla_{V_{2}} u(x)=\left(X_{m_{1}+1} u(x), \ldots, X_{m_{2}} u(x)\right)$ of $u$ at $x$ along $V_{2}$ exists, where $\left(X_{m_{1}+1}, \ldots, X_{m_{2}}\right)$ is an orthonormal basis of the second layer $V_{2}$,
(2) denoting by $P_{x}$ the second order $h$-expansion of $u$ at $x$, we have

$$
P_{x}(w)=u(x)+\left\langle\left(\nabla_{H} u(x)+\nabla_{V_{2}} u(x)\right), w\right\rangle+\frac{1}{2}\left\langle\nabla_{H}^{2} P_{x} w, w\right\rangle,
$$

where $\left(\nabla_{H}^{2}\right)_{i j}=\frac{X_{i} X_{j}+X_{j} X_{i}}{2}, i, j=1, \ldots, m_{1}$ is the horizontal Hessian,
(3) denoting by $A_{x}$ the $h$-differential of $\nabla_{H} u$ in the extended sense at $x$, then its connection with $P_{x}$ is given by the formula

$$
\left(\nabla_{H}^{2} P_{x}\right)_{i j}=\left(A_{x}\right)_{j}^{i}-\sum_{l=m_{1}+1}^{m_{2}} a_{j}^{l i} X_{l} u(x),
$$

where $a_{j}^{l i}$ only depend on the coordinates of the group and appear in (29), the horizontal Hessian $\nabla_{H}^{2} P_{x}$ is nonnegative and $X_{i} X_{j} P_{x}=\left(A_{x}\right)_{j}^{i}$.

Proof. Let us assume that $u$ has a second order h-expansion at $x$. By Proposition 3.2.2, $u$ is h-differentiable at $x$, then $P_{x}^{(0)}(w)=u(x)$ and $\left.P_{x}^{( } 1\right)(w)=\left\langle\nabla_{H} u(x)\right.$, w $\rangle$, where $P_{x}$ is the polynomial associated to the second order h-expansion. Define $\phi(w):=P_{x}^{(2)}(w)$ and notice that $\nabla_{H} P_{x}^{(2)}(w)$ is an h-linear map, since it is a polynomial of homogeneous degree 1. The second order h-expansion yields

$$
\begin{equation*}
\Delta_{x, \tau}^{2} u(w)-\phi(w)=\frac{u\left(x \delta_{\tau} w\right)-P_{x}^{(0)}\left(\delta_{\tau} w\right)-P_{x}^{(1)}\left(\delta_{\tau} w\right)-P_{x}^{(2)}\left(\delta_{\tau} w\right)}{\tau^{2}}=\frac{o\left(\left\|\delta_{\tau} w\right\|^{2}\right)}{\tau^{2}} \tag{76}
\end{equation*}
$$

As a consequence, $\Delta_{x, \tau}^{2} u$ uniformly converges to $\phi$ on compact sets as $\tau \rightarrow 0^{+}$. Moreover $\Delta_{x, \tau}^{2} u$ is h-convex, then so is $\phi$. Applying Theorem 3.1.6, we can establish that for every compact set $D \subset \Omega$ and $\epsilon>0$ there exists $\delta>0$ such that

$$
\partial_{H} U_{x, \tau}(w) \subseteq \nabla_{H} \phi(w)+\epsilon \mathbb{B}, \quad \text { for all } \quad w \in D \quad \text { and } \quad \tau \in(0, \delta) .
$$

Notice that (69), gives $\partial_{H} U_{x, \tau}(w)=\Delta_{x, \tau} \partial_{H} u(w)$, hence

$$
\Delta_{x, \tau} \partial_{H} u(w) \subseteq \nabla_{H} P_{x}^{(2)}(w)+\epsilon \mathbb{B} .
$$

As a result, we have $\Delta_{x, \tau} \partial_{H} u(w)-\nabla_{H} P_{x}^{(2)}(w) \subset \epsilon \mathbb{B}$ whenever $w \in D$ and $0<\tau<\delta$. By Proposition 3.2.7, $u$ is twice h-differentiable. Furthermore, $\nabla_{H} P_{x}^{(2)}$ is the second order h-differential $D_{H}^{2} u(x)$ of $u$ at $x$.
We now assume that $u$ is twice h-differentiable at $x$, where $D_{H}^{2} u(x)$ denotes the second order h-differential of $u$ at $x$. By Lemma 3.2.6 we have

$$
\nabla_{H} u(x w)=\nabla_{H} u(x)+D_{H}^{2} u(w)+o(\|w\|) .
$$

where $D_{H}^{2} u(x)$ is regarded as an h-linear mapping. Let $U, W$ and $M$ be as introduced in Definition (1.2.19). We define

$$
v(w)=u(x w)-u(x)-P_{x}(w)
$$

for every $w \in x^{-1} \cdot \Omega$ and $P_{x}$ is the unique polynomial, with h-deg $P \leq 2$ that satisfies the condition $P_{x}(0)=0$ and

$$
\begin{equation*}
\nabla_{H} P_{x}(w)=\nabla_{H} u(x)+D_{H}^{2} u(x) w . \tag{77}
\end{equation*}
$$

This is a consequence of Remark 1.2.36. Let $r>0$ be such that $B_{0, r} \subset x^{-1} \Omega$. Let $\rho_{0}$ be such that $\rho_{0} M<r$ and choose $w$ such that $\|w\|=1$. We consider for every $0<\rho<\rho_{0}$ and $\delta_{\rho} w=\prod_{s=1}^{\gamma} a_{s} e_{i_{s}}$, for some $\left(a_{1}, \ldots, a_{\gamma}\right) \in U$. Then $v\left(\delta_{\rho} w\right)=v\left(\delta_{\rho} w\right)-v(0)$ can be written as

$$
v\left(\delta_{\rho} w\right)=\sum_{s=1}^{\gamma} v\left(\prod_{l=1}^{s} \delta_{\rho} a_{i_{l}} e_{i_{l}}\right)-v\left(\prod_{l=1}^{s-1} \delta_{\rho} a_{i_{l}} e_{i_{l}}\right) .
$$

Observe that $v$ is an $h$-convex function plus a polynomial of homogeneous degree less than or equal to two. By Theorem 3.1.15 applied to horizontal directions $e_{i_{s}}$ we get

$$
v\left(\delta_{\rho} w\right)=\sum_{i=1}^{\gamma}\left\langle p_{s}, \delta_{\rho} a_{s} e_{i_{s}}\right\rangle
$$

with $p_{s} \in \partial_{H}^{\lambda} v\left(x \delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right), \lambda=\max _{\|h\|=1}\left|P_{x}^{(2)}(h)\right|$, where $t_{s} \in[0,1]$ and $\lambda=$ $\max _{\|h\|=1}\left|P_{x}^{(2)}(h)\right|$. Moreover, by Proposition 3.1.14 we know that

$$
\begin{equation*}
p_{s}+\nabla P_{x}\left(\delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right) \in \partial_{H} u\left(x \delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right) . \tag{78}
\end{equation*}
$$

The expansion (71) for the h -subdifferential of $u$ implies that

$$
\begin{align*}
\partial_{H} u\left(x \delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right) \subset & \nabla_{H} u(x)+A_{x}\left(\delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right)  \tag{79}\\
& +o\left(\left|\delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right|\right) \mathbb{B},
\end{align*}
$$

Thus, by formula (77), taking into account (78) and (79), we get that

$$
\left|p_{s}\right|=o\left(\left|\delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right|\right)=o(\rho) .
$$

As a consequence, $\left|v\left(\delta_{\rho} w\right)\right|=o\left(\rho^{2}\right)$. This concludes the proof of our characterization. Next we have to prove the claims (1), (2) and (3). The first one follows considering the restriction of (76) to directions $z \in H_{2}$, with $|z|=1$, and taking into account (27), hence getting the uniform limit

$$
\frac{u\left(x \cdot \exp \left(t^{2} Z\right)\right)-u(x)-t^{2}\left\langle\nabla_{V_{2}} P_{x}^{(2)}, z\right\rangle}{t^{2}} \longrightarrow 0
$$

as $t \rightarrow 0^{+}$, where $Z$ is the unique left invariant vector field such that $Z(0)=z$. In fact, we have used the equality

$$
x \delta_{t} z=x \cdot \delta_{t} \exp (Z)=x \cdot \exp \left(t^{2} Z\right)
$$

In particular, we have $\nabla_{V_{2}} u(x)=\nabla_{V_{2}} P$. Taking into account Lemma 3.2.2 and formula (27), then claim (2) follows. Now, with respect to the fixed basis $\left(e_{1}, \ldots, e_{n}\right)$ of $\mathbb{G}$, we have coefficients $\left(D_{H}^{2} u(x)\right)_{i j}$ such that

$$
D_{H}^{2} u(x) w=\sum_{i, j=1}^{m_{1}}\left(D_{H}^{2} u(x)\right)_{i j} w_{i} e_{j}
$$

therefore (77) yields $\nabla_{H} P_{x}^{(2)}(w)=D_{H}^{2} u(x) w$. For any $j=1, \ldots, m_{1}$, we have

$$
X_{j} P_{x}^{(2)}(w)=\sum_{i=1}^{m_{1}}\left(D_{H}^{2} u(x)\right)_{i j} w_{i}
$$

then formula (30) gives

$$
X_{i} X_{j} P_{x}^{(2)}=\left(D_{H}^{2} u(x)\right)_{i j}=\left(\nabla_{H}^{2} P_{x}^{(2)}\right)_{i j}+\sum_{l=m_{1}+1}^{m_{2}} X_{l} u(x) a_{j}^{l i} .
$$

As a result, we get

$$
\left(\nabla_{H}^{2} P_{x}^{(2)}\right)_{i j}=\left(D_{H}^{2} u(x)\right)_{i j}-\sum_{l=m_{1}+1}^{m_{2}} X_{l} u(x) a_{j}^{l i},
$$

that coincides with the formula of claim (3). Finally, we observe that $P_{x}^{(2)}$ is the uniform limit on compact sets of the h-convex functions $\Delta_{x, \tau}^{2} u(w)$. This implies that $P_{x}^{(2)}$ is also $h$-convex and then its symmetrized horizontal Hessian is nonnegative.

## CHAPTER 4

## H-CONVEX DISTRIBUTIONS IN STRATIFIED GROUPS

In this chapter, we address the question of the characterization of h-convex distributions. The results in the first part of the chapter have been obtained in a joint work with A. Bonfiglioli, E. Lanconelli and V. Magnani, [15]. In all stratified groups, every h-convex function has nonnegative horizontal Hessian in the distributional sense, as observed in [26] and [64]. Surprisingly, the converse to this fact, namely, establishing whether a distribution with nonnegative horizontal Hessian is given by an h-convex function was not addressed yet. This chapter gives a full answer to this question. The first result in this direction extends the Reshetnyak's characterization to all stratified groups.
Theorem 4.1.6 If $\mu \in \mathcal{D}^{\prime}(\Omega)$ is a Radon measure, then $\mu$ is defined by an h-convex function if and only if it is an h-convex distribution.

Our scheme is elementary, although it differs from the standard approach: we consider the group convolution of the measure $\mu$, but instead of computing its horizontal Hessian by direct differentiation, we consider its distributional version. This respects the noncommutativity of the convolution operator. As a byproduct of Theorem 4.1.6, we have the following important corollary.
Corollary 4.1.7 If $u \in L_{l o c}^{1}(\Omega)$ is $h$-convex in the distributional sense, then outside a negligible set it coincides with a locally Lipschitz continuous h-convex function on $\Omega$.

This result also extends one of the characterizations given in [60], where the subharmonic theory used to prove the equivalence of various notions of $h$-convexity requires that the function be also upper semicontinuous. To reach the complete distributional characterization of h-convexity, we combine Corollary 4.1.7 and Lemma 4.1.8. Using the fundamental solution of the sub-Laplacian $\Delta_{H}$ in stratified groups, [34], this lemma shows that an h-convex distribution $T$ can be written as the sum of a $\Delta_{H}$-harmonic function and a locally summable function. Since $\Delta_{H}$-harmonic functions are smooth by Hörmander's theorem, [57], we conclude that $T$ is given by a function in $L_{l o c}^{1}(\Omega)$.

We should also remark that this approach seems to be new also in the classical context. In fact, Dudley's proof uses a special geometric construction that cannot be extended to general stratified groups. On the other hand, the rich geometric properties of Heisenberg groups allow to carry out the Dudley's scheme in these groups, this is done in Section 2. We are now arrived to our main result of the chapter.
Theorem 4.1.9 Let $\Omega$ be an open set of $\mathbb{G}$. If $T \in \mathcal{D}^{\prime}(\Omega)$ is $h$-convex, then $T$ is defined by an $h$-convex function on $\Omega$.

Recall that all measurable h-convex functions are locally Lipschitz continuous, [87]. Thus, Theorem 4.1.9 shows that the class of $h$-convex measurable functions coincides with that of $h$-convex distributions, that are locally Lipschitz continuous h-convex functions. Although we still do not know whether one can find h-convex functions in higher step groups that are nonmeasurable, these functions certainly would not be included in the previous families. This confirms that the natural notion of h-convexity in stratified groups should always include either measurability or local boundedness from above, that are indeed equivalent conditions.

It should be eventually apparent that the main point of this note is to show how the well developed theory of subharmonic functions in stratified groups allows us to use simple arguments to establish new results in the realm of h -convex functions.

In Section 2 we follows the Dudley approach to give a more geometric proof Theorem 4.1.9, unfortunately this holds only in Heisenberg groups.

Moreover, the same scheme to prove Theorem 4.1.6, joined with Lemma 4.2.3 leads us to a more general distributional approximation theorem.
Theorem 4.2.4 Let $\Omega \subset G$ be an open bounded subset, let $T \in \mathcal{D}^{\prime}(\Omega)$ be such that $D_{H}^{2} T \geq 0$ and let $\delta>0$ be such that $\Omega_{-\delta}$ is nonempty. It follows that there exists $C(\Omega)>0$ such that the convolutions $\left\langle T, \Phi_{x, \varepsilon}\right\rangle$ are smooth h-convex functions on $\Omega_{-\delta}$ for all $0<C(\Omega) \varepsilon^{1 / t}<\delta$ and converge to $T$ in $\mathcal{D}^{\prime}\left(\Omega_{-\delta}\right)$, where $\iota>1$ is the step of $G$.

It is worth to stress that this theorem shows in particular that smooth convolutions of h-convex distributions are smooth h-convex functions. We also notice that in the case $T$ is given by a measurable h-convex function, the smooth convolution $\left\langle T, \Phi_{x, \varepsilon}\right\rangle$ defined in Lemma 4.2.3 uniformly converges to $u$ on compact sets, since measurable h-convex functions are locally Lipschitz continuous, [87]. This fact was already observed in [60], since in this case the h-convex function $u$ is in particular upper semicontinuous.

Concerning the hypotheses on $\Omega$ in Theorem 4.2.4, the requirement that $\Omega$ be bounded only depends on the noncommutativity of the group, as explained in Remark 4.2.6. It is also clear that one can easily modify the conclusion of Theorem 4.2.4 in the case of an arbitrary open set, according to Corollary 4.2.5.

It is now natural to see the role of Theorem 4.2.4, in the problem of showing that h-convex distributions are given by h-convex functions. Unfortunately, the fact that an h -convex distribution $T$ is the distributional limit of smooth h -convex functions is not enough to conclude that $T$ is given by an h-convex function. To establish this result, we need some compactness, namely, we have to establish a closure theorem. This is a delicate issue, that requires more information on the geometry on the group. The second part of this work is devoted to the proof of this closure theorem in all Heisenberg groups $\mathbb{H}^{n}$.
Theorem 4.2.15 Let $\Omega$ be an open set of $\mathbb{H}^{n}$. If $u_{n}: \Omega \rightarrow \mathbb{R}$ is a sequence of $h$-convex functions converging to $T \in \mathcal{D}^{\prime}(\Omega)$ in the distributional sense, then $T$ is defined by an $h$-convex function.

This theorem in Euclidean spaces has been proved by Dudley, see Theorem 2.1 in [29]. As it is clear from his proof, the geometry of the space plays an important role. Dudley's approach uses the following elementary fact: given a convex function $u$ and a simplex $S$,
then $u$ attains its maximum on $S$ at a vertex $q$. This allows to consider the set $S^{\prime}$, that is symmetric to $S$ with respect to the vertex $q$. It follows that $u(y) \geq u(q)$ for every $y \in S^{\prime}$. Thus, in the case the sequence of convex functions diverges to $+\infty$ at some point, we get its uniform limit to $+\infty$, contradicting the distributional convergence. This constitutes the leading idea in Dudley's approach.

Our first step is to replace simplexes with finitely $h$-convex sets in $\mathbb{H}^{n}$, namely, finite sets whose h-convex closure has nonempty interior. The existence of these sets is proved by Rickly in [87] for step two groups. He also shows that this result is false in higher step groups, as the Engel group. However, this h-convex closure is not as manageable as a simplex in the Euclidean space. This forces us to establish some technical lemmas to extract the geometric properties of this set. In Proposition 4.2.12, we modify the finitely hconvex set $A_{0}$, getting the new finite set $A_{1}$, such that at any vertex $p \in A_{1}$ the horizontal plane $H_{p}$ through $p$ contains an interior point of the h-convex closure $\mathcal{C}\left(A_{0}\right)$. However, this lemma can give a uniform lower bound on the sequence only on an open piece of a horizontal plane, since h-convexity is only defined on horizontal planes. The lower bound on an open set is obtained by moving the base point $p$ along a horizontal direction, making the horizontal plane rotate around this direction, see Lemma 4.2.14. This leads to the proof of the uniform upper bound on the sequence. Notice that here we have used the fact that we are working in Heisenberg groups. By a technique similar to the one used for Theorem 3.17 of [71], we also get the uniform lower bound on the sequence. Finally, by the $L^{\infty}$ estimates of h-convex functions with respect to their $L^{1}$ norm, see for instance Theorem 9.2 of [26], we reach the wished compactness.

After this result, in Heisenberg groups the hypothesis in Theorem 4.1.6 that the hconvex distribution is a Radon measure can be removed, getting the complete distributional characterization of h-convexity. Precisely, we have the following theorem.
Theorem 4.2.16 Let $\Omega$ be an open set of $\mathbb{H}^{n}$. If $T \in \mathcal{D}^{\prime}(\Omega)$ is h-convex, then $T$ is defined by an $h$-convex function in $\Omega$.

## 1. H-convex distributions

Remark 4.1.1 Let $\left(X_{1}, \ldots, X_{m}\right)$ denote an orthonormal basis of the first layer $V_{1}$ and let $T \in \mathcal{D}^{\prime}(\Omega)$. The vector fields $X_{j}$ have formal adjoint $X_{j}^{\star}=-X_{j}$, this justifies the following definition of $X_{j} T$,

$$
\left\langle X_{j} T, \phi\right\rangle=-\left\langle T, X_{j} \phi\right\rangle, \quad \phi \in \mathcal{D}(\Omega) .
$$

Notice that $X_{j} T$ is a distribution. Since $T$ is a distribution, for any compact set $K \subset \Omega$, there exists $C_{K}>0$ and $N>0$ such that

$$
|\langle T, \phi\rangle| \leq C_{K}\|\phi\|_{N}, \quad \text { for all } \phi \in \mathcal{D}(K),
$$

where $\|\phi\|_{N}=\sup _{y \in \Omega}\left\{\left|D^{\alpha} \phi(y)\right|, \alpha \in 1, \ldots, n^{k}, k=1, \ldots, N\right\}$. Therefore,

$$
\left|\left\langle X_{j} T, \phi\right\rangle\right|=\left|\left\langle T, X_{j} \phi\right\rangle\right| \leq C_{K}\left\|X_{j} \phi\right\|_{N} \leq C_{K}^{\prime}\|\phi\|_{N+1},
$$

for every $\phi \in \mathcal{D}(K)$ and this proves the claim. Since $X_{j}$ in general do not commute, the order of the iterated differential operators $X_{j}$ is important. We have

$$
\left\langle X_{i_{1}} \ldots X_{i_{k}} T, \phi\right\rangle=(-1)^{k}\left\langle T, X_{i_{k}} \ldots X_{i_{1}} \phi\right\rangle, \quad \phi \in \mathcal{D}(\Omega) .
$$

Definition 4.1.2 Let $T \in \mathcal{D}^{\prime}(\Omega)$. The distributional Hessian of $T$ is the matrix valued distribution $\left\langle D_{H}^{2} T, \psi\right\rangle:=\left\langle T, \nabla_{H}^{2} \psi\right\rangle$ of entries

$$
\left\langle\frac{1}{2}\left(X_{j} X_{i}+X_{i} X_{j}\right) T, \psi\right\rangle:=\left\langle T, \frac{1}{2}\left(X_{i} X_{j}+X_{j} X_{i}\right) \psi\right\rangle
$$

for every $i, j=1, \ldots, m$ and every $\psi \in C_{c}^{\infty}(\Omega)$.
Definition 4.1.3 We say that the distributional Hessian of $T \in \mathcal{D}^{\prime}(\Omega)$ is nonnegative if for every nonnegative test function $\psi \in C_{c}^{\infty}(\Omega)$ the matrix $\left\langle T, \nabla_{H}^{2} \psi\right\rangle$ is nonnegative. In this case we write $D_{H}^{2} T \geq 0$ and say that the distribution $T$ is $h$-convex.

In the smooth case, a simple computation shows that a nonnegative horizontal Hessian characterizes h-convexity, see for instance [71].
Definition 4.1.4 Let $\phi \in C_{c}^{\infty}(\mathbb{G})$ be a nonnegative function, whose support is contained in the unit open ball of $G$ with respect to the fixed homogeneous norm. For every $\varepsilon>0$, we set $\phi_{\varepsilon}(x)=\varepsilon^{-Q} \phi\left(\delta_{\frac{1}{\varepsilon}} x\right)$. We say that $\left\{\phi_{\varepsilon}\right\}_{\varepsilon>0}$ is a family of mollifiers. For all $x \in \mathbb{G}$, we define the functions $\Phi_{x, \varepsilon}: \mathbb{G} \rightarrow \mathbb{R}$ as $\Phi_{x, \varepsilon}(y)=\phi_{\varepsilon}\left(x y^{-1}\right)$.
Lemma 4.1.5 (Remark 3.10 of [70]) Let $\mathbb{G}$ be a stratified group of step $\iota$. Let $w, h \in \mathbb{G}$ and let $v>0$ be such that $d(w), d(h) \leq v$. Then there exists a constant $C(v)$ only depending on $\mathbb{G}$ such that $d\left(w^{-1} h w\right) \leq C(v) d(h)^{\frac{1}{l}}$.

We will use the notation $\Omega_{-r}=\left\{x \in \Omega: \operatorname{dist}\left(x, \Omega^{c}\right)>r\right\}$ for any $r>0$.
Theorem 4.1.6 If $\mu \in \mathcal{D}^{\prime}(\Omega)$ is a Radon measure, then $\mu$ is defined by an h-convex function if and only if it is an h-convex distribution.

Proof. We first suppose that $\Omega$ is bounded. Let $h>0$ be such that $\Omega_{-h}$ is nonempty. Let

$$
\mu_{\varepsilon}(x)=\int_{\Omega} \phi_{\varepsilon}\left(x y^{-1}\right) d \mu(y)
$$

is well defined on $\Omega$ for all $\varepsilon>0$. Then for any $\psi \in \mathcal{D}\left(\Omega_{-h}\right)$, we get

$$
\begin{aligned}
\int_{\Omega_{-h}} \nabla_{H}^{2} \psi(x) \mu_{\varepsilon}(x) d x & =\int_{\Omega}\left(\int_{\Omega_{-h}} \phi_{\varepsilon}\left(x y^{-1}\right) \nabla_{H}^{2} \psi(x) d x\right) d \mu(y) \\
(x=z y) & =\int_{\Omega}\left(\int_{D_{\varepsilon}} \phi_{\varepsilon}(z) \nabla_{H}^{2} \psi(z y) d z\right) d \mu(y) \\
& =\int_{D_{\varepsilon}} \phi_{\varepsilon}(z)\left(\int_{\Omega} \nabla_{H}^{2}[\psi(z y)] d \mu(y)\right) d z \\
& \geq 0
\end{aligned}
$$

since $y \rightarrow \psi(z y)$ is smooth and compactly supported in $\Omega$. In fact, let $\omega \in \Omega^{c}$, then applying Lemma 4.1.5, with $v=C(\Omega)=\sup _{x \in \Omega} d(x)$, we have

$$
d(y, \omega) \geq d(z y, \omega)-d\left(y^{-1} z y\right)>h-C(\Omega) \varepsilon^{\frac{1}{\iota}}>0 .
$$

for all $\varepsilon^{\frac{1}{l}}<\frac{h}{C(\Omega)}$. Then it follows from Proposition 5.1 in [71] that $\mu_{\varepsilon}$ is h-convex. Furthermore, for every compact set $K$ contained in $\Omega_{-h}$ we have the uniform estimate

$$
\int_{K}\left|\mu_{\varepsilon}(x)\right| d x \leq|\mu|(K) \mid<+\infty .
$$

Then the $L^{\infty}$-estimates in Theorem 9.2 of [26] joined with the classical Ascoli-Arzelà compactness theorem imply the existence of a continuous h-convex function $\tilde{u}$ on $\Omega_{-h}$ that a.e. coincides with $u$. The arbitrary choice of $h>0$ concludes the proof in the case of $\Omega$ bounded. For a general open set $\Omega$ we have to consider for every $M>0$ the set $\Omega \cap B_{M}$, the proof proceed as in the previous case, then by the arbitrary choice of $M>0$ we can conclude.

As a byproduct of Theorem 4.1.6, we have the following important corollary.
Corollary 4.1.7 If $u \in L_{l o c}^{1}(\Omega)$ is $h$-convex in the distributional sense, then outside a negligible set it coincides with a locally Lipschitz continuous $h$-convex function on $\Omega$.
Lemma 4.1.8 Let $\Omega \subset G$ be a open set and let $\Omega_{1} \subset \Omega$ be a bounded open set such that $\bar{\Omega}_{1} \subset \Omega$. If $T \in \mathcal{D}^{\prime}(\Omega)$ satisfies $\Delta_{H} T \geq 0$, then its restriction to $\Omega_{1}$ is given by function in $L_{l o c}^{1}\left(\Omega_{1}\right)$.

Proof. Since $\Delta_{H} T \geq 0$, we know that there exists a nonnegative Radon measure $\mu$ on $\Omega$ such that $\Delta_{H} T=\mu$. Let $\Gamma$ be as in Definition 1.2.42, and consider the function

$$
v(x)=-\int_{\Omega_{1}} \Gamma\left(y^{-1} x\right) d \mu(y)
$$

Since $\Gamma$ is locally integrable on $G$, for every compact set $K \subset \Omega_{1}$ we have

$$
\int_{K}|v(x)| d x \leq \int_{\Omega_{1}} \int_{K}\left|\Gamma\left(y^{-1} x\right)\right| d x d \mu(y) \leq \mu\left(\Omega_{1}\right) \sup _{y \in \Omega_{1}} \int_{K}\left|\Gamma\left(y^{-1} x\right)\right| d x<+\infty .
$$

Let us show that $v$ satisfies the distributional equality $\Delta_{H} v=\mu_{\Omega_{1}}$. In fact, for every $\phi \in$ $C_{c}^{\infty}\left(\Omega_{1}\right)$ we have

$$
\left\langle\Delta_{H} v, \phi\right\rangle=-\int_{\Omega_{1}} \int_{\Omega_{1}} \Gamma\left(y^{-1} x\right) \Delta_{H} \phi(x) d x d \mu(y) .
$$

Thus, being $\Gamma$ the fundamental solution for $\Delta_{H}$, we get

$$
\left\langle\Delta_{H} v, \phi\right\rangle=\int_{\Omega_{1}} \phi(y) d \mu(y) .
$$

Hence $\Delta_{H}(T-v)=0$ in $\mathcal{D}^{\prime}\left(\Omega_{1}\right)$. Since $\Delta_{H}$ is hypoelliptic, [57], the function $T-v$ coincides with a smooth $\Delta_{H}$-harmonic function $h$ on $\Omega_{1}$, up to a negligible set. Finally we can conclude that $T$ is represented by an $L_{l o c}^{1}$ function on $\Omega_{1}$.

We wish to point out that this lemma follows the same lines to prove representation formulas for upper semicontinuous subharmonic functions, see Theorem 9.4.4 in [14]. Combining Lemma 4.1.8 and Corollary 4.1.7, we establish the proof of our main result.

Theorem 4.1.9 Let $\Omega$ be an open set of $G$. If $T \in \mathcal{D}^{\prime}(\Omega)$ is h-convex, then $T$ is defined by an $h$-convex function on $\Omega$.

Proof. Let $\bar{\Omega}_{n} \subset \Omega, n \in \mathbb{N}$ be an increasing sequence of open and bounded sets. By hypothesis $D_{H}^{2} T \geq 0$ and in particular $\Delta_{H} T \geq 0$, hence Lemma 4.1.8 implies that $T$ is represented by an $L_{l o c}^{1}$ function on $\Omega_{n}$. Finally we can conclude, by Corollary 4.1.7, that $T$ is defined by an h-convex function on $\Omega_{n}$. Since $\bigcup_{n \in \mathbb{N}} \Omega_{n}=\Omega$, the theorem follows.

## 2. Distributional h-convexity in Heisenberg groups: a classical approach

In this section we give a different proof of Theorem 4.1.9 for Heisenberg groups. The proof follows the ideas of Dudley in [29], and the main point is to prove a closure theorem for convex function in $\mathcal{D}^{\prime}$. We extend this result to h-convex functions in Heisenberg groups, however the proof follows a different approach to the Euclidean one.

First, we prove two technical lemmas, which holds in general Carnot groups. There are three common ways of viewing the elements of the Lie algebra $\mathfrak{g}$ of $\mathbb{G}$ : (i) as tangent vectors at the origin, (ii) as left-invariant vector fields or (iii) as right-invariant vector fields. Throughout the thesis we have always used definition (ii), see Chapter 1. However in this section we shall need also (iii). We will use the notations $\mathfrak{g}_{L}$ and $\mathfrak{g}_{R}$ respectively for $\mathfrak{g}$ seen as in definition (ii) and (iii). We observe that the map $\Delta$ which sends $X \in \mathfrak{g}_{L}$ to the unique $\tilde{X} \in \mathfrak{g}_{R}$ which agrees with $X$ at the origin is an anti-isomorphism. As a consequence if one applies the Barker-Campbell-Hausdorff formula to $\mathfrak{g}_{R}$, one obtains a different, but isomorphic, group law for $\mathbb{G}$. Let $Y_{1}, \ldots, Y_{m}$ the basis of $\mathfrak{g}_{R}$ obtained as image of $X_{1}, \ldots, X_{m}$ through $\Delta$.
Proposition 4.2.1 (Corollary 1.44 in [35]) Let $f: G \rightarrow \mathbb{R}^{n}$ be a smooth function. Then for every $k>0$ there exists a constant $C(k)>0$ such that

$$
\left|f(x y)-P_{x}(y)\right| \leq C(k)|y|^{k+1} \sup _{|z|<\beta^{k+1}|y|, d(I)=k+1}\left|X^{I} f(x z)\right|,
$$

where $P_{x}(y)$ is the right Taylor polynomial of $f$ of homogeneous order $k$ at $x$, and $\beta$ is a constant depending only on G .

Throughout the section we define the functions $\Phi_{x, \varepsilon}: \mathbb{G} \longrightarrow \mathbb{R}$ as $\Phi_{x, \varepsilon}(y)=\phi_{\varepsilon}\left(x y^{-1}\right)$ for all $x, y \in \mathbb{G}$ and $\varepsilon>0$. Where the functions $\phi_{\varepsilon}, \varepsilon>0$ are defined in Proposition 1.2.28.
Lemma 4.2.2 Let $x, z \in \mathbb{G}$ then $\Phi_{x, \varepsilon}$ converges to $\Phi_{z, \varepsilon}$ in $\mathcal{D}(\mathbb{G})$ as $x \rightarrow z$. Moreover, let $\left(e_{1}, \ldots, e_{m}\right)$ be a basis of $H_{1}$, as in Section 2, then

$$
\frac{1}{r}\left(\Phi_{x, \varepsilon}\left(\cdot\left(-r e_{j}\right)\right)-\Phi_{x, \varepsilon}\right) \rightarrow-X_{j} \Phi_{x, \varepsilon}(\cdot) \quad \text { in } \mathcal{D}(\mathbb{G}),
$$

for every $j=1, \ldots, m$.
Proof. Let $Y_{1}, \ldots, Y_{n}$ be a basis of right invariant vector fields, with homogeneous degree $d_{j}, j=1, \ldots, n$, generated by the horizontal vector fields $Y_{1}, \ldots, Y_{m}$ defined above.

By Theorem 1.33 in [35], there exists $\bar{C}>0$ and $\beta>0$ such that for all $x, y \in \mathbb{G}$

$$
\begin{equation*}
\left|\phi_{\varepsilon}\left(x z^{-1} z y\right)-\phi_{\varepsilon}(z y)\right| \leq \bar{C} \sum_{j=1}^{n}\left|x z^{-1}\right|_{|w| \leq \beta\left|x z^{-1}\right|}^{d_{j}} \sup _{\left|Y_{j} f(w y)\right|, ~} \mid Y \tag{80}
\end{equation*}
$$

Hence $\Phi_{x, \varepsilon}$ converges to $\Phi_{z, \varepsilon}$ uniformly on every compact set. Moreover, observe that we can apply (80) to the functions $X^{I} \phi_{\varepsilon}\left(x z^{-1} z y\right)-X^{I} \phi_{\varepsilon}(z y)$, where $X^{I}=X_{i_{1}} \ldots X_{i_{k}}$ and $I \subset\{1, \ldots, m\}^{k}, k>0$. This implies the uniform convergence on compact set of $X^{I} \phi_{\varepsilon}(x y)$ to $X^{I} \phi_{\varepsilon}(z y)$, for every $I$ and as a consequence the convergence in $\mathcal{D}(\mathbb{G})$. Now we prove the second part of the lemma. Let $f(y, r)$ be the smooth function $f(y, r)=\left(\Phi_{x, \varepsilon}\left(y\left(-r e_{j}\right)\right)-\right.$ $\left.\Phi_{x, \varepsilon}\right) / r$. Then for any compact set $K \subset G$, by Proposition 4.2 .1 with $k=1$, there exists $C_{K}$, such that

$$
\begin{equation*}
\sup _{y \in K}\left|f(r, y)+X_{j} \Phi_{x, \varepsilon}(y)\right| \leq C_{K} r, \quad \text { for } r<\frac{\delta}{2 b^{k+1}} \tag{81}
\end{equation*}
$$

Notice that $C_{K}=C\left(K, X^{2} f\right)$, more precisely

$$
C_{K}=C(1) \sup _{z \in \Omega_{-\frac{\delta}{2}}, h, l=1, \ldots, m}\left|X_{h} X_{l} f(r, z)\right|
$$

where $C(1)$ is the constant that appears in Proposition 4.2.1 for $k=1$. Observe that

$$
Y_{i} f(r, y)=\frac{\left(Y_{i} \Phi_{x, \varepsilon}\right)\left(y\left(-r e_{j}\right)\right)-\left(Y_{i} \Phi_{x, \varepsilon}\right)(y)}{r}
$$

Fix $Y_{i}$ and apply estimates (81) to $Y_{i} f$, then we get

$$
\sup _{y \in K}\left|Y_{i} f(r, y)+X_{j} Y_{i} \Phi_{x, \varepsilon}(y)\right| \leq C\left(K, X^{2} Y_{i} f\right) r, \quad \text { for } r<\frac{\delta}{2 b^{k+1}}
$$

Given two vector fields $X, Y$ respectively left invariant and right invariant we have $[X, Y]=$ 0 . Recall that for every smooth function $u$ on $G$ the following elementary formula holds

$$
\begin{equation*}
\frac{d}{d t} Y(u \exp (-t X))(\exp (t X) x)=[X, Y](u \exp (-t X))(\exp (t X) x) \tag{82}
\end{equation*}
$$

We also recall that

$$
\exp (t X)\left(x_{0}\right)=x \cdot \operatorname{Exp}(t X) \quad \exp (t Y)\left(x_{0}\right)=\operatorname{Exp}(t Y) \cdot x
$$

Hence

$$
\begin{aligned}
Y(u \exp (-t X))(\exp (t X) x) & =Y(u \exp (-t X))(x \cdot \operatorname{Exp}(t X)) \\
& =Y(u \exp (-t X))\left(R_{\operatorname{Exp}(t X)}(x)\right) \\
& =Y\left(u \circ \exp (-t X) \circ R_{\operatorname{Exp}(t X)}\right)(x)
\end{aligned}
$$

Let us consider the function $u \circ \exp (-t X) \circ R_{\operatorname{Exp}(t X)}(\cdot)$. Then we obtain

$$
\begin{aligned}
u \circ \exp (-t X) \circ R_{\operatorname{Exp}(t X)}(y) & =u(\exp (-t X)(y \cdot \operatorname{Exp}(t X)) \\
& =u(y \cdot \operatorname{Exp}(t X) \cdot \operatorname{Exp}(-t X)) \\
& =u(y) .
\end{aligned}
$$

Thus the right left hand side of (82) does not depend on $t$, as a consequence $[X, Y]=0$ and the two vector fields commute. Then we get

$$
\sup _{y \in K}\left|Y_{i} f(r, y)+Y_{i} X_{j} \Phi_{x, \varepsilon}(y)\right| \leq C\left(K, X^{2} Y_{i} f\right) r .
$$

Then by the same observation, for every $I \subset 1, \ldots, m^{k}, k>0$, we get

$$
\sup _{y \in K}\left|Y^{I} f(r, y)+Y^{I} X_{j} \Phi_{x, \varepsilon}(y)\right| \leq C\left(K, X^{2} Y^{I} f\right) r, \quad \text { for } r<\frac{\delta}{2 b^{k+1}}
$$

Hence we have the convergence of $f(r, y)$ to $-X_{j} \Phi_{x, \varepsilon}(y)$ in $\mathcal{D}(\mathbb{G})$,
Lemma 4.2.3 Let $\Omega \subset \mathbb{G}$ be an open bounded set and let $u \in \mathcal{D}^{\prime}(\Omega)$. Let $\left\{\phi_{\varepsilon}\right\}$ be a family of mollifiers. We choose any $\psi \in C_{c}^{\infty}(\Omega)$ and define $\delta>0$ as the distance between supp $\psi$ and $\Omega^{c}$. Then there exists a constant $C(\Omega)>0$ such that for all $\varepsilon>0, C(\Omega) \epsilon^{\frac{1}{l}}<\delta$, we have supp $\psi \subset \Omega_{-\varepsilon}$, the function $\Omega_{-\delta} \ni x \rightarrow\left\langle u, \Phi_{x, \varepsilon}\right\rangle$ is continuous and

$$
\begin{equation*}
\int_{\Omega_{-\delta}} \psi(x)\left\langle u, \Phi_{x, \varepsilon}\right\rangle d x=\left\langle u, \int_{\Omega_{-\delta}} \psi(x) \Phi_{x, \varepsilon} d x\right\rangle \tag{83}
\end{equation*}
$$

where $\int_{\Omega_{-\delta}} \psi(x) \Phi_{x, \varepsilon} d x$ denotes the function $y \longrightarrow \int_{\Omega_{-\delta}} \psi(x) \phi_{\varepsilon}\left(x y^{-1}\right) d x$.
PROOF. Let consider $z \in \Omega_{-\varepsilon}$. It follows, by Lemma 4.2.2, that $\Phi_{z, \varepsilon} \rightarrow \Phi_{x, \varepsilon}$ in $\mathcal{D}(\Omega)$ as $z \rightarrow x$. Hence $x \rightarrow\left\langle u, \Phi_{x, \varepsilon}\right\rangle$ is continuous on $\Omega_{-\varepsilon}$. Moreover we notice that the function $y \longrightarrow \int_{\Omega_{-\delta}} \psi(x) \phi_{\varepsilon}\left(x y^{-1}\right) d x$ is compactly supported in $\Omega$. In fact, for every $\omega \in \Omega^{c}$, every $y \in \Omega$ and every $x \in \Omega_{-\delta}$, we get

$$
d(y, \omega) \geq d(x, \omega)-d(x, y) \geq \delta-d\left(y^{-1} x y^{-1} y\right)
$$

Hence applying Lemma 4.1 .5 with $v=C(\Omega)=\sup _{x \in \Omega} d(x)$, and $h=x y^{-1}$ we get

$$
d(y, \omega) \geq \delta-C(\Omega) \epsilon^{\frac{1}{l}}>0
$$

With respect to a fixed scalar product on $G$, we consider the family $\mathcal{Q}_{n}$ of closed cubes in $G$ of side $e^{-n}$, whose interior parts are disjoint and such that $G=\bigcup_{Q \in \mathcal{Q}_{n}} Q$. We choose a fixed $x_{Q} \in Q$ for any $Q \in \mathcal{Q}_{n}$ and then obtain

$$
\begin{equation*}
\left|\int_{\Omega_{-\delta}} \psi(x)\left\langle u, \Phi_{x, \varepsilon}\right\rangle d x-\sum_{Q \in \mathcal{Q}_{n}} \psi\left(x_{Q}\right)\left\langle u, \Phi_{x_{Q}, \varepsilon}\right\rangle\right| Q \cap \Omega_{-\delta}| | \leq h \mathcal{L}^{q}\left((\operatorname{supp} \psi)_{1}\right) \tag{84}
\end{equation*}
$$

for all $n \geq n_{h}$. Notice that the uniform continuity of $x \rightarrow \psi(x)\left\langle u, \Phi_{x, \varepsilon}\right\rangle$ on supp $\psi$ implies (84). This shows that

$$
\int_{\Omega_{-\delta}} \psi(x)\left\langle u, \Phi_{x, \varepsilon}\right\rangle d x=\lim _{n \rightarrow \infty} \sum_{Q \in \mathcal{Q}_{n}} \psi\left(x_{Q}\right)\left\langle u, \Phi_{x_{Q}, \varepsilon}\right\rangle\left|Q \cap \Omega_{-\delta}\right| .
$$

Since we have finite sums, by linearity of distributions we also have

$$
\sum_{Q \in \mathcal{Q}_{n}} \psi\left(x_{Q}\right)\left\langle u, \Phi_{x_{Q}, \varepsilon}\right\rangle\left|Q \cap \Omega_{-\delta}\right|=\left\langle u, \sum_{Q \in \mathcal{Q}_{n}} \psi\left(x_{Q}\right) \Phi_{x_{Q}, \varepsilon}\right| Q \cap \Omega_{-\delta}| \rangle .
$$

Arguing as before, one also observes the convergence

$$
\sum_{Q \in \mathcal{Q}_{n}} \psi\left(x_{Q}\right) \Phi_{x_{Q}, \varepsilon}\left|Q \cap \Omega_{-\delta}\right| \longrightarrow \int_{\Omega_{-\delta}} \psi(x) \Phi_{x, \varepsilon} d x \text { in } \mathcal{D}\left(\Omega_{-\delta}\right)
$$

as $n \rightarrow \infty$. This leads us to the limit

$$
\int_{\Omega_{-\delta}} \psi(x)\left\langle u, \Phi_{x, \varepsilon}\right\rangle d x=\lim _{n \rightarrow \infty}\left\langle u, \sum_{Q \in \mathcal{Q}_{n}} \psi\left(x_{Q}\right) \Phi_{x_{Q}, \varepsilon}\right| Q \cap \Omega_{-\delta}| \rangle
$$

that concludes the proof.
Many thanks are due to Giovanni Alberti for a stimulating conversation about the lemma above. As a consequence of Lemma 4.2.3 we get a more general distributional approximation theorem.
Theorem 4.2.4 Let $\Omega \subset \mathbb{G}$ be an open bounded subset, let $T \in \mathcal{D}^{\prime}(\Omega)$ be such that $D_{H}^{2} T \geq 0$ and let $\delta>0$ be such that $\Omega_{-\delta}$ is nonempty. It follows that there exists $C(\Omega)>0$ such that the convolutions $\left\langle T, \Phi_{x, \varepsilon}\right\rangle$ are smooth h-convex functions on $\Omega_{-\delta}$ for all $0<C(\Omega) \varepsilon^{1 / \iota}<\delta$ and converge to $T$ in $\mathcal{D}^{\prime}\left(\Omega_{-\delta}\right)$, where $\iota>1$ is the step of $G$.

Proof. Let $\psi \in \mathcal{D}(\Omega)$ and let $\delta=\operatorname{dist}\left(\operatorname{supp} \psi, \Omega^{c}\right)>0$. Let $\left\{\phi_{\varepsilon}\right\}_{\varepsilon>0}$ be a family of mollifiers and set $\Phi_{x, \varepsilon}(y)=\phi_{\varepsilon}\left(x y^{-1}\right)$. We consider the family of functions

$$
T_{\varepsilon}(x)=\left\langle T, \Phi_{x, \varepsilon}\right\rangle \quad \text { on } \quad \Omega_{-\delta}
$$

for all $0<C(\Omega) \varepsilon^{\frac{1}{s}}<\delta$, where $C(\Omega)>0$ is defined as in Lemma 4.2.3. It follows that $T_{\varepsilon}$ are smooth functions. Le $e_{1}, \ldots, e_{m}$ be a basis of $H_{1}$, as in Section 2. Then by definition of $T_{\varepsilon}$ we get

$$
\frac{1}{r}\left(T_{\varepsilon}\left(x\left(r e_{j}\right)\right)-T_{\varepsilon}(x)\right)=\left\langle T, \frac{1}{r}\left(\Phi_{x\left(r e_{j}\right), \varepsilon}-\Phi_{x, \varepsilon}\right)\right\rangle
$$

for every $j=1, \ldots, m$ and $r>0$. Since

$$
\Phi_{x\left(r e_{j}\right), \varepsilon}-\Phi_{x, \varepsilon}=\Phi_{x, \varepsilon}\left(\cdot\left(-r e_{j}\right)\right)-\Phi_{x, \varepsilon}
$$

Lemma 4.2.2 implies that

$$
X_{j} T_{\varepsilon}(x)=-\left\langle T, X_{j} \Phi_{x, \varepsilon}\right\rangle .
$$

Iterating this procedure one easily obtains that

$$
X^{I} T_{\varepsilon}(x)=(-1)^{|I|}\left\langle T, X^{-I} \Phi_{x, \varepsilon}\right\rangle,
$$

for every $X^{I}=X_{i_{1}} \ldots X_{i_{k}}, X^{-I}=X_{i_{k}} \ldots X_{i_{1}}$, where $I \subset\{1, \ldots, m\}^{k}, k>0$. Hence $T_{\varepsilon}$ is a smooth function on $\Omega_{-\delta}$. In view of Lemma 4.2.3, we get

$$
\int_{\Omega} \nabla_{H}^{2} \psi(x) T_{\varepsilon}(x) d x=\left\langle T, \int_{\Omega} \nabla_{H}^{2} \psi(x) \Phi_{x, \varepsilon} d x\right\rangle
$$

Notice that as in the previous lemma the function $y \rightarrow \int_{\Omega} \nabla_{H}^{2} \psi(x) \Phi_{x, \varepsilon} d x$ has compact support in $\Omega$. The change of variable $x=z y$ gives

$$
\int_{\Omega_{-\delta}} \nabla_{H}^{2} \psi(x) \Phi_{x, \varepsilon}(y) d x=\int_{D_{\varepsilon}}\left(\nabla_{H}^{2} \psi\right)(z y) \phi_{\varepsilon}(z) d z
$$

We denote by $l_{z}: \mathrm{G} \longrightarrow \mathbb{G}$ the left translation $l_{z}(w)=z w$. Then the left invariance of the family of vector fields $X_{i}, i=1, \ldots, m$, yields

$$
\int_{D_{\varepsilon}}\left(\nabla_{H}^{2} \psi\right)\left(l_{z}(y)\right) \phi_{\varepsilon}(z) d z=\nabla_{H}^{2}\left(\int_{D_{\varepsilon}} \phi_{\varepsilon}(z)\left(\psi \circ l_{z}\right)(y) d z\right)
$$

Since $y \rightarrow \int_{D_{\varepsilon}} \psi(z y) \phi_{\varepsilon}(z) d z$ is smooth and compactly supported in $\Omega$ and taking into account the previous equalities and our hypothesis $D_{H}^{2} T \geq 0$, we have

$$
\int_{\Omega} \nabla_{H}^{2} \psi(x) T_{\varepsilon}(x) d x=\left\langle T, \nabla_{H}^{2} \int_{D_{\varepsilon}} \phi_{\varepsilon}(z)\left(\psi \circ l_{z}\right) d z\right\rangle \geq 0
$$

It remains to prove that $T_{\epsilon} \rightarrow T$ in $\mathcal{D}^{\prime}\left(\Omega_{-\delta}\right)$. In view of Lemma 4.2.3, we have

$$
\left\langle T_{\epsilon}, \psi\right\rangle=\left\langle T, \int_{\Omega_{-\delta}} \psi(x) \Phi_{x, \epsilon} d x\right\rangle,
$$

for all $\psi \in \mathcal{D}\left(\Omega_{-\delta}\right)$. Recall that the functions

$$
y \rightarrow \int_{\Omega_{-\delta}} \psi(x) \phi_{\epsilon}\left(x y^{-1}\right) d x
$$

are smooth and compactly supported in $\Omega$. Moreover, if we denote by

$$
\psi_{\epsilon}(y)=\int_{\Omega_{-\delta}} \psi(x) \phi_{\epsilon}\left(x y^{-1}\right) d x
$$

we have that $\psi_{\epsilon} \rightarrow \psi$ in $\mathcal{D}(\Omega)$, for $\epsilon \rightarrow 0$. This implies that $T_{\epsilon} \rightarrow T$ in $\mathcal{D}^{\prime}\left(\Omega_{-\delta}\right)$.
A simple consequence of Theorem 4.2.4 is the following result.
Corollary 4.2.5 For any $M>0$ and any $\delta>0$, there exists $C_{M}>0$, only depending on $M, \Omega$ and $\mathbb{G}$ and $B_{M}$, such that the smooth h-convex function $x \rightarrow\left\langle T, \Phi_{x, \varepsilon}\right\rangle$ is defined in $\left(\Omega \cap B_{M}\right)_{-\delta}$ whenever $0<C_{M} \varepsilon^{\frac{1}{i}}<\delta$ and converges to $u$ in $\mathcal{D}^{\prime}\left(\left(\Omega \cap B_{M}\right)_{-\delta}\right)$.
Remark 4.2.6 We wish to show that in general the estimate of $d(x y)$ with respect to $d(y x)$ depends on both $d(x)$ and $d(y)$. For every $x, y \in \mathbb{G}$, the product is given by $x \cdot y=x_{1}+y_{1}+$ $x_{2}+y_{2}+\beta\left(x_{1}, y_{1}\right)$, where $x_{i}, y_{i} \in H_{i}$ for $i=1,2$ and $\beta: V_{1} \times V_{1} \rightarrow V_{2}$ is non-degenerate, bilinear and skew-symmetric. Let $c \geq 1$ such that $\left|\beta\left(x_{1}, y_{1}\right)\right| \leq c|x||y|$ for all $x, y \in \mathbb{G}$, then $d(x)=\max \left\{\left|x_{1}\right|, \sqrt{\left|x_{2} / c\right|}\right\}$, defines a homogeneous norm on $G$. By contradiction, we assume that there exists $C>0$ such that

$$
d\left(x y x^{-1}\right) \leq C d(y)^{\frac{1}{2}}
$$

and $C$ does not depend on $y$. Thus, for every $\lambda>0$, we get

$$
\lambda d\left(\delta_{\frac{1}{\lambda}}(x) y \delta_{\frac{1}{\lambda}}\left(x^{-1}\right)\right)=d\left(x \delta_{\lambda}(y) x^{-1}\right) \leq C \lambda^{\frac{1}{2}} d(y)^{\frac{1}{2}},
$$

that yields a contradiction as $\lambda \rightarrow+\infty$. It follows that $C$ must depend on $d(y)$. Again, by contradiction, we assume that $C$ is independent from $x$. Here we use the explicit expression of both $d$ and the group operation, then we get

$$
\begin{equation*}
\left|\frac{y_{2}+2 \beta\left(x_{1}, y_{1}\right)}{c}\right|^{\frac{1}{2}} \leq d\left(x y x^{-1}\right) \leq C d(y)^{\frac{1}{2}} \tag{85}
\end{equation*}
$$

Since $\beta$ is nondegenerate, we can select a sequence $\left(x_{1 n}\right)_{n}$ such that $\beta\left(x_{1 n}, y_{1}\right) \rightarrow+\infty$, that conflicts with (85).

In Lemma 4.2.3 and Theorem 4.2.4 in order to define the functions $x \rightarrow<T, \Phi_{x, \varepsilon}>$ on $\Omega_{-\delta}$, we need the condition $C \epsilon^{\frac{1}{l}}<\delta$. The constant $C$ appears in the estimate of $d(x, y)$ in terms of $d(y, x)$ for $y \in \Omega$ and $x \in \Omega_{-\delta}$. By the previous discussion $C$ must depend on $\operatorname{diam}(\Omega)$, hence the hypothesis of boundedness of $\Omega$ can not be removed.

Now we state some definitions and properties introduced in [87]. The $h$-convex closure $\mathcal{C}(A)$ of a subset $A \subset \mathbb{G}$ is the smallest h-convex set containing $A$. A stratified group $\mathbb{G}$ is finitely $h$-convex if it contains a finite subset $F \subset G$ whose h-convex closure $C(F)$ has non-empty interior.
Theorem 4.2.7 ([87]) Any stratified group of step two is finitely h-convex.
Notice that Theorem 4.2.7 does not hold in general stratified groups. In fact Rickly, in [87], proved that the Engel group $\mathbb{E}$ is not finitely h-convex. This is the main obstacle to the extension of Dudley's characterization in general stratified groups.
Definition 4.2.8 Denote by $\Gamma$ the set of integral curves $\gamma: \mathbb{R} \rightarrow \mathbb{G}$ of left invariant horizontal vector fields on $G$. Given $S \subset G$ we define

$$
\begin{aligned}
H(S) & =\{\gamma(t) \mid \gamma \in \Gamma, t \in[0,1], \gamma(0), \gamma(1) \in S\}, \\
H^{0}(S) & =S, \quad H^{k+1}(S):=H\left(H^{k}(S)\right), \\
H^{\infty}(S) & =\bigcup_{k=1}^{\infty} H^{k}(S)
\end{aligned}
$$

The following corollary of Theorem 4.2.7 allows us to work with a finite h-convex combination of $F$, i.e. $H^{k}(F)$ for a certain $k \in \mathbb{N}$, instead the whole of $C(F)$. For the reader's convenience we give also the proof taken form [87].
Corollary 4.2.9 Let $F \subset G$ be a finitely h-convex set. Then there exists $k_{0}=k_{0}(\mathbb{G}, F)$ such that $H^{k_{0}}(F)$ has nonempty interior.

Proof. Clearly $H^{\infty}(F)$ is h-convex, by construction. Given an h-convex set $K \supseteq F$, it follows that if $H^{l}(F) \subset K$ then $H^{l+1}(F) \subset K$. This implies that $H^{\infty}(F) \subset K$ and by definition of $C(F), H^{\infty}(F)=C(F)$. Moreover a direct computation gives that $H(F)$ is compact if $F$ is. The compactness property of $H$ and the theorem of Baire imply that $H^{k}(F)$, has non-empty interior for a certain $k_{0}=k_{0}(\mathbb{G}, F) \in \mathbb{N}$.

In the sequel, open and closed balls will refer to a fixed homogeneous distance of the Heisenberg group $\mathbb{H}^{n}$.
Definition 4.2.10 We define the set $A_{0}=\left\{q_{1}, \ldots, q_{\alpha}\right\}$ in $\mathbb{H}^{n}$ and the positive integer $k_{0}$ given by Theorem 4.2.7 and Remark 4.2.9, such that $A:=H^{k_{0}}\left(A_{0}\right)$ has non-empty interior.
Lemma 4.2.11 Let $p \in \mathbb{H}^{n} \backslash H_{1}$, let $0<t<1$ and let $\epsilon>0$ be such that $B_{p, \varepsilon} \cap H_{1}=\varnothing$. Then there exist $q, q^{\prime} \in B_{p, \varepsilon}$, with $q \neq q^{\prime}$, along with $h \in q H_{1} \cap H_{1}$ and $h^{\prime} \in q^{\prime} H_{1} \cap H_{1}$ such that $t h+(1-t) h^{\prime}=0$.

PROOF. Let $p=p_{1}+p_{2}$, where $p_{i} \in H_{i}$ with $i=1,2$ and $p_{2} \neq 0$. It is not restrictive to assume $p_{1} \neq 0$, since one can possibly consider a different center and a smaller radius of a
ball contained in $B_{p, \varepsilon}$. Since $\beta$ is non-degenerate, there exists $\bar{p}_{1} \in H_{1}$ such that

$$
\begin{equation*}
\beta\left(p_{1}, \bar{p}_{1}\right)+p_{2}=0 . \tag{86}
\end{equation*}
$$

We choose a sufficiently small $\varepsilon^{\prime}>0$ such that, defining $w=\varepsilon^{\prime} \bar{p}_{1}$ and defining $w^{\prime} \in H_{1}$ such that $t w+(1-t) w^{\prime}=0$, we have $\left\|p^{-1}(p+w)\right\|,\left\|p^{-1}\left(p+w^{\prime}\right)\right\|<\varepsilon$. We set $q=p+w$ and $q^{\prime}=p+w^{\prime}$ and observe that

$$
\begin{aligned}
& q\left(\bar{p}_{1}+\lambda\left(p_{1}+w\right)\right)=p_{1}+\bar{p}_{1}+w+\lambda\left(p_{1}+w\right) \in U \subset H_{1} \\
& q^{\prime}\left(\bar{p}_{1}+\mu\left(p_{1}+w^{\prime}\right)\right)=p_{1}+\bar{p}_{1}+w^{\prime}+\mu\left(p_{1}+w^{\prime}\right) \in U \subset H_{1}
\end{aligned}
$$

for any $\lambda, \mu \in \mathbb{R}$, with $U=\operatorname{span}\left\{p_{1}, \bar{p}_{1}\right\}$. Since $p_{1}+w$ and $p_{1}+w^{\prime}$ are linearly independent and belong to $U$, there exist $\bar{\lambda}, \bar{\mu} \in \mathbb{R}$ such that

$$
t\left(p_{1}+\bar{p}_{1}+w+\bar{\lambda}\left(p_{1}+w\right)\right)+(1-t)\left(p_{1}+\bar{p}_{1}+w^{\prime}+\bar{\mu}\left(p_{1}+w^{\prime}\right)\right)=0 .
$$

This concludes the proof.
Proposition 4.2.12 (Construction of the "good" set) Let $A_{0}=\left\{q_{1}, \ldots, q_{\alpha}\right\} \subset \mathbb{H}^{n}$ and $k_{0} \in$ $\mathbb{N}$ be as in Definition 4.2.10. Let $B \subset H^{k_{0}}\left(A_{0}\right)$ be an open ball. Then we can construct

$$
A_{1}=\left\{q_{11}, q_{12}, \ldots, q_{\alpha 1}, q_{\alpha 2}\right\}
$$

such that $q_{i 1}=q_{i 2}=q_{i}$ whenever $q_{i} H_{1} \cap B \neq \varnothing$. If $q_{i} H_{1} \cap B=\varnothing$, then we have

$$
\begin{equation*}
q_{i 1} \neq q_{i 2}, \quad q_{i j} \in q_{i} H_{1}, \quad q_{i j} H_{1} \cap B \neq \varnothing \quad \text { for } \quad j=1,2, \tag{87}
\end{equation*}
$$

and there exists $t \in(0,1)$ such that $t q_{i 1}+(1-t) q_{i 2}=q_{i}$.
Proof. We have to consider the case $q_{i} H_{1} \cap B=\varnothing$, hence we apply Lemma 4.2.11 to a small open ball contained in $q_{i}^{-1} B$. Then this ball does not intersect $H_{1}$. Then there exist distinct elements $b_{1}, b_{2} \in q_{i}^{-1} B$ and also $h_{1}, h_{2} \in H_{1}$ such that

$$
\begin{equation*}
h_{1} \in b_{1} H_{1} \cap H_{1}, \quad h_{2} \in b_{2} H_{1} \cap H_{1}, \quad t h_{1}+(1-t) h_{2}=0 \quad \text { and } \quad 0<t<1 . \tag{88}
\end{equation*}
$$

This implies that $h_{j} H_{1} \cap q_{i}^{-1} B \neq \varnothing$ for $j=1,2$. Since $b_{1}, b_{2} \notin H_{1}$, it follows that $h_{1}, h_{2} \neq$ 0 and the equality of (88) implies that $h_{1} \neq h_{2}$. This allows us to define two distinct elements $q_{i 1}=q_{i} h_{1}$ and $q_{i 2}=q_{i} h_{2}$ that satisfy (87). Finally, a direct computation gives $t q_{i 1}+(1-t) q_{i 2}=q_{i}$, concluding the proof.
Remark 4.2.13 The proof of Proposition 4.2.12 also implies that $A_{0} \subset H\left(A_{1}\right)$.
The next geometric lemma will be important in the proof of the closure theorem.
Lemma 4.2.14 Let $y, \bar{q} \in \mathbb{H}^{n}$ such that $y \in \bar{q} H_{1}$ and consider a ball $B_{y, r}$ for some $r>0$. If $y=\bar{q} \bar{h}^{-1}$, then for every $\sigma, \sigma_{0}, \bar{\varepsilon}>0$ there exist $\varepsilon_{0} \in(0, \bar{\varepsilon})$, an $\varepsilon>0$ and a bounded open neighborhood $V \subset H_{1} \cap B_{\bar{h}, \sigma_{0}}$ of $\bar{h}$ such that

$$
P=\left\{\left(\bar{q} \delta_{s} \bar{h}\right)\left(\delta_{l} h\right): s \in\left[0, \varepsilon_{0}\right], l \in[0, \varepsilon], h \in V\right\}
$$

has nonempty interior and in addition

$$
P \subset\left\{\bar{q}\left(\delta_{s} \bar{h}\right)\left(\delta_{l} h\right) \mid s \in\left[0, \varepsilon_{0}\right], l \in[0, \varepsilon], h \in H_{1}, \bar{q}\left(\delta_{s} \bar{h}\right) h^{-1} \in B_{y, r}\right\} \cap B_{\bar{q}, \sigma} .
$$

Proof. Since $y=\bar{q} \bar{h}^{-1} \in B_{y, r}$ there exists an open bounded set $U$ in $H_{1}$ and $\delta>0$ such that $\bar{h} \in U$ and for all $0<s<\delta$ and $h \in U$, we have $\bar{q}\left(\delta_{s} \bar{h}\right) h^{-1} \in B_{y, r}$. Let us fix a basis $\left(\bar{h}, h_{1}, \ldots, h_{2 n-1}\right)$ of $H_{1}$ and consider

$$
G\left(s, t, \tau_{1}, \ldots, \tau_{2 n-1}\right)=\left(\delta_{s} \bar{h}\right) h=(s \bar{h})\left(t \bar{h}+\sum_{j=1}^{2 n-1} \tau_{j} h_{j}\right)
$$

The open bounded set $U$ of $H_{1}$ gives an open bounded set $\Omega$ of $\{0\} \times \mathbb{R}^{2 n}$ with respect to the basis $\left(\bar{h}, h_{1}, \ldots, h_{2 n-1}\right)$ of $H_{1}$ and the canonical basis $\left(\bar{e}_{2}, \ldots, \bar{e}_{2 n+1}\right)$ of $\{0\} \times \mathbb{R}^{2 n}$, hence

$$
G((0, \delta) \times \Omega) \subset\left\{\left(\delta_{s} \bar{h}\right) h \mid s>0, h \in H_{1}, \bar{q}\left(\delta_{s} \bar{h}\right) h^{-1} \in B_{y, r}\right\} .
$$

We now consider the open set $\Omega_{0}=\{l z: z \in \Omega, l>0\}$ and observe that

$$
G\left((0, \delta) \times \Omega_{0}\right) \subset\left\{\left(\delta_{s} \bar{h}\right)\left(\delta_{l} h\right) \mid s, l>0, h \in H_{1}, \bar{q}\left(\delta_{s} \bar{h}\right) h^{-1} \in B_{y, r}\right\} .
$$

With respect to the canonical basis $\left(\bar{e}_{1}, \ldots, \bar{e}_{2 n+1}\right)$ of $\mathbb{R}^{2 n+1}$, we consider the explicit form of $G$ as follows

$$
G\left(s \bar{e}_{1}+t \bar{e}_{2}+\sum_{j=1}^{2 n-1} \tau_{j} \bar{e}_{j+2}\right)=(s+t) \bar{h}+\sum_{j=1}^{2 n-1} \tau_{j} h_{j}+\sum_{j=1}^{2 n-1} s \tau_{j} \beta\left(\bar{h}, h_{j}\right) e_{2 n+1}
$$

There exists $1 \leq j_{0} \leq 2 n-1$ such that $\beta\left(\bar{h}, h_{j_{0}}\right) \neq 0$, then for all $\varepsilon, \varepsilon^{\prime}>0$ and for all $j=1, \ldots, 2 n-1$, the vectors

$$
\left\{\begin{aligned}
\partial_{s} G\left(\varepsilon \bar{e}_{2}+\varepsilon \varepsilon^{\prime} \bar{e}_{j_{0}+2}\right) & =\bar{h}+\varepsilon \varepsilon^{\prime} \beta\left(\bar{h}, h_{j_{0}}\right) e_{2 n+1} \\
\partial_{t} G\left(\varepsilon \bar{e}_{2}+\varepsilon \varepsilon^{\prime} \bar{e}_{j_{0}}+2\right) & =\bar{h} \\
\partial_{\tau_{j}} G\left(\varepsilon \bar{e}_{2}+\varepsilon \varepsilon^{\prime} \bar{e}_{j_{0}+2}\right) & =h_{j}
\end{aligned}\right.
$$

are linearly independent. Let us fix $\varepsilon^{\prime}>0$ small, such that $\bar{e}_{2}+\varepsilon^{\prime} \bar{e}_{j_{0}+2} \in \Omega$ and

$$
G\left(\bar{e}_{2}+\varepsilon^{\prime} \bar{e}_{j_{0}+2}\right)=\bar{h}+\varepsilon^{\prime} h_{j_{0}} \in H_{1} \cap B_{\bar{h}, \sigma_{0} / 2} .
$$

Then we choose an open neighborhood $\Omega_{1} \subset \Omega$ of $\bar{e}_{2}+\varepsilon^{\prime} \bar{e}_{j_{0}+2}$ and $\varepsilon>0$ such that

$$
G(l u) \in B_{\sigma / 2} \quad \text { for all } \quad(l, u) \in[0, \varepsilon] \times \Omega_{1} \quad \text { and } \quad G\left(\Omega_{1}\right) \subset H_{1} \cap B_{\bar{h}, \sigma_{0}} .
$$

Since $d G\left(\frac{\varepsilon}{2}\left(\bar{e}_{2}+\varepsilon^{\prime} \bar{e}_{j_{0}+2}\right)\right)$ is invertible, we choose a possibly smaller neighborhood $\Omega_{2} \subset$ $\Omega_{1}$ of $\bar{e}_{2}+\varepsilon^{\prime} \bar{e}_{j_{0}+2}$, an open interval $I_{\varepsilon / 2}$ with $\varepsilon / 2 \in I_{\varepsilon / 2} \subset(0, \varepsilon)$ and a number

$$
0<\varepsilon_{0}<\min \{\delta, \bar{\varepsilon}\}
$$

such that $G\left(\left\{s \bar{e}_{1}+l u: s \in\left[0, \varepsilon_{0}\right], l \in[0, \varepsilon], u \in \Omega_{1}\right\}\right) \subset B_{\sigma}$ and $G\left(I_{\varepsilon_{0} / 2} \times I_{\varepsilon / 2} \Omega_{2}\right)$ has nonempty interior in $\mathbb{H}^{n}$, for a suitably small open interval $I_{\varepsilon_{0} / 2} \subset\left(0, \varepsilon_{0}\right)$ containing $\varepsilon_{0} / 2$, where $I_{\varepsilon / 2} \Omega_{2}=\left\{t u:(t, u) \in I_{\varepsilon / 2} \times \Omega_{2}\right\}$. This concludes the proof.

Theorem 4.2.15 Let $\Omega$ be an open set of $\mathbb{H}^{n}$. If $u_{n}: \Omega \rightarrow \mathbb{R}$ is a sequence of $h$-convex functions converging to $T \in \mathcal{D}^{\prime}(\Omega)$ in the distributional sense, then $T$ is defined by an $h$-convex function.

PROOF. In the sequel, possible subsequences of $u_{n}$ will be denoted by the same symbol. We have first to prove that $\sup _{n} u_{n}(x)<+\infty$ for all $x \in \Omega$. By contradiction, suppose this is not the case for some $p \in \Omega$. Then up to subsequences, we can assume that $u_{n}(p) \rightarrow$ $+\infty$. Since h-convexity is preserved under left translations and so is the distributional convergence, it is not restrictive to assume that $p=0$. Let $A_{0}$ and $A=H^{k_{0}}(A)$ be as in Definition 4.2.10 and let $A_{1}$ be as in Proposition 4.2.12. In view of Remark 4.2.13, we have $A=H^{k_{0}}\left(A_{0}\right) \subset H^{k_{0}+1}\left(A_{1}\right)$. The fact that both $H^{k_{0}+1}\left(A_{1}\right)$ and $H^{k_{0}}(A)$ have nonempty interior part is a "spanning property" of both $A_{0}$ and $A_{1}$ that is clearly invariant under left translations and group dilations. Thus, we can allow the origin to be an element of $A_{0}$ and also assume that the diameter of $A_{1}$ is sufficiently small. Then so can be taken the diameter of $H^{k_{0}+2}\left(A_{1}\right)$, hence we have $R>0$ such that $A_{0} \cup A_{1} \cup H^{k_{0}+2}\left(A_{1}\right) \subset B_{R} \subset B_{3 R} \subset \Omega$. By h-convexity, any $u_{n}$ restricted to $A$ attains its maximum at a point of $A_{0}$. Then up to subsequences, we have $q_{i_{0}} \in A_{0}$ such that

$$
\max _{x \in A} u_{n}(x)=u_{n}\left(q_{i_{0}}\right) .
$$

Then $u_{n}\left(q_{i_{0}}\right) \geq u_{n}(0) \longrightarrow+\infty$ as $n \rightarrow+\infty$. By Proposition 4.2.12, we have that either $q_{i_{0}} H_{1}$ contains an interior point of $A$ or both $q_{i_{0} 1} H_{1}$ and $q_{i_{0} 2} H_{1}$ do, with $q_{i_{0} 1}, q_{i_{0} 2} \in A_{1}$. From Proposition 4.2.12, we also know that $q_{i_{0} 1}$ and $q_{i_{0} 2}$ lie in the same horizontal line passing through $q_{i_{0}}$. Then h-convexity implies that, up to extracting a subsequence, $u_{n}\left(q_{i_{0} j_{0}}\right) \geq$ $u_{n}\left(q_{i_{0}}\right)$ for all $n$, where $j_{0} \in\{1,2\}$.

As a result, in both of the previous cases we have an interior point $y$ of $A$ and an element $\bar{q} \in A_{0} \cup A_{1}$ such that $y \in \bar{q} H_{1}$ and $u_{n}(\bar{q}) \rightarrow+\infty$ as $n \rightarrow+\infty$. Then we have $\bar{h} \in H_{1}$ such that $y=\bar{q} \bar{h}^{-1}$ and also $\bar{q} \delta_{t} \bar{h}^{-1} \in \Omega$ for all $0 \leq t \leq 1$. In fact, in the event $\bar{q} \in A_{0}$, the condition $\bar{q}, \bar{q} \bar{h}^{-1} \in H^{k_{0}}\left(A_{0}\right)$, implies

$$
\bar{q} \delta_{t} \bar{h}^{-1} \in H^{k_{0}+1}\left(A_{0}\right) \subset H^{k_{0}+2}\left(A_{1}\right) \subset B_{R} \subset B_{3 R} \subset \Omega \quad \text { for all } \quad 0 \leq t \leq 1
$$

In the remaining case $\bar{q} \in A_{1}$, we have $\bar{q}, \bar{q}^{-1} \in H^{k_{0}+1}\left(A_{1}\right)$ gives

$$
\bar{q} \delta_{t} \bar{h}^{-1} \in H^{k_{0}+2}\left(A_{1}\right) \subset B_{R} \subset B_{3 R} \subset \Omega \quad \text { for all } \quad 0 \leq t \leq 1
$$

Hence $h$-convexity and the fact that $u_{n}\left(\bar{q} \bar{h}^{-1}\right) \leq u_{n}(\bar{q})$ give

$$
u_{n}(\bar{q}) \leq u_{n}\left(\bar{q} \delta_{s} \bar{h}\right) \quad \text { for all } \quad s \geq 0
$$

such that $\bar{q} \delta_{l} \bar{h} \in \Omega$ for all $l \in[0, s]$. Now, we choose $r>0$ such that $B_{y, r}$ is contained in the interior of $A$ and fix $\sigma>0$ such that $B_{\bar{q}, \sigma} \subset \Omega$. We set $\bar{\varepsilon}>0$ sufficiently small, such that $\bar{q} \delta_{s} \bar{h} \in B_{R}$ for all $s \in[0, \bar{\varepsilon}]$ and $\sigma>0$ such that $B_{\bar{q}, \sigma} \subset B_{R}$. In view of Lemma 4.2.14, we find $\varepsilon, \varepsilon_{0}>0$, with $0<\varepsilon_{0}<\bar{\varepsilon}$ and an open neighborhood $V \subset H_{1}$ of $\bar{h}$ such that

$$
P=\left\{\left(\bar{q} \delta_{s} \bar{h}\right)\left(\delta_{l} h\right): s \in\left[0, \varepsilon_{0}\right], l \in[0, \varepsilon], h \in V\right\} \subset B_{\bar{q}, \sigma}
$$

has nonempty interior and $\bar{q}\left(\delta_{s} \bar{h}\right) h^{-1} \in B_{y, r} \subset B_{R}$ whenever $\left(\bar{q} \delta_{s} \bar{h}\right)\left(\delta_{l} h\right) \in P$, hence

$$
\|h\| \leq\left\|q \delta_{s} \bar{h} h^{-1}\right\|+\left\|q \delta_{s} \bar{h}\right\|<2 R .
$$

It follows that for all $0 \leq t \leq 1,0 \leq s \leq \varepsilon_{0}$ and $h \in V$, we have $\bar{q} \delta_{s} \bar{h} \delta_{t} h^{-1} \in B_{3 R} \subset \Omega$. By h-convexity, since

$$
u_{n}\left(\bar{q}\left(\delta_{s} \bar{h}\right) h^{-1}\right)=u_{n}(\bar{q}(s \bar{h})(-h)) \leq u_{n}(\bar{q}) \leq u\left(\bar{q} \delta_{s} \bar{h}\right),
$$

it follows that for all $0 \leq l \leq \varepsilon$, we have

$$
u_{n}(\bar{q}) \leq u_{n}\left(\bar{q} \delta_{s} \bar{h}\right) \leq u_{n}\left(\bar{q}\left(\delta_{s} \bar{h}\right) \delta_{l} h\right)
$$

Thus, $u_{n}$ uniformly converges to $+\infty$ on the interior part of $P$, that is nonempty. This contradicts the distributional convergence $u_{n}$.

We have now to prove that $\inf _{n} u_{n}(x)>-\infty$ for all $x \in \Omega$. Again, by contradiction we assume that there exists $p \in \Omega$ such that, up to subsequences, $u_{n}(p) \rightarrow-\infty$. As before, invariance with respect to left translations allows us to assume that $p=0$. We consider again $A$ and $A_{0}$ as in Definition 4.2.10, where up to translating and rescaling $A_{0}$, we can assume that 0 is an interior point of $A$ and $B_{r} \subset A \subset \Omega$, for some $r>0$. By Proposition 1.2.17, we can find $r_{0}>0$ sufficiently small such that

$$
F\left(\left[-2 r_{0}, 2 r_{0}\right]^{N}\right)=U_{2} \subset B_{r}
$$

is a compact neighborhood of 0 and $F$ is introduced in Definition 1.2.20. Up to subsequences, we have $\bar{q} \in A_{0}$ such that $\max _{A_{0}} u_{n}=u_{n}(\bar{q})$ and the previous part of the proof gives $u_{n}(\bar{q}) \leq M<+\infty$ for all $n$, hence $\sup _{A} u_{n} \leq \max _{A_{0}} u \leq M$. We have

$$
\left.u_{n}(F(a))=u_{n}\left(\left(\prod_{j=1}^{N-1} a_{j} h_{i_{j}}\right)\left(\left(t_{N} \sigma_{N} r_{0}+\left(1-t_{N}\right) 0\right) h_{i_{N}}\right)\right)\right)
$$

where $\sigma_{j}=\operatorname{sign}\left(a_{j}\right)$ if $a_{j} \neq 0, \sigma_{j}=1$ otherwise and $a_{j}=t_{j} \sigma_{j} 2 r_{0}$ for all $j=1, \ldots, N$. We consider all $a \in\left[-r_{0}, r_{0}\right]^{N}$, hence $0 \leq t_{j} \leq 1 / 2$ for all $j=1, \ldots, N$. The h-convexity of $u_{n}$ yields

$$
\begin{aligned}
u_{n}(F(a)) & \left.\leq t_{N} u_{n}\left(\left(\prod_{j=1}^{N-1} a_{j} h_{i_{j}}\right)\left(\sigma_{N} r_{0} h_{i_{N}}\right)\right)\right)+\left(1-t_{N}\right) u_{n}\left(\prod_{j=1}^{N-1} a_{j} h_{i_{j}}\right) \\
& \leq M+\left(1-t_{N}\right) u_{n}\left(\prod_{j=1}^{N-1} a_{j} h_{i_{j}}\right) \\
& \leq N M+\left(\prod_{l=0}^{N-1}\left(1-t_{N-l}\right)\right) u_{n}(0)
\end{aligned}
$$

where the last inequality follows by iteration of the first one. For $n$ large enough $u_{n}(0)<0$, hence the previous estimate gives

$$
u_{n}(F(a)) \leq N M+\frac{1}{2^{N}} u_{n}(0) \rightarrow-\infty \quad \text { as } \quad n \rightarrow+\infty .
$$

Then $u_{n}$ uniformly goes to $-\infty$ on the neighborhood $\delta_{1 / 2} U_{2}$ of the origin, giving a contradiction to distributional convergence. Thus, it follows that $\inf _{n} u_{n}(x)>-\infty$ for all $x \in \Omega$. To conclude the proof, it suffices to show that any $p \in \Omega$ has a neighborhood where, up to extracting a subsequence, $u_{n}$ uniformly converges. As in the previous steps,
it is not restrictive to assume that $p=0$, then taking $A$ and $A_{0}$ from Definition 4.2.10, assuming that 0 is an interior point of $A$ and $B_{r} \subset A \subset \Omega$, for some $r>0$. In particular, $\sup _{B_{r}} u_{n} \leq \max _{A_{0}} u_{n}=u_{n}(\bar{q}) \leq M$ for all $n$, up to subsequences. As before, let $r_{0}>0$ be sufficiently small such that

$$
F\left(\left[-r_{0}, r_{0}\right]^{N}\right)=U_{1} \subset B_{r} .
$$

Then arguing as in the proof of Theorem 3.17 of [71], one easily gets the lower bound for $u_{n}$ on the neighborhood $U_{1}$. For the reader's sake, we add a few details. In fact,

$$
\mu_{1 n}=2 u_{n}(0)-M \leq 2 u_{n}(0)-u_{n}\left(-a_{1} h_{i_{1}}\right) \leq u\left(a_{1} h_{i_{1}}\right)
$$

that in turn yields

$$
\mu_{2 n}=2 \mu_{1 n}-M \leq 2 u_{n}\left(a_{1} h_{i_{1}}\right)-u_{n}\left(\left(a_{1} h_{i_{1}}\right)\left(-a_{2} h_{i_{2}}\right)\right) \leq u_{n}\left(\left(a_{1} h_{i_{1}}\right)\left(a_{2} h_{i_{2}}\right)\right)
$$

and further iterating this argument, one ends up with

$$
\mu_{N n}=2 \mu_{(N-1) n}-M \leq u_{n}(F(a)) \quad \text { for all } \quad a \in\left[-r_{0}, r_{0}\right]^{N} .
$$

where $\mu_{j n}=2 \mu_{(j-1) n}-M$ for any $j=2, \ldots, N$. Since $\inf _{n} u_{n}(0)>-\infty$, we have $M^{\prime}>0$ such that $\inf _{U_{1}} u_{n} \geq-M^{\prime}$ for all $n$, therefore $\sup _{n} \sup _{U_{0}}\left|u_{n}\right| \leq \max \left\{M, M^{\prime}\right\}$. Finally, by standard arguments, the $L^{\infty}$ estimates of Theorem 9.2 in [26], along with Ascoli-Arzelà compactness theorem yield a uniformly convergent subsequence on a possibly smaller compact neighborhood of the origin.
Theorem 4.2.16 Let $\Omega$ be an open set of $\mathbb{H}^{n}$. If $T \in \mathcal{D}^{\prime}(\Omega)$ is h-convex, then $T$ is defined by an $h$-convex function in $\Omega$.

Proof. Let us fix $M, \delta>0$ such that $\left(\Omega \cap B_{M}\right)_{-\delta}$ is non empty. Then by Corollary 4.2.5, there exists $C_{M}>0$ such that for $C_{M} \epsilon^{\frac{1}{\iota}}<\delta$, the functions $T_{\varepsilon}$ are defined in $\left(\Omega \cap B_{M}\right)_{-\delta}$ and converge to $T$ in $\mathcal{D}^{\prime}\left(\left(\Omega \cap B_{M}\right)_{-\delta}\right)$. By Theorem 4.2.15 we deduce that $T$, restricted to $\left(\Omega \cap B_{M}\right)_{-\delta}$, is defined by an h-convex function. The arbitrary choice of $M$ and $\delta$ concludes the proof.

## CHAPTER 5

## Convexity in Carnot-Carathéodory spaces

## Introduction

Motivated by the study of comparison principles for Monge-Ampere type equations with respect to Hörmander vector fields, Bardi and Dragoni have introduced the notion of $\mathcal{X}$-convexity that corresponds to the one dimensional convexity along integral curves of horizontal vector fields, [8]. Another natural type of convexity in this setting analogous to the one discussed for Carnot groups is the the v-convexity. Let us fix a system $\mathcal{X}$ of vector fields, then an upper semicontinuous functions $u: \Omega \rightarrow \mathbb{R}$, defined on an open set $\Omega \subset \mathbb{R}^{n}$, is v-convex if

$$
\begin{equation*}
\nabla_{\mathcal{X}}^{2} u \geq 0 \text { in the viscosity sense, } \tag{89}
\end{equation*}
$$

where the entries of this horizontal Hessian in the case $u$ is smooth are exactly the symmetrized second order derivatives $\left(X_{i} X_{j} u+X_{j} X_{i} u\right) / 2$ for all $i, j=1, \ldots, m$. The main result of [8] is that in the class of upper semicontinuous functions, $v$-convexity and $\mathcal{X}$-convexity do coincide, where the vector fields of $\mathcal{X}$ are only assumed to be of class $C^{2}$. When these vector fields generate a Carnot group structure, the previous characterization can be found in a number of previous works, [6], [60], [71], [88], [102]. In Theorem 6.1 of [8], it is also proved that $\mathcal{X}$-convexity, local boundedness and upper semicontinuity imply local Lipschitz continuity with respect to $d$, where the Carnot-Carathéodory distance $d$ given by $\mathcal{X}$, is only assumed to yield the Euclidean topology. This result also gives $L^{\infty}$-estimates for the horizontal derivatives $X u$ in terms of the $L^{\infty}$-norm of $u$, where $X \in \mathcal{X}$. In the case $\mathcal{X}$ generates a Carnot group, these estimates take a quantitative form, see the central results of [26] and [60, 64].
The following theorem establishes that the previous estimates can be suitably extended to Carnot-Carathéodory spaces generated by a set $\mathcal{X}$ of Hörmander vector fields, see also Theorem 5.6.1.
Theorem 5.0.17 Let $\mathcal{X}=\left\{X_{1}, \ldots, X_{m}\right\}$ be a set of Hörmander vector fields, let $\Omega \subset \mathbb{R}^{n}$ be open and let $K \subset \Omega$ be compact. Then there exist $C>0$ and $R>0$, depending on $K$, such that each $\mathcal{X}$-convex function $u: \Omega \rightarrow \mathbb{R}$, that is locally bounded from above, for every $x \in K$ satisfies the following estimates

$$
\begin{align*}
\sup _{B_{x, r}}|u| & \leq C f_{B_{x, 2 r}}|u(w)| d w  \tag{90}\\
|u(y)-u(z)| & \leq C \frac{d(y, z)}{r} f_{B_{x, 2 r}}|u(w)| d w, \tag{91}
\end{align*}
$$

for every $0<r<R$ and every $y, z \in B_{x, r}$.
Clearly, the constant $C>0$ cannot be chosen independent of $K$ as in the case of Carnot groups, since general Carnot-Carathéodory spaces need not have either a group operation or dilations and the doubling dimension may change from point to point. This should suggest that the estimates of Theorem 5.0.17 are somehow sharp.

Our approach to prove (90) and (91) differs from both the geometric approach of [26] and the PDEs approach of $[60,64]$. In fact, we need both these aspects, according to the following scheme. We start from a $\mathcal{X}$-convex function $u: \Omega \rightarrow \mathbb{R}$ that is locally bounded from above. By a result of $D$. Morbidelli, [80], the Carnot-Carathéodory ball can be covered by suitable compositions of flows of horizontal vector fields in a quantitative way, depending on the radius of the ball. This essentially allows us to apply the approach of [71] that relies on the one dimensional convexity of $u$ along these flows, hence obtaining explicit Lipschitz estimates. It follows that $u$ belongs to the anisotropic Sobolev space $W_{\mathcal{X}, l o c}^{1,2}(\Omega)$, see Section 1.1 for more information. The crucial step is to show that for every $x \in \Omega$ the $\mathcal{X}$-convex function $u$ is a weak subsolutions of a suitable "pointed sub-Laplacian"

$$
\mathcal{L}_{x}=\sum_{j=1}^{m} Y_{j}^{2},
$$

that is constructed around $x$, see Theorem 5.5.3. Since the Lebesgue measure is locally doubling with respect to metric balls and the Poincaré inequality holds, the classical Moser iteration technique holds for weak subsolutions to the sub-Laplacian equation, hence getting the classical inequality

$$
\begin{equation*}
\sup _{B_{y, \frac{r}{2}}} u \leq \kappa_{x} f_{B_{y, r}}|u(z)| d z \tag{92}
\end{equation*}
$$

for $0<r<\sigma_{x}$ and $y \in B_{x, \delta_{x}}$, where the positive constants $\kappa_{x}, \sigma_{x}$ and $\delta_{x}>0$ depend on $x$, see Section 5.5 for more information and in particular Corollary 5.5.4. The lower estimate of $u$ is reached using again the approximate exponential, hence obtaining the following pointwise estimate

$$
\begin{equation*}
2^{N_{x}} u(x)-\left(2^{N_{x}}-1\right) \sup _{B_{x, N \delta}} u \leq \inf _{B_{x}, b \delta} u \tag{93}
\end{equation*}
$$

where $N_{x}$ depends on $x$ and it satisfies the uniform inequality $1 \leq N_{x} \leq \bar{N}$ on some compact set, see Lemma 5.3.2. This eventually leads us to the proof of (90). The estimate (91) is a straightforward consequence of Theorem 5.3.5 joined with Theorem 5.6.2. In sum, the geometric part of our method arises from a quantitative representation of the CarnotCarathéodory ball by approximates exponentials and it leads us to the lower estimates. The PDEs part of our approach provides the upper estimates.
The results in this chapter have been obtained in a joint work with V. Magnani, [66].

## 1. Equivalent CC-distances

We begin this section with the definition of a distance introduced by Franchi and Lanconelli in [36]. Throughout the chapter we consider a family $\mathcal{X}=\left(X_{1}, \ldots, X_{m}\right)$ of smooth vector fields on $\mathbb{R}^{n}$ satisfying the Hrmander condition (15).
Definition 5.1.1 Let $\Gamma_{x, y}^{c}(t)$ be the family of all absolutely continuous curves $\gamma:[0, t] \longrightarrow$ $\mathbb{R}^{n}$ with $\gamma(0)=x, \gamma(t)=y$, such that for a.e. $s \in[0, t]$ we have

$$
\dot{\gamma}(s)=\sum_{j=1}^{m} a_{j}(s) X_{j}(\gamma(s)) \quad \text { and } \quad\left(a_{1}, \ldots, a_{m}\right) \in\left\{ \pm e_{1}, \ldots, \pm e_{m}\right\}
$$

where the curve $\left(a_{1}, \ldots, a_{m}\right)$ is piecewise constant on $[0, t]$ and $\left(e_{1}, \ldots, e_{m}\right)$ is the canonical basis of $\mathbb{R}^{m}$. Thus, we define the distance

$$
\begin{equation*}
\rho(x, y)=\inf \left\{t>0: \text { there exists } \gamma \in \Gamma_{x, y}^{c}(t)\right\} . \tag{94}
\end{equation*}
$$

Notice that these distances are well defined, since the Hörmander condition implies the connectivity with respect to absolutely continuous curves that are piecewise equal to the flow $t \rightarrow \Phi_{t}^{X}(x)$ of some $X \in \mathcal{X}$ and $x \in \mathbb{R}^{n}$.
Remark 5.1.2 Let us consider $X \in \mathcal{X}$ and $t, \tau \in \mathbb{R}$, by definition of $d$ (1.1.8) and $\rho$, we have

$$
\max \left\{d\left(\Phi_{t}^{X}(x), \Phi_{\tau}^{X}(x)\right), \rho\left(\Phi_{t}^{X}(x), \Phi_{\tau}^{X}(x)\right)\right\} \leq|t-\tau|
$$

for any $x \in \mathbb{R}^{n}$, whenever the flows are defined for times $t$ and $\tau$.
Remark 5.1.3 Let $\mathcal{X}$ be the family of smooth Hörmander vector fields $X_{1}, \ldots, X_{m}$ introduced above. Then by a rescaling argument, one can easily check that there holds

$$
\begin{equation*}
d(x, y)=\inf \left\{\delta>0: \text { there exists } \gamma \in \Gamma_{x, y}^{\delta}\right\} \tag{95}
\end{equation*}
$$

where $\Gamma_{x, y}^{\delta}(\mathcal{X})$ is the family of absolutely continuous curves $\gamma:[0,1] \rightarrow \mathbb{R}^{n}$ such that $\gamma(0)=x, \gamma(1)=y$ and for a.e. $t \in[0,1]$ we have

$$
\dot{\gamma}(t)=\sum_{j=1}^{m} a_{j}(t) X_{j}(\gamma(t)) \quad \text { and } \quad \max _{1 \leq j \leq m}\left|a_{j}(t)\right|<\delta,
$$

where $d$ is introduced in Definition 1.1.8.
Lemma 5.1.4 Let $d$ and $d_{1}$ two CC-distances associated to the families of smooth Hörmander vector fields $\mathcal{X}=\left\{X_{1}, \ldots, X_{m}\right\}$ and $\mathcal{X}_{1}=\left\{Y_{1}, \ldots, Y_{m}\right\}$, respectively. Let $\left\{i_{1}, j_{1}, \ldots, j_{m-1}\right\}=$ $\{1,2, \ldots, m\}$ and assume that $Y_{j}=X_{j}$ for all $j \neq i_{1}$ and $Y_{i_{1}}=X_{i_{1}}+X_{j_{1}}$. Then we have $4^{-1} d \leq d_{1} \leq 4 d$.

Proof. We can use for $d$ and $d_{1}$ the equivalent definition stated in Remark 5.1.3. Taking this into account, we fix a compact set $K \subset \mathbb{R}^{n}$ and choose any $x_{1}, x_{2} \in K$, setting $d\left(x_{1}, x_{2}\right)=\delta / 2$, for some $\delta>0$. Then there exists an absolutely continuous curve $\gamma:[0,1] \rightarrow \mathbb{R}^{n}$ belonging to $\Gamma_{x, y}^{\delta}(\mathcal{X})$. Clearly, we observe that

$$
\dot{\gamma}=a_{i_{1}} Y_{i_{1}}(\gamma)+\left(a_{j_{1}}-a_{i_{1}}\right) Y_{j_{1}}(\gamma)+\sum_{s=2}^{m-1} a_{j_{s}} Y_{j_{s}}(\gamma),
$$

hence $\gamma \in \Gamma_{x, y}^{2 \delta}\left(\mathcal{X}_{1}\right)$, then $d_{1}(x, y) \leq 2 \delta=4 d(x, y)$. In analogous way we get $d\left(x_{1}, x_{2}\right) \leq$ $4 d_{1}\left(x_{1}, x_{2}\right)$, concluding the proof.

Remark 5.1.5 As a consequence of the Hörmander condition, for every bounded set $A \subset$ $\mathbb{R}^{n}$ we have a positive integer $r$ such that (15) is satisfied for $r^{\prime}=r$ and all $x \in A$.

We say that a function $u \in W_{\mathcal{X}}^{1,2}(\Omega)$ is an $\mathcal{L}$-weak subsolution of

$$
\begin{equation*}
\mathcal{L} u=\sum_{i=1}^{m} X_{i}^{2} u=0, \tag{96}
\end{equation*}
$$

if for every nonnegative $\eta \in W_{\mathcal{X}, 0}^{1,2}(\Omega)$, we have $\sum_{i=1}^{m} \int_{\Omega} X_{i} u X_{i}^{*} \eta d x \geq 0$.
Lemma 5.1.6 Let $\Omega^{\prime}$ be an open set compactly contained in $\Omega$ and let $X \in \mathcal{X}$. There exists $T>0$ such that the map $\Phi^{X}$ is well defined on $\Omega^{\prime} \times(-2 T, 2 T)$ and for every $t \in(-2 T, 2 T)$, the mapping $\Phi^{X}(\cdot, t): \Omega^{\prime} \rightarrow \mathbb{R}^{n}$ is bi-Lipschitz onto its image with inverse $\Phi^{X}(\cdot,-t)$. The Jacobian $J_{X}$ of $\Phi^{X}$ satisfies

$$
J_{X}(x, t)=1+\tilde{J}_{X}(x, t) \text { and }\left|\tilde{J}_{X}(x, t)\right| \leq C|t|
$$

for all $x \in \Omega^{\prime}$ and $|t|<2 T$, where $C>0$ is independent of $x$ and $t$.
The proof of this lemma can be achieved by ODEs methods [55], see also [39] for the general case of a Lipschitz vector field.
Theorem 5.1.7 Every Lipschitz function on an open set $\Omega \subset \mathbb{R}^{n}$ belongs to $W_{\mathcal{X}}^{1, \infty}(\Omega)$.
The proof of Theorem 5.1.7 can be found from either Proposition 2.9 of [39] or Theorem 1.3 of [43]. From either these papers or the arguments of Theorem 11.7 of [53], it is also not difficult to deduce the following proposition.
Proposition 5.1.8 Let $u: \Omega \rightarrow \mathbb{R}$ be a Lipschitz function. Let $X$ be a vector field of $\mathcal{X}$ and fix $x \in \Omega$. Let $\Phi_{t}^{X}(x)$ be the flow of $X$ starting at $x$. Then the directional derivative $\left.\frac{d}{d t} u\left(\Phi_{t}^{X}(x)\right)\right|_{t=0}$ exists almost everywhere and it coincides with the distributional derivative $X u$.

## 2. Almost exponentials and CC-distances

In this section, we will introduce almost exponential mappings and their properties, following the notations of D. Morbidelli [80]. We define

$$
\begin{aligned}
X^{(1)} & =\left\{X_{1}, \ldots, X_{m}\right\} \\
X^{(2)} & =\left\{X_{\left[i_{1}, i_{2}\right]}, 1 \leq i_{1}<i_{2} \leq m\right\}
\end{aligned}
$$

and so on, in such a manner that elements of $X^{(k)}$ are the commutators of length $k$. We denote by $Y_{1}, \ldots, Y_{q}$ an enumeration of all the elements of $X^{(1)}, \ldots, X^{(r)}$, where $r$ is an integer large enough to ensure that $Y_{1}, \ldots, Y_{q}$ span $\mathbb{R}^{n}$ at each point of a fixed bounded open set $\Omega \subset \mathbb{R}^{n}$, see Remark 5.1.5. We call $r$ the local spanning step and $q$ the local spanning number of $\mathcal{X}$, to underly that they depend on $\Omega$. It may be worth to stress that the Lie algebra spanned by $\mathcal{X}$ at some point need not be nilpotent, although the local spanning step is finite.

If $Y_{i}$ is an element of $X^{(j)}$, we say $Y_{i}$ has formal degree $d_{i}:=d\left(Y_{i}\right)=j$. Let $I=$ $\left(i_{1}, \ldots, i_{n}\right) \in\{1,2, \ldots, q\}^{n}$ be a multi-index and define from [83] the functions

$$
\lambda_{I}(x)=\operatorname{det}\left[Y_{i_{1}}(x), \ldots, Y_{i_{n}}(x)\right] \quad \text { and } \quad\|h\|_{I}=\max _{j=1, \ldots, n}\left|h_{j}\right|^{\frac{1}{\left(Y_{i_{j} j}\right.}} .
$$

As a consequence of the choice of $\left(Y_{1}, \ldots, Y_{q}\right)$, we have that for every $x \in \Omega$ there exists $I \in\{1,2, \ldots, q\}^{n}$ with $\lambda_{I}(x) \neq 0$. We denote by $d(I)$ the integer $d_{i_{1}}+\ldots+d_{i_{n}}$, where $d_{i_{k}}=d\left(Y_{i_{k}}\right)$.
Definition 5.2.1 Let $X, S \in \mathcal{X}$ and consider the mappings $\Phi_{t}^{X}$ and $\Phi_{t}^{S}$, that coincide with $\Phi_{1}^{t X}$ and $\Phi_{1}^{t S}$, respectively. Thus, for $t$ sufficiently small, we can define the local exponentials $\exp (t X):=\Phi_{1}^{t X}$ and $\exp (t S):=\Phi_{1}^{t S}$, along with the local product

$$
\exp (t X) \exp (t S)=\Phi_{1}^{t X} \circ \Phi_{1}^{t S}
$$

Let $S_{1}, \ldots, S_{l}$ be vector fields belonging to the family $\mathcal{X}$. Therefore, for every $a \in \mathbb{R}$ sufficiently small, we can define

$$
\begin{aligned}
& C_{1}\left(a, S_{1}\right)=\exp \left(a S_{1}\right) \\
& C_{2}\left(a, S_{1}, S_{2}\right)=\exp \left(-a S_{2}\right) \exp \left(-a S_{1}\right) \exp \left(a S_{2}\right) \exp \left(a S_{1}\right) \\
& C_{l}\left(a, S_{1}, \ldots, S_{l}\right)=C_{l-1}\left(a ; S_{2}, \ldots, S_{l}\right)^{-1} \exp \left(-a S_{1}\right) C_{l-1}\left(a ; S_{2}, \ldots, S_{l}\right) \exp \left(a S_{1}\right)
\end{aligned}
$$

According to (14) of [80], for $\sigma \in \mathbb{R}$ sufficiently small we define

$$
\mathrm{e}_{\mathrm{ap}}^{\sigma S_{[(1, \ldots l)]}}= \begin{cases}C_{l}\left(\sigma^{\frac{1}{T}}, S_{1}, \ldots, S_{l}\right), & \sigma>0  \tag{97}\\ C_{l}\left(|\sigma|^{\frac{1}{T}}, S_{1}, \ldots, S_{l}\right)^{-1}, & \sigma<0 .\end{cases}
$$

Following (16) of [80], given a multi-index $I=\left(i_{1}, \ldots, i_{n}\right), 1 \leq i_{j} \leq q$ and $h \in \mathbb{R}^{n}$ small enough, we also set

$$
\begin{equation*}
E_{I}(x, h)=\mathrm{e}_{\mathrm{ap}}^{h_{1} Y_{i_{1}}} \cdots \mathrm{e}_{\mathrm{ap}}^{h_{h} Y_{i_{n}}}(x) . \tag{98}
\end{equation*}
$$

The next theorem, that is contained in Theorem 3.1 of [80], shows that almost exponential maps give a good representation of the Carnot-Carathéodory balls.
Theorem 5.2.2 If $\Omega \subset \mathbb{R}^{n}$ is an open bounded set with local spanning number $q$ and $K \subset \Omega$ is a compact set, then there exist $\delta_{0}>0$ and positive numbers $a$ and $b, b<a<1$, so that, given any $I \in\{1, \ldots, q\}^{n}$ such that

$$
\begin{equation*}
\left|\lambda_{I}(x)\right| \delta^{d(I)} \geq \frac{1}{2} \max _{J \in\{1, \ldots, q\}^{n}}\left|\lambda_{J}(x)\right| \delta^{d(J)} \tag{99}
\end{equation*}
$$

for $x \in K$ and $0<\delta<\delta_{0}$, it follows that $B_{x, b \delta} \subset E_{I, x}\left(\left\{h \in \mathbb{R}^{n}:\|h\|_{I}<a \delta\right\}\right) \subset B_{x, \delta}$.
We recall Definition 1.1.7 form Chapter 1.
Definition 5.2.3 We say that two distances $\rho_{1}$ and $\rho_{2}$ in $\mathbb{R}^{n}$ are equivalent, if for every compact set $K \subset \mathbb{R}^{n}$, there exist $c_{K} \geq 1$, depending on $K$, such that

$$
c_{K}^{-1} \rho_{1}(x, y) \leq \rho_{2}(x, y) \leq c_{K} \rho_{1}(x, y) \quad \text { for all } \quad x, y \in K
$$

Remark 5.2.4 We have stated Theorem 5.2.2 using only metric balls with respect to the distance $d$. In fact, in [80] the same symbol denotes the same distance, with a different definition, see Remark 5.1.3. Up to a change of the constant $b>0$ in Theorem 3.1 of [80], we can replace the distance denoted by " $\rho$ " in [80] with $d$. In fact, these two distances are equivalent, due to Theorem 4 of [83], joined with our Remark 5.1.3.

We fix a multi-index $I=\left(i_{1}, \ldots, i_{n}\right)$ and for each $Y_{i_{k}}$ we have a multi index

$$
J_{i_{k}}=\left(j_{1}^{i_{k}}, j_{2}^{i_{k}}, \ldots, j_{d_{i_{k}}}^{i_{k}}\right) \quad \text { such that } \quad Y_{i_{k}}=X_{\left[J_{k}\right]},
$$

where $d_{i_{k}}$ is the formal degree of $Y_{i_{k}}$. We notice that $1 \leq j_{s}^{i_{k}} \leq m$ for all $1 \leq s \leq d_{i_{k}}$ and $d_{i_{k}} \leq r$, where $r$ is the local spanning step of $\mathcal{X}$. By definition of $\mathrm{e}_{\text {ap }}$ we get

$$
\mathrm{e}_{\mathrm{ap}}^{h Y_{i_{k}}}= \begin{cases}\prod_{s=1}^{N_{i_{k}}} \exp \left(\sigma_{s} h^{\frac{1}{i_{i}}} X_{s}^{i_{k}}\right) & h \geq 0  \tag{100}\\ \prod_{s=1}^{N_{i_{k}}} \exp \left(-\sigma_{N_{i_{k}}+1-s}|h|^{\frac{1}{d_{i}}} X_{N_{i_{k}}+1-s}^{i_{k}}\right) & h<0\end{cases}
$$

where $\sigma_{s} \in\{-1,1\}, N_{i_{k}}$ is the length of $\mathrm{e}_{\mathrm{ap}}^{h Y_{i_{k}}}$ and $X_{1}^{i_{k}}, X_{2}^{i_{k}}, \ldots, X_{N_{i_{k}}}^{i_{k}}$ is a suitable possibly iterated choice among the vectors $X_{j_{1} k}, X_{j_{2},}, \ldots, X_{i_{d_{i_{k}}}}$. A simple calculation gives $N_{i_{k}}=$ $2^{d_{i_{k}}}-2+2^{d_{i_{k}}-1}$. We define $N(I)=\sum_{k=1}^{n} 2 N_{i_{k}}$ along with the mapping $G_{I, x}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{n}$, that is

$$
\begin{equation*}
G_{I, x}(w)=\prod_{k=1}^{n}\left\{\prod_{s=1}^{N_{i_{k}}} \exp \left(w_{k, s, 2} X_{N_{i_{k}}+1-s}^{i_{k}}\right) \prod_{s=1}^{N_{i_{k}}} \exp \left(w_{k, s, 1} X_{s}^{i_{k}}\right)\right\}(x) . \tag{101}
\end{equation*}
$$

In the definition of $G_{I, x}$, we use the product to indicate the composition of flows according to the order that starts from the right. The variable $w$ denotes the vector

$$
\left(w_{1,1,1}, w_{1,2,1}, \ldots, w_{1, N_{i_{1}}, 1}, w_{1,1,2}, w_{1,2,2}, \ldots, w_{1, N_{i_{1}, 2}}, \ldots, w_{n, 1,2}, \ldots, w_{n, N_{i_{n}}, 2}\right)
$$

belonging to $\mathbb{R}^{N(I)}$. The integer $N(I)$ is locally uniformly bounded from above, since every multi-index $I=\left(i_{1}, \ldots, i_{n}\right)$ of Theorem 5.2.2 depends on $x$ and satisfies $N_{i_{k}} \leq 2^{r}-2+2^{r-1}$, where $r$ is the local spanning step of $\mathcal{X}$, depending on the fixed bounded open set $\Omega$. Therefore we have a local upper bound $\bar{N}$ defined as follows

$$
\begin{equation*}
\bar{N}=2 n\left(2^{r+1}-2+2^{r-1}\right) \tag{102}
\end{equation*}
$$

and clearly $N(I) \leq \bar{N}$, where $\bar{N}$ is independent of $I$.
Definition 5.2.5 For every $N \in \mathbb{N} \backslash\{0\}$, we set $\|w\|_{N}=\max _{k=1, \ldots, N}\left|w_{k}\right|$, for every $w \in \mathbb{R}^{N}$.
The corresponding open ball is defined as follows

$$
S_{N, \delta}=\left\{w \in \mathbb{R}^{N}:\|w\|_{N}<\delta\right\} .
$$

From standard theorems on ODEs, one can establish the following fact.

Proposition 5.2.6 If $K \subset \Omega$ is a compact set and $N \in \mathbb{N}$ is positive, then there exists $\delta_{1}>0$ only depending on $K, \Omega$ and $\mathcal{X}$ such that for every $0<\delta \leq \delta_{1}$ and every $x \in K$ we have $B_{x, N \delta_{1}} \subset \Omega$ and for every integers $1 \leq j_{1}, \ldots, j_{N} \leq m$, the composition

$$
\left(\exp \left(w_{N} X_{j_{N}}\right) \cdots \exp \left(w_{2} X_{j_{2}}\right) \exp \left(w_{1} X_{j_{1}}\right)\right)(x)
$$

is well defined and contained in $B_{x, N \delta}$ for all $w \in S_{N, \delta}$.
The previous proposition immediately leads us to the following consequence.
Corollary 5.2.7 Let $\Omega$ be an open bounded set with local spanning number $q$ and local spanning step $r$. If $K \subset \Omega$ is a compact set, then there exist $\delta_{1}>0$ such that for every $x \in K$, every $0<\delta \leq \delta_{1}$ and every multi-index $I \in\{1,2, \ldots, q\}^{n}$, the mapping $G_{I, x}$ introduced in (101) is well defined on $S_{N(I), \delta}$ and

$$
G_{I, x}\left(S_{N(I), \delta}\right) \subset B_{x, \bar{N} \delta} \subset D_{x, \bar{N} \delta_{1}} \subset \Omega
$$

where $\bar{N}$ is defined in (102).
For any of the above multi-indexes $I=\left(i_{1}, \ldots, i_{n}\right)$, we introduce the function $F_{I, x}$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{N(I)}$ as follows

$$
\begin{array}{r}
F_{I, x}\left(h_{1}, \ldots, h_{n}\right)=\left(\sigma_{1,1} \delta_{1}\left(h_{1}\right) h_{1}^{\frac{1}{i_{1}}}, \ldots, \sigma_{1, N_{i_{1}}} \delta_{1}\left(h_{1}\right) h_{1}^{\frac{1}{i_{i_{1}}}},-\sigma_{1, N_{i_{1}}} \delta_{2}\left(h_{1}\right)\left|h_{1}\right|^{\frac{1}{d_{i_{1}}}},\right. \\
\left.\ldots,-\sigma_{1,1} \delta_{2}\left(h_{1}\right)\left|h_{1}\right|^{\frac{1}{d_{i_{1}}}}, \ldots, \sigma_{n, 1} \delta_{1}\left(h_{n}\right) h_{n}^{\frac{1}{d_{i_{n}}}} \ldots, \sigma_{n, N_{i_{n}}} \delta_{1}\left(h_{n}\right) h_{n}^{\frac{1}{i_{i_{n}}}}, \ldots\right)
\end{array}
$$

where $\sigma_{k, j} \in\{-1,1\}, k=1, \ldots, n$ and $j=1, \ldots, N_{i_{k}}$. More precisely, we have

$$
\begin{equation*}
F_{I, x}(h)=\sum_{k=1}^{n}\left\{\sum_{s=1}^{N_{i_{k}}} \sigma_{k, s} \delta_{1}\left(h_{k}\right) h_{k}^{1 / d_{i_{k}}} e_{k, s, 1}-\sum_{s=1}^{N_{i_{k}}} \sigma_{k, N_{i_{k}}+1-s} \delta_{2}\left(h_{k}\right)\left|h_{k}\right|^{1 / d_{i_{k}}} e_{k, s, 2}\right\}, \tag{103}
\end{equation*}
$$

where we have introduced the canonical basis

$$
\left\{e_{k, s, i}: 1 \leq k \leq n, 1 \leq s \leq N_{i_{k}}, i=1,2\right\}
$$

of $\mathbb{R}^{N(I)}$ and the functions

$$
\delta_{1}(x)=\left\{\begin{array}{ll}
1 & x \geq 0 \\
0 & x<0
\end{array} \quad \text { and } \quad \delta_{2}(x)=\left\{\begin{array}{ll}
0 & x \geq 0 \\
1 & x<0
\end{array} .\right.\right.
$$

Remark 5.2.8 From the definitions of $G_{I, x}$ and $F_{I, x}$ it is straightforward to observe that $E_{I, x}=G_{I, x} \circ F_{I, x}$ on a sufficiently small neighborhood of the origin in $\mathbb{R}^{n}$.
Theorem 5.2.9 If $\Omega \subset \mathbb{R}^{n}$ is an open bounded set with local spanning number $q$ and $K \subset \Omega$ is compact, then there exist $\delta_{0}>0$ and positive numbers $a$ and $b, b<a<1$, so that for any $x \in K$ and $0<\delta<\delta_{0}$ and any $I \in\{1, \ldots, q\}^{n}$ with

$$
\begin{equation*}
\left|\lambda_{I}(x)\right| \delta^{d(I)} \geq \frac{1}{2} \max _{J \in\{1, \ldots, q\}^{n}}\left|\lambda_{J}(x)\right| \delta^{d(J)} \tag{104}
\end{equation*}
$$

we have $B_{x, b \delta} \subset G_{I, x}\left(\left\{w \in \mathbb{R}^{N(I)}:\|w\|_{N(I)}<a \delta\right\}\right) \subset B_{x, \bar{N} \delta} \subset D_{x, \bar{N} \delta_{0}} \subset \Omega$.

Proof. From Theorem 5.2.2, we get the existence of $\delta_{0}, a, b>0$, with $b<a<1$ such that for every $x \in K, 0<\delta<\delta_{0}$ and $I \in\{1, \ldots, q\}^{n}$ satisfying (104), we have the inclusion

$$
B_{x, b \delta} \subset E_{I, x}\left(\left\{h \in \mathbb{R}^{n}:\|h\|_{I}<a \delta\right\}\right) .
$$

This proves the validity of this inclusion, since for every $x \in K$ and $0<\delta<\delta_{0}$ the existence of $I$ satisfying (104) is trivial. From formula (103), we have

$$
\begin{equation*}
\left\|F_{I, x}(h)\right\|_{N(I)}=\|h\|_{I} \quad \text { for all } \quad h \in \mathbb{R}^{n} . \tag{105}
\end{equation*}
$$

Remark 5.2.8 implies that $E_{I, x}(h)=G_{I, x} \circ F_{I, x}(h)$ for all $h \in \mathbb{R}^{n}$, possibly small, such that $G_{I, x}$, introduced in (101), is well defined on $F_{I, x}(h)$. In view of Corollary 5.2.7, it is not restrictive to choose $\delta_{0}>0$ possibly smaller, such that $G_{I, x}$ is well defined on

$$
\begin{equation*}
S_{N(I), \delta_{0}} \quad \text { and } \quad G_{I, x}\left(S_{N(I), \delta}\right) \subset B_{x, \bar{N} \delta} \subset D_{x, \bar{N} \delta_{0}} \subset \Omega \tag{106}
\end{equation*}
$$

Taking into account (105), we have $F_{I, x}\left(\left\{h \in \mathbb{R}^{n}:\|h\|_{I}<a \delta\right\}\right) \subset S_{N(I), \delta}$, that leads us to the following inclusions

$$
\begin{equation*}
B_{x, b \delta} \subset E_{I, x}\left(\left\{h \in \mathbb{R}^{n}:\|h\|_{I}<a \delta\right\}\right) \subset G_{I, x}\left(S_{N(I), \delta}\right) \subset B_{x, \bar{N} \delta} \tag{107}
\end{equation*}
$$

concluding the proof.
According to [83], for $x \in \mathbb{R}^{n}$, we set

$$
\Lambda(x, \delta)=\sum_{I \in\{1,2, \ldots, q\}^{n}}\left|\lambda_{I}(x)\right| \delta^{d(I)}
$$

From Theorem 1 of [83], we get the following important fact.
Theorem 5.2.10 For every $K \subset \mathbb{R}^{n}$ compact, there exist $\delta_{0}>0$ and positive constants $C_{1}$ and $C_{2}$, depending on $K$, so that for all $x \in K$ and every $0<\delta<\delta_{0}$ we have

$$
C_{1} \leq \frac{\left|B_{x, \delta}\right|}{\Lambda(x, \delta)} \leq C_{2} .
$$

The point of this theorem is that it gives the doubling property of metric balls, as pointed out in [83]. In fact, $\Lambda$ is a polynomial with respect to $\delta$, that only depends on the enumeration of vector fields $Y_{1}, \ldots, Y_{q}$ on some fixed open bounded set $\Omega$. Thus, we have the following corollary.
Corollary 5.2.11 For every compact set $K \subset \mathbb{R}^{n}$ there exist positive constants $C$ and $r_{0}$, depending on $K$, such that for every $x \in K$ and every $0<r<r_{0}$, we have

$$
\left|B_{x, 2 r}\right| \leq C\left|B_{x, r}\right| .
$$

## 3. Boundedness from above implies Lipschitz continuity

The following notion of convexity was first introduced by Bardi and Dragoni in [8].
Definition 5.3.1 Let $\Omega$ be an open set of $\mathbb{R}^{n}$ and let $\mathcal{X}=\left\{X_{1}, \ldots, X_{m}\right\}$ be a set of vector fields defined on $\mathbb{R}^{n}$. Then $u: \Omega \rightarrow \mathbb{R}$ is $\mathcal{X}$-convex, if the composition $u \circ \gamma$ is convex whenever $\gamma: I \rightarrow \Omega$ satisfies $\gamma^{\prime}=\sum_{i=1}^{m} \alpha_{i} X_{i} \circ \gamma$ on the open interval I and $\alpha_{i}$ are arbitrary real numbers.

Lemma 5.3.2 Let $u: \Omega \rightarrow \mathbb{R}$ be a $\mathcal{X}$-convex function on an open set $\Omega \subset \mathbb{R}^{n}$ and let $K$ be a compact set. Then there exist $\delta_{0}>0,0<b<1$ and an integer $\bar{N}$ only depending on $K$ and $\mathcal{X}$ such that for every $x \in K$, there exists an integer $1 \leq N_{x} \leq \bar{N}$ such that for every $0<\delta<\delta_{0}$ we have $D_{x, \bar{N} \delta_{0}} \subset \Omega$ and

$$
\begin{equation*}
2^{N_{x}} u(x)-\left(2^{N_{x}}-1\right) \sup _{B_{x, N \delta}} u \leq \inf _{B_{x, b \delta}} u . \tag{108}
\end{equation*}
$$

Proof. Let $\Omega^{\prime}$ be an open bounded set containing $K$ such that $\overline{\Omega^{\prime}} \subset \Omega$, let $r$ be the local spanning step and $q$ be the local spanning number with local spanning frame $Y_{1}, \ldots, Y_{q}$ on $\Omega^{\prime}$. We apply Theorem 5.2.9 to both $K$ and $\Omega^{\prime}$, getting an integer $\bar{N}$ and positive number $\delta_{0}>0,0<b<a<1$, depending on $K, \Omega^{\prime}$ and $\mathcal{X}$, having the properties stated in this theorem. Thus, we choose any $x \in K$ and $0<\delta<\delta_{0}$, so that we can find a multi-index $I \in\{1, \ldots, q\}^{n}$ such that (104) holds. Theorem 5.2.9 implies that

$$
B_{x, b \delta} \subset G_{I, x}\left(S_{N(I), a \delta}\right) \subset B_{x, \bar{N} \delta} \subset D_{x, \bar{N} \delta_{0}} \subset \Omega^{\prime}
$$

where $G_{I, x}$ is defined in (101). In particular, the closure $\bar{S}_{N(I), x}$ satisfies

$$
G_{I, x}\left(\bar{S}_{N(I), a \delta}\right) \subset \Omega^{\prime}
$$

Let us consider the scalar function $\varphi(w)=u \circ G_{I, x}(w)$, that is well defined for all $w \in$ $\bar{S}_{N(I), a \delta}$. By definition of $\mathcal{X}$-convexity, we have

$$
\mu_{1}=2 \varphi(0)-\sup _{B_{x, \text { N } \delta}} u \leq 2 \varphi(0)-\varphi\left(-w_{1}, 0, \ldots, 0\right) \leq \varphi\left(w_{1}, 0, \ldots, 0\right),
$$

whenever $\left|w_{1}\right| \leq a \delta$. Notice that $\mu_{1}=2 u(x)-\sup _{B_{x, N \delta}} u$. Of course, in the case $\sup _{B_{x, N \delta}} u=$ $+\infty$, then the inequalities (110) become trivial. For each $w_{1} \in[-a \delta, a \delta]$, the function

$$
[-a \delta, a \delta] \ni s \mapsto \varphi\left(w_{1}, s, 0, \ldots, 0\right)
$$

is convex with respect to $s$, hence arguing as before we get

$$
\left.\mu_{2}=2 \mu_{1}-\sup _{B_{x, N \delta}} u \leq \varphi\left(w_{1}, s, 0, \ldots, 0\right)\right) .
$$

whenever $|s| \leq a \delta$. We can repeat this argument up to $N(I)$ times, achieving

$$
\begin{equation*}
\mu_{N(I)} \leq u \circ G_{I, x_{0}}(w) \quad \text { for every } \quad w \in \bar{S}_{N(I), a \delta} \tag{109}
\end{equation*}
$$

where $\mu_{j}=2 \mu_{j-1}-\sup _{B_{x, N \delta}} u$ for $j=1, \ldots, N(I)$. In particular, we have

$$
\mu_{N(I)}=2^{N(I)} u(x)-\left(\sum_{j=0}^{N(I)-1} 2^{j}\right) M=2^{N(I)} u(x)-2^{N(I)} M+M
$$

with $M=\sup _{B_{x, \bar{N} \delta}} u$. In sum, we have proved that there exist $\delta_{0}>0,0<b<1$ and an integer $\bar{N}$ only depending on $K$ and $\mathcal{X}$ such that for every $x \in K$, we can provide an integer $1 \leq N_{x} \leq \bar{N}$, depending on $x$, such that for every $0<\delta<\delta_{0}$ we have $D_{x, \bar{N} \delta_{0}} \subset \Omega$ and (108) holds.

Corollary 5.3.3 Under the assumptions of Lemma 5.3.2, we have

$$
\inf _{B_{x, b \delta}} u \geq\left\{\begin{array}{lll}
2 u(x)-\left(2^{\bar{N}}-1\right) \sup _{B_{x, N \delta}} u & \text { if } & u(x) \geq 0  \tag{110}\\
2^{\bar{N}} u(x)-\left(2^{\bar{N}}-1\right) \sup _{B_{x, \bar{N} \delta}} u & \text { if } & u(x)<0 \text { and } \sup _{B_{x, \bar{N} \delta}} u \geq 0 . \\
2^{\bar{N}} u(x)-\sup _{B_{x, \bar{N} \delta}} u & \text { if } & \sup _{B_{x, \bar{N} \delta}} u<0
\end{array}\right.
$$

The previous corollary immediately leads us to another consequence.
Corollary 5.3.4 Every $\mathcal{X}$-convex function that is locally bounded from above on an open set is also locally bounded from below.

The proof of the next theorem follows the scheme of Lemma 3.1 in [71]. In the sequel, we will use the distance function $\operatorname{dist}_{d}(A, x)=\inf _{a \in A} d(a, x)$ for every $A \subset \mathbb{R}^{n}$.
Theorem 5.3.5 Let $u: \Omega \rightarrow \mathbb{R}$ be a $\mathcal{X}$-convex function. If $u$ is locally bounded from above, then it is locally Lipschitz continuous. More precisely, for every $\alpha_{1}, \alpha_{2}>0$ such that $\alpha_{1}+\alpha_{2}<$ $\operatorname{dist}_{d}(K, w)$ and every $x, y \in K$, we have

$$
\begin{equation*}
|u(x)-u(y)| \leq \frac{2 \rho(x, y)}{\min \left\{\alpha_{1}, \alpha_{2}\right\}} \sup _{K_{\alpha_{1}+\alpha_{2}}}|u| \tag{111}
\end{equation*}
$$

where $K_{\alpha_{1}+\alpha_{2}}=\left\{z \in \mathbb{R}^{n}: \operatorname{dist}_{d}(K, z) \leq \alpha_{1}+\alpha_{2}\right\} \subset \Omega$.
Proof. First of all, from Corollary 5.3.4 it follows that $u$ is locally bounded. Let us choose $0<D<\operatorname{dist}_{d}\left(K, \Omega^{c}\right)$ and consider the compact set

$$
K_{D}=\left\{z \in \mathbb{R}^{n}: \operatorname{dist}_{d}(K, z) \leq D\right\},
$$

that is clearly contained in $\Omega$. Choose any $\alpha>0$ such that $D+\alpha<\operatorname{dist}_{d}\left(K, \Omega^{c}\right)$. Therefore for every $x \in K_{D}$ and $X \in \mathcal{X}$, we have

$$
\operatorname{dist}_{d}\left(K_{D}, \Phi^{X}(x, t)\right) \leq d\left(\Phi^{X}(x, t), x\right) \leq|t| \leq \alpha
$$

hence $\Phi^{X}(x, t) \in K_{D+\alpha}=\left\{z \in \mathbb{R}^{n}: \operatorname{dist}_{d}(K, z) \leq D+\alpha\right\} \subset \Omega$ for all $|t| \leq \alpha$. Hence $\Phi^{X}$ is defined on $K_{D} \times[-\alpha, \alpha]$ and it is contained in the larger compact set $K_{D+\alpha} \subset \Omega$. Let us fix $x, y \in K$ such that $\rho(x, y)<D$. Let $\varepsilon>0$ be arbitrary chosen such that $\rho(x, y)+\varepsilon<D$. Thus, by definition of $\rho$, there exists $\rho(x, y)<\bar{t}<\rho(x, y)+\varepsilon$ and $\gamma \in \Gamma_{x, y}^{c}(\bar{t})$ such that $t_{0}=0<t_{1}<\cdots<t_{v}=\bar{t}$ and

$$
\begin{equation*}
\gamma(t)=\Phi^{X_{i_{k}}}\left(\gamma\left(t_{k-1}\right), t-t_{k-1}\right) \tag{112}
\end{equation*}
$$

for all $t \in\left[t_{k-1}, t_{k}\right]$ and $k=1, \ldots, v$, where $1 \leq j_{1}, \ldots, j_{v} \leq m$. We have that

$$
d(\gamma(t), x) \leq \rho(\gamma(t), x) \leq t \leq \bar{t}<D
$$

therefore the whole curve $\gamma$ is contained in $K_{D}$ and any restriction $\left.\gamma\right|_{\left[t_{k-1}, t_{k}\right]}$ can be smoothly extended on $\left[t_{k-1}-\alpha, t_{k}+\alpha\right]$ preserving the same form (112). Since $u$ is locally bounded, we set

$$
M=\sup _{w \in K_{D+\alpha}}|u(w)|<+\infty
$$

As a result, the $\mathcal{X}$-convexity of $u$ implies that the difference quotient

$$
\frac{\left|u\left(\gamma\left(t_{k}\right)\right)-u\left(\gamma\left(t_{k-1}\right)\right)\right|}{\left|t_{k}-t_{k-1}\right|}
$$

is not greater than the

$$
\max \left\{\left|u\left(\Phi^{X_{j_{k}}}\left(\gamma\left(t_{k-1}\right), t_{k}+\alpha-t_{k-1}\right)\right)-u\left(\gamma\left(t_{k}\right)\right)\right| \alpha^{-1},\left|u\left(\Phi^{X_{j_{k}}}\left(\gamma\left(t_{k-1}\right),-\alpha\right)\right)-u\left(\gamma\left(t_{k-1}\right)\right)\right| \alpha^{-1}\right\} .
$$

This yields proves that

$$
\frac{\left|u\left(\gamma\left(t_{k}\right)\right)-u\left(\gamma\left(t_{k-1}\right)\right)\right|}{\left|t_{k}-t_{k-1}\right|} \leq \frac{2 M}{\alpha} .
$$

It follows that

$$
|u(y)-u(x)| \leq \sum_{k=1}^{v} \left\lvert\, u\left(\gamma\left(t_{k}\right)\right)-u\left(\gamma\left(t_{k-1}\right) \left\lvert\, \leq \frac{2 M}{T} \sum_{k=1}^{v}\left(t_{k}-t_{k-1}\right)<\frac{2 M}{\alpha}(\rho(x, y)+\varepsilon)\right.,\right.\right.
$$

with an arbitrary choice of $\varepsilon>0$. In the case $\rho(x, y) \geq D$, we immediately have $\mid u(x)-$ $u(y) \mid \leq 2 M \rho(x, y) / D$, that leads to the inequality

$$
|u(x)-u(y)| \leq \frac{2 \rho(x, y)}{\min \{D, \alpha\}} \sup _{K_{D+\alpha}}|u|
$$

for every $x, y \in K$, where $D, \alpha>0$ satisfy $D+\alpha<\operatorname{dist}_{d}\left(K, \Omega^{c}\right)$.
The following proposition has been pointed out to us by D. Morbidelli. It is essentially contained in his work, being a consequence of Theorem 3.1 of [80].
Proposition 5.3.6 The distances $d$ and $\rho$ introduced in Definition 1.1.8 are equivalent.
Remark 5.3.7 Notice that the inequality $d \leq \rho$ is trivial. As a consequence of the previous proposition, $\mathcal{X}$-convex functions that are locally bounded are also locally Lipschitz continuous with respect to $d$ and any other equivalent distance, according to the notion of equivalence given in Definition 1.1.7

## 4. Moser iteration technique

We begin this section stating the Sobolev embedding theorem for the anisotropic Sobolev spaces, proved by Capogna, Danielli and Garofalo in [21]. As a consequence of the following theorem we are able to use the Moser iteration technique on $\mathcal{L}$-weak subelliptic functions.
Theorem 5.4.1 (2.3 in [21]) Let $\Omega_{0} \subset \mathbb{R}^{n}$ be a bounded open set and denote by $Q$ the homogeneous dimension relative to $\Omega_{0}$. Let $1<p<Q$. Then there exists $C>0$ and $R_{0}>0$ such that for any $x \in \Omega_{0}$ and $B_{R}$, with $R<R_{0}$, we have

$$
\begin{equation*}
\left(\frac{1}{\left|B_{R}\right|} \int_{B_{R}}|u|^{\kappa p} d x\right)^{\frac{1}{\kappa p}} \leq C R\left(\frac{1}{\left|B_{R}\right|} \int_{B_{R}}\left|D_{\mathcal{X}} u\right|^{p} d x\right)^{\frac{1}{p}} \tag{113}
\end{equation*}
$$

for any $u \in W_{\mathcal{X}, 0}^{1, p}\left(B_{R}\right)$. Here $1 \leq \kappa \leq \frac{Q}{Q-p}$.
The following technical lemmas are well known, see for instance Lemma 8.15 in [45] and Theorem 7.8 in [46].

Lemma 5.4.2 Let $\phi:[0, T] \rightarrow \mathbb{R}$ be a non-negative bounded function. Suppose that for $0 \leq \rho<$ $R \leq T$ we have

$$
\phi(\rho) \leq A(R-\rho)^{-\alpha}+\epsilon \phi(R)
$$

for some $A, \alpha>0,0 \leq \epsilon<1$. Then there exists a constant $c=c(\alpha, \epsilon)$ such that for $0 \leq \rho<R \leq$ $T$ we have

$$
\phi(\rho) \leq c A(R-\rho)^{-\alpha} .
$$

Lemma 5.4.3 Let $f \in C^{1}(\mathbb{R})$ be such that $f^{\prime} \in L^{\infty}(\mathbb{R})$, and consider $u \in W_{\mathcal{X}}^{1,2}(\Omega), \Omega \subset \mathbb{R}^{n}$ bounded. Then $f \circ u \in W_{\mathcal{X}}^{1,2}(\Omega)$ and $X(f \circ u)=f^{\prime}(u) X u$, for every $X \in \mathcal{X}$.

Proof. By Theorem 1.1.10, there exists a sequence $u_{m} \in C^{1}(\Omega)$ such that $u_{m}$ and $X u_{m}$ converge to $u$ and $X u$ respectively in $L^{2}(\Omega)$. Then integrating in $\Omega$ we have

$$
\int_{\Omega}\left|f\left(u_{m}\right)-f(u)\right|^{2} d x \leq \sup \left|f^{\prime}\right|^{2} \int_{\Omega}\left|u_{m}-u\right|^{2} d x \rightarrow 0
$$

as $m$ goes to infinity. Moreover, we get

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left|f^{\prime}\left(u_{m}\right) X u_{m}-f^{\prime}(u) X u\right|^{2} d x \leq \sup \left|f^{\prime}\right|^{2} \int_{\Omega}\left|X u_{m}-X u\right|^{2} d x+\int_{\Omega}\left|f^{\prime}\left(u_{m}\right)-f^{\prime}(u)\right|^{2}|X u|^{2} d x . \tag{114}
\end{equation*}
$$

Possibly passing to a subsequence $u_{m}$ converges a.e. to $u$ in $\Omega$. Moreover, since $f^{\prime}$ is continuous $f^{\prime}\left(u_{m}\right)$ converges to $f^{\prime}(u)$ a.e.. Hence the second term in the right hand side of (114) tends to zero by dominated convergence. As a consequence $f\left(u_{m}\right)$ and $f^{\prime}\left(u_{m}\right) X u_{m}$ tend to $f(u)$ and $f^{\prime}(u) X u$ respectively. Therefore $X(f \circ u)=f^{\prime}(u) X u$ and the proof is complete.

The following lemma is essentially Lemma 1 of [81].
Lemma 5.4.4 ([81]) Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a non-negative, convex, monotone increasing function. Let $\Omega \subset \mathbb{R}^{n}$ be an open bounded set and let $u \in W_{\mathcal{X}}^{1,2}(\Omega)$ be a weak subsolution of (96). If $f \circ u \in L_{\text {loc }}^{2}(\Omega)$, then $f \circ u$ is a weak sub-solution.

Proof. Assume that $f \in C^{2}(\mathbb{R})$ and for some $M>0$ we have $f^{\prime \prime}(t)=0$ if $|t|>M$. Let $\eta \in C_{0}^{\infty}(\Omega), \eta \geq 0$ and define the non-negative function

$$
\zeta(x):=f^{\prime}(u(x)) \eta(x) .
$$

Since $f^{\prime} \in L^{\infty}$, from Lemma 5.4.3, it follows that $f \circ u \in W_{\mathcal{X}}^{1,2}(\Omega)$ and

$$
X_{i} f \circ u=f^{\prime}(u) X_{i} u, \quad i=1, \ldots, m .
$$

The same conclusions hold for $f^{\prime} \circ u$, hence $\zeta \in W_{\mathcal{X}, 0}^{1,2}(\Omega)$. Then we have

$$
X_{i} u X_{i}^{*} \zeta=X_{i}(f \circ u) X_{i}^{*} \eta-f^{\prime \prime}(u) X_{i} u X_{i} u \eta \leq X_{i}(f \circ u) X_{i}^{*} \eta .
$$

Hence we get

$$
0 \leq \sum_{i=1}^{m} \int_{\Omega} X_{i} u X_{i}^{*} \zeta d x \leq \sum_{i=1}^{m} \int_{\Omega} X_{i}(f \circ u) X_{i}^{*} \eta d x .
$$

The general case follows by approximations. Let $v \in W_{\mathcal{X}}^{1,2}(\Omega)$ be a nonnegative subsolution of (96). For any $0<\rho<R<1$, take $\eta \in C_{0}^{\infty}\left(B_{x_{0}, R}\right)$, with $\eta=1$ on $B_{x_{0}, p}$ and
$\left|D_{\mathcal{X}} \eta\right| \leq \frac{2}{R-\rho}$. The existence of such a function can be found in Lemma 3.2 [21], see also 7.12 [63]. Consider the admissible test function $v \eta^{2} \geq 0$, then we get

$$
\begin{aligned}
0 \geq \sum_{i=1}^{m} \int_{\Omega} X_{i} v\left(-X_{i}^{*}\right)\left(v \eta^{2}\right)= & \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} v\right)^{2} \eta^{2} d x+2 \sum_{i=1}^{m} \int_{B_{x_{0}, R}} X_{i} v X_{i} \eta v \eta d x \\
& -\sum_{i=1}^{m} \int_{B_{x_{0}, R}} X_{i} u v \eta^{2}\left(\sum_{j=1}^{n} \partial_{j} a_{i}^{j}(x)\right) d x .
\end{aligned}
$$

Since $a_{j}^{i}$ are smooth functions there exists $C=C(\Omega)$ such that

$$
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} v\right)^{2} \eta^{2} d x \leq 2 \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left|X_{i} v\right||X \eta| v \eta d x+C \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left|X_{i} v\right| v \eta^{2} d x
$$

Now using Young inequality $a b \leq \frac{\varepsilon a^{2}}{2}+\frac{b^{2}}{2 \varepsilon}$, we get

$$
c_{1} \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} v\right)^{2} \eta^{2} d x \leq c_{2} \sum_{i=1}^{m} \int_{B_{x_{0}, R}} v^{2}\left(\left|X_{i} \eta\right|^{2}+\eta^{2}\right) d x .
$$

Therefore we have a constant $c_{3}>0$ such that

$$
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} v\right)^{2} \eta^{2} d x \leq c_{3} \sum_{i=1}^{m} \int_{B_{x_{0}, R}} v^{2}\left(\left(X_{i} \eta\right)^{2}+\eta^{2}\right) d x
$$

Now note that $\left(X_{i}(\eta v)\right)^{2} \leq 2\left|X_{i} v\right|^{2} \eta^{2}+2 v^{2}\left|X_{i} \eta\right|^{2}$, then

$$
\begin{equation*}
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i}(\eta v)\right)^{2} d x \leq c_{4} \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left\{\left(X_{i} \eta\right)^{2}+\eta^{2}\right\} v^{2} d x . \tag{115}
\end{equation*}
$$

Let $\phi \in C_{c}^{\infty}((0,1)), \phi \geq 0, \int_{(0,1)} \phi(x) d x=1$, and consider $f_{m}=f^{m} \star \phi_{\frac{1}{m}}$. Where $f^{m}$ is a convex functions, monotone increasing functions, such that $f^{m}=f$ on $|x|<m$ and $f^{m}(x) \leq f(x)$ is a piecewise linear function on $|x| \geq m$. Clearly $f_{m}$ is a smooth convex function, moreover $f^{m}(s-\varepsilon t) \leq f^{m}(s)$, for every $t, \varepsilon>0$ and $s \in \mathbb{R}$, by monotonicity of $f^{m}$. This yields that $f_{m} \leq f^{m} \leq f$. Notice that $f_{m} \rightarrow f, f_{m}^{\prime}(u) \rightarrow f^{\prime}(u)$, where $f^{\prime}(u)$ exists. Then set $v_{m}=f_{m}(u)$ and $v=f(u)$, by the previous computations $v_{m}$ is a subsolution of (96), moreover one has by (115)

$$
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i}\left(\eta v_{m}\right)\right)^{2} d x \leq c_{4} \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left\{\left(X_{i} \eta\right)^{2}+\eta^{2}\right\} v_{m}^{2} d x .
$$

Hence, by the estimates $v_{m} \leq f$ we can write

$$
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i}\left(\eta v_{m}\right)\right)^{2} d x \leq \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left\{\left(X_{i} \eta\right)^{2}+\eta^{2}\right\} v^{2} d x
$$

on the other hand, by Fatou's theorem

$$
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i}(\eta v)\right)^{2} d x \leq \liminf _{m \rightarrow \infty} \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i}\left(\eta v_{m}\right)\right)^{2} d x \leq c_{4} \int_{B_{x_{0}, R}}\left\{\left(X_{i} \eta\right)^{2}+\eta^{2}\right\} v^{2} d x
$$

hence $f \circ u \in W_{\mathcal{X}}^{1,2}(\Omega)$. Since the sequence $v_{m}$ is bounded in $W_{\mathcal{X}}^{1,2}$, possibly passing to a subsequence we can suppose that for every $i=1, \ldots, m, X_{i} v_{m}$ weakly converges to $g_{i} \in L^{2}(\Omega)$. Moreover by Lebesque convergence theorem we have for every $\phi \in C_{0}^{\infty}(\Omega)$

$$
\int_{\Omega} v_{m} X_{i}^{\star} \phi d x \rightarrow \int_{\Omega} v X_{i}^{\star} \phi d x=\int_{\Omega} X_{i} v \phi d x,
$$

as a consequence $X_{i} v=g_{i}$. This implies that for every $\zeta \in W_{\mathcal{X}, 0}^{1,2}(\Omega)$,

$$
0 \leq \sum_{i=1}^{m} \int_{\Omega} X_{i}\left(v_{m}\right) X_{i}^{\star} \zeta d x \rightarrow \sum_{i=1}^{m} \int_{\Omega} X_{i}(v) X_{i}^{\star} \zeta d x,
$$

and the proof is complete.

The proof of the following theorem is standard: it follows the celebrated Moser iteration technique for weak solutions to elliptic equations in divergence form [81], that applies to very general frameworks, including Carnot-Carathéodory spaces. There is a plenty of works in this area, so we limit ourselves to mention just a few of them, [37] [63], [54], [21]. A further discussion of this topic can be found for instance in [53]. We present a proof that is an adaptation of Proposition 8.19 in [45].
Theorem 5.4.5 Let $\Omega \subset \mathbb{R}^{n}$ be an open bounded set, and let $\mathcal{X}$ be a family of smooth Hörmander vector fields and let $p>0$. Thus, there exists $r_{0}>0$, depending on $\Omega$ and $\mathcal{X}$, and there exists $\kappa \geq 1$, depending on $p, \Omega$ and $\mathcal{X}$, such that whenever $u \in W_{\mathcal{X}}^{1,2}(\Omega)$ is a weak $\mathcal{L}$-subsolution to (96), we have

$$
\begin{equation*}
\underset{B_{x, \frac{r}{2}}}{\operatorname{esssup}} u \leq \kappa\left(f_{B_{x, r}}|u(y)|^{p} d y\right)^{\frac{1}{p}} \tag{116}
\end{equation*}
$$

for every $x \in \Omega$ such that $0<r \leq \min \left\{r_{0}, \operatorname{dist}\left(\Omega^{c}, x\right)\right\}$.

Proof. Without loss of generality we can consider only nonnegative sub-solutions, in fact if $u$ is a sub-solution of (96) then $u^{+}=\max \{0, u\}$ is a sub-solution. Moreover

$$
\sup _{B_{x_{0}, \frac{R}{2}}} u \leq \sup _{B_{x_{0}, \frac{R}{2}}} u^{+} \leq k_{1}\left(f_{B_{x_{0}, R}}\left(u^{+}\right) d x\right) \leq k_{1}\left(f_{B_{x_{0}, R}}|u(x)| d x\right) .
$$

For any $0<\rho<R<1$, take $\eta \in C_{0}^{\infty}\left(B_{x_{0}, R}\right)$, with $\eta=1$ on $B_{x_{0}, \rho}$ and $\left|D_{\mathcal{X}} \eta\right| \leq \frac{2}{R-\rho}$. Choose $\beta \geq 0$, and consider the test function $u_{m}^{\beta} u \eta^{2} \geq 0$, where

$$
u_{m}(x)=\min (u(x), m)
$$

The function $u_{m}^{\beta} u \eta^{2}$ is in $W_{\mathcal{X}, 0}^{1,2}$ as one can easily prove. Using this function as a test function in (96) we get

$$
\begin{aligned}
0 \geq & \sum_{i=1}^{m} \int_{\Omega} X_{i} u\left(-X_{i}^{*}\right)\left(u_{m}^{\beta} u \eta^{2}\right) \\
= & \beta \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} u_{m}\right)^{2} u_{m}^{\beta} \eta^{2} d x+\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} u\right)^{2} u_{m}^{\beta} \eta^{2} d x+2 \sum_{i=1}^{m} \int_{B_{x_{0}, R}} X_{i} u X_{i} \eta u_{m}^{\beta} u \eta d x \\
& -\sum_{i=1}^{m} \int_{B_{x_{0}, R}} X_{i} u u_{m}^{\beta} u \eta^{2}\left(\sum_{j=1}^{n} \partial_{j} a_{i}^{j}(x)\right) d x .
\end{aligned}
$$

Since $a_{j}^{i}$ are smooth functions there exists $C=C\left(\Omega_{0}\right)$ such that

$$
\begin{aligned}
\beta \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} u_{m}\right)^{2} u_{m}^{\beta} \eta^{2} d x+\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} u\right)^{2} u_{m}^{\beta} \eta^{2} d x \leq & 2 \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left|X_{i} u\right||X \eta| u_{m}^{\beta} u \eta d x \\
& +C \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left|X_{i} u\right| u_{m}^{\beta} u \eta^{2} d x
\end{aligned}
$$

We should emphasize that later on we will begin the iteration with $\beta=0$. Now using Young inequality $a b \leq \frac{\varepsilon a^{2}}{2}+\frac{b^{2}}{2 \varepsilon}$, we get

$$
\beta \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} u_{m}\right)^{2} u_{m}^{\beta} \eta^{2} d x+c_{1} \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} u\right)^{2} u_{m}^{\beta} \eta^{2} d x \leq c_{2} \sum_{i=1}^{m} \int_{B_{x_{0}, R}} u_{m}^{\beta} u^{2}\left(\left(X_{i} \eta\right)^{2}+\eta^{2}\right) d x
$$

Set $w=u_{m}^{\frac{\beta}{2}} u$, and note that

$$
\left|X_{i} w\right|^{2} \leq(2+\beta)\left\{\beta u_{m}^{\beta}\left(X_{i} u_{m}\right)^{2}+u_{m}^{\beta}\left(X_{i} u\right)^{2}\right\}
$$

Therefore we have

$$
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i} w\right)^{2} \eta^{2} d x \leq c_{3}(1+\beta) \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(\left(X_{i} \eta\right)^{2}+\eta^{2}\right) w^{2} d x .
$$

Now note that $\left(X_{i}(\eta w)\right)^{2} \leq 2\left(X_{i} w\right)^{2} \eta^{2}+2 w^{2}\left(X_{i} \eta\right)^{2}$, then

$$
\sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left(X_{i}(\eta w)\right)^{2} d x \leq c_{4}(1+\beta) \sum_{i=1}^{m} \int_{B_{x_{0}, R}}\left\{\left(X_{i} \eta\right)^{2}+\eta^{2}\right\} w^{2} d x
$$

where $c_{4}$ is independent of $\beta$. By Sobolev inequality (113) we have

$$
\begin{align*}
\left(\int_{B_{x_{0}, R}} w^{2^{*}} d x\right)^{\frac{2}{2^{*}}} \leq\left(\int_{B_{x_{0}, R}}(w \eta)^{2^{*}} d x\right)^{\frac{2}{2^{*}}} & \leq C R\left|B_{x_{0}, R}\right|^{Q\left(\frac{Q-2}{Q}-1\right)+1} \int_{B_{x_{0}, R}} \sum_{i=1}^{m}\left\{X_{i}(\eta w)\right\}^{2} d x  \tag{117}\\
& \leq C_{1} R^{Q\left(\frac{Q-2}{Q}-1\right)+2} \int_{B_{x_{0}, R}} \sum_{i=1}^{m}\left\{X_{i}(\eta w)\right\}^{2} d x
\end{align*}
$$

since $Q\left(\frac{Q-2}{Q}-1\right)+2=-Q \frac{2}{Q}+2=0$ we get

$$
\begin{aligned}
\left(\int_{B_{x_{0}, R}} w^{2^{*}} d x\right)^{\frac{2}{2^{*}}} & \leq C \int_{B_{x_{0}, R}} \sum_{i=1}^{m}\left\{X_{i}(\eta w)\right\}^{2} d x \\
& \leq \frac{c_{5}(1+\beta)}{(R-\rho)^{2}} \int_{B_{x_{0}, R}} w^{2} d x .
\end{aligned}
$$

Now set $\lambda:=\frac{2^{*}}{2}$, and recalling the definition of $w$, we have

$$
\begin{equation*}
\left(\int_{B_{x_{0}, \rho}} u^{2 \lambda} u_{m}^{\beta \lambda} d x\right)^{\frac{1}{\lambda}} \leq \frac{c_{5}(1+\beta)}{(R-\rho)^{2}} \int_{B_{x_{0}, R}} u^{2} u_{m}^{\beta} d x . \tag{118}
\end{equation*}
$$

Hence by the definition of $u_{m}$, we get

$$
\left(\int_{B_{x_{0}, \rho}} u_{m}^{(\beta+2) \lambda} d x\right)^{\frac{1}{\lambda}} \leq \frac{c_{5}(1+\beta)}{(R-\rho)^{2}} \int_{B_{x_{0}, R}} u^{\beta+2} d x
$$

provided the integral in the right-hand side is bounded. By letting $m \rightarrow+\infty$ we conclude that

$$
\begin{equation*}
\left(\int_{B_{x_{0}, \rho}} u^{(\beta+2) \lambda} d x\right)^{\frac{1}{\lambda}} \leq \frac{c_{5}(1+\beta)}{(R-\rho)^{2}} \int_{B_{x_{0}, R}} u^{\beta+2} d x \tag{119}
\end{equation*}
$$

Since $u^{(\beta+2) \lambda}$ is still a sub-solution, thanks to estimate (126) we can apply Lemma 5.4.4, and iterate (126). We start the iteration with $\beta=0$,

$$
\sigma_{i}:=\beta_{i}+2=2 \lambda^{i}, \quad R_{i}:=\rho+\frac{R-\rho}{2^{i}}, \quad\left(R_{i}-R_{i+1}\right)^{2}=\frac{(R-\rho)^{2}}{2^{2 i+2}}
$$

Then by (119) we have

$$
\begin{aligned}
\left(\int_{B_{x_{0}, R_{i+1}}} u^{\sigma_{i+1}} d x\right)^{\frac{1}{\lambda^{+1+1}}} & \leq\left(\frac{c_{5}\left(\sigma_{i}-1\right)}{2^{-2 i-2}(R-\rho)^{2}}\right)^{\frac{1}{\lambda^{i}}}\left(\int_{B_{x_{0}, R}} u^{\sigma_{i}} d x\right)^{\frac{1}{\lambda^{i}}} \\
& \leq \prod_{k=0}^{i}\left(\frac{c_{5}\left(\sigma_{i}-1\right)}{2^{-2 k-2}(R-\rho)^{2}}\right)^{\frac{1}{\lambda^{k}}} \int_{B_{x_{0}, R}} u^{2} d x
\end{aligned}
$$

Since

$$
\begin{aligned}
\log \left(\prod_{k=0}^{i}\left(\frac{c_{4}\left(\sigma_{i}+1\right)}{2^{-2 k-2}}\right)^{\frac{1}{\lambda^{k}}}\right) & =\sum_{k=0}^{i} \frac{1}{\lambda^{k}}\left\{(2 k+2) \log (2)+\log \left(2 c_{5}\left(2 \lambda^{k}-1\right)\right)\right\}<+\infty \\
\sum_{k=0}^{\infty} \frac{1}{\lambda^{k}} & =\frac{Q}{2}
\end{aligned}
$$

we have $\lim _{i \rightarrow \infty} \prod_{k=0}^{i}\left(\frac{c_{4}}{2^{-2 k-2}(R-\rho)^{2}}\right)^{\frac{1}{\lambda^{k}}} \leq c_{5}(R-\rho)^{-\frac{Q}{2}}$. Therefore

$$
\left(\int_{B_{x_{0}, p}} u^{\sigma_{i}} d x\right)^{\frac{1}{\sigma_{i}}} \leq\left(\int_{B_{x_{0}, R_{i}}} u^{\sigma_{i}} d x\right)^{\frac{1}{\sigma_{i}}} \leq c_{6}(R-\rho)^{-\frac{Q}{2}}\left(\int_{B_{x_{0}, R}} u^{2} d x\right)^{\frac{1}{2}}
$$

Letting $i \rightarrow \infty$ the left hand side converges to $\sup _{B_{x_{0}, p}} u$, hence

$$
\sup _{B_{x_{0}, \rho}} u \leq c_{6}(R-\rho)^{-\frac{\varrho}{2}}\left(\int_{B_{x_{0}, R}} u^{2} d x\right)^{\frac{1}{2}} .
$$

Set $\rho=\frac{R}{2}$ and let $p<2$, then we have

$$
\sup _{B_{x_{0}, \frac{R}{2}}} u \leq c_{6}\left(\frac{R}{2}\right)^{-\frac{Q}{2}}\left(\sup _{B_{x_{0}, R}} u\right)^{1-\frac{p}{2}}\left(\int_{B_{x_{0}, R}} u^{p} d x\right)^{\frac{1}{2}} .
$$

By Young's inequality $a b \leq \frac{a^{p_{1}}}{p_{1}}+\frac{b^{p_{2}}}{p_{2}}$, valid whenever $a, b \geq 0, \frac{1}{p_{1}}+\frac{1}{p_{2}}=1$. We choose $\frac{1}{p_{1}}=1-\frac{p}{2}, p_{2}:=\frac{2}{p}$,

$$
\sup _{B_{x_{0}, \frac{R}{2}}} u \leq \frac{1}{2} \sup _{B_{x_{0}, R}} u+c_{7}\left(\frac{R}{2}\right)^{-\frac{Q}{p}}\left(\int_{B_{x_{0}, R}} u^{p} d x\right)^{\frac{1}{p}} .
$$

If we set $\phi(\rho)=\sup _{B_{d}\left(x_{0}, \rho\right)} u$ the conclusion follows by Lemma 5.4.2.

## 5. $\mathcal{L}$-weak subsolutions and upper integral estimates

The point of this section is to show that locally bounded above $\mathcal{X}$-convex functions are $\mathcal{L}$-weak subsolutions of (96), where $\mathcal{X}=\left\{X_{1}, \ldots, X_{m}\right\}$ is a family of Hörmander vector fields. This will enable us to apply Theorem 5.4.5.

In the proof of Theorem 5.5.3, we will use the following basic fact.
Lemma 5.5.1 Let $X$ be a vector field on $\mathbb{R}^{n}$, let $z \in \mathbb{R}^{n}$ be such that $X(z) \neq 0$ and let $\pi$ be a hyperplane of $\mathbb{R}^{n}$ transversal to $X(z)$ and passing through $z$. There exists an open neighborhood $A$ of $z$ in $\pi, \tau>0$ and an open neighborhood $U$ of $z$ in $\mathbb{R}^{n}$ such that the restriction of the flow $\Phi^{X}$ to $A \times(-\tau, \tau)$ is a diffeomorphism onto U. Moreover, for every fixed system of coordinates $\left(\xi_{1}, \ldots, \xi_{n-1}\right)$ on $\pi$, denoting by $\phi$ the previous restriction with respect to these coordinates and by $J_{\phi}$ its Jacobian, we get

$$
\begin{equation*}
\operatorname{div} X(x)=\frac{\partial_{t} J_{\phi}}{J_{\phi}} \circ \phi^{-1}(x) \quad \text { for all } \quad x \in U \tag{120}
\end{equation*}
$$

Remark 5.5.2 From the definition of commutator and the fact that the family $\mathcal{X}$ satisfies the Hörmander condition, it is clear that for each $z \in \mathbb{R}^{n}$, there exists $X \in \mathcal{X}$ such that $X(z) \neq 0$.

Theorem 5.5.3 Let $\Omega \subset \mathbb{R}^{n}$ be an open set, let $x_{0} \in \Omega$ and let $u: \Omega \rightarrow \mathbb{R}$ be a $\mathcal{X}$-convex function that is locally bounded from above. There exist $\delta_{0}>0$ and a family of vector fields $\mathcal{X}_{1}=\left\{Y_{1}, \ldots, Y_{m}\right\}$, with $Y_{i}=\sum_{j=1}^{m} a_{i j} X_{j}$, and $a_{i j} \in\{0,1\}$, both depending on $x_{0}$, such that $B_{x_{0}, \delta_{0}} \subset \Omega$ and $u$ is a weak subsolution of the equation

$$
\begin{equation*}
\sum_{i=1}^{m} Y_{i}^{2} v=0 \quad \text { on } \quad B_{x_{0}, \delta_{0}} \tag{121}
\end{equation*}
$$

Proof. As observed in Remark 5.5.2, since $\mathcal{X}$ is a family of Hörmander vector fields, we must have some $j_{1} \in\{1,2, \ldots, m\}$ such that $X_{j_{1}}\left(x_{0}\right) \neq 0$. Thus, for each $i=1, \ldots, m$, we define $Y_{i}=X_{i}$ if $X_{i}\left(x_{0}\right) \neq 0$ and $Y_{i}=X_{i}+X_{j_{1}}$ otherwise, so that all $Y_{i}$ do not vanish on $x_{0}$. In view of Lemma 5.5.1, for each $i=1, \ldots, m$ we can find an open bounded neighborhood $U_{i}$ of $x_{0}$, that is compactly contained in $\Omega$, an open bounded set $A_{i} \subset \mathbb{R}^{n-1}, \tau_{i}>0$ and a diffeomorphism $\phi_{i}: S_{i} \longrightarrow U_{i}$, with $S_{i}=A_{i} \times\left(-\tau_{i}, \tau_{i}\right), \phi_{i}$ is the restriction of the flow of $Y_{i}$ and then it satisfies (120). We can find $\delta_{0}>0$ such that $B_{x_{0}, \delta_{0}}$ is compactly contained in $U_{i}$ for all $i=1, \ldots, m$. Let us choose any $\varphi \in C_{c}^{\infty}\left(B_{x_{0}, \delta_{0}}\right)$ with $\varphi \geq 0$. Our claim follows if we prove that

$$
\begin{equation*}
\sum_{i=1}^{m} \int_{B_{x_{0}, \delta_{0}}} Y_{i} u(x) Y_{i}^{*} \varphi(x) d x \geq 0 . \tag{122}
\end{equation*}
$$

We will prove a stronger fact, namely, the validity of

$$
\int_{B_{x_{0}, \delta_{0}}} Y_{i} u(x) Y_{i}^{*} \varphi(x) d x \geq 0 \text { for all } i=1, \ldots, m
$$

By definition of $\mathcal{X}$-convexity, we have that $u\left(\phi_{i}(\omega, \cdot)\right)$ is convex on the interval where it is defined for all $i=1, \ldots, m$. By Theorem 5.3.5, $u$ is locally Lipschitz continuous with respect to $d$. Iterating Lemma 5.1.4, no more than $m-1$ times, and observing that $\mathcal{X}_{1}=\left\{Y_{1}, \ldots, Y_{m}\right\}$ is also a family of Hörmander vector fields, its associated distance $d_{1}$ is equivalent to $d$, that is obtained from $\mathcal{X}$. Theorem 5.1.7 and Proposition 5.1.8 imply that $u \in W_{\mathcal{X}, l o c}^{1, \infty}(\Omega)$ and the pointwise derivative

$$
\partial_{\Upsilon_{i}} u(x)=\left.\frac{d}{d t} u\left(\Phi^{Y_{i}}(x, t)\right)\right|_{t=0}
$$

exists for almost every $x \in \Omega$ and coincides with the distributional derivative $Y_{i} u$, up to a negligible set. In particular, there exists $L>0$ such that $\left|Y_{i} u\right| \leq L$ almost everywhere in $U_{i}$, where $Y_{i} u$ is the distributional derivative of $u$ along $Y_{i}$. Since $\phi_{i}$ sends negligible sets into negligible sets, we have that

$$
\begin{equation*}
\left.\frac{\partial}{\partial s} u\left(\phi_{i}(\omega, s)\right)\right|_{s=t}=\partial_{Y_{i}} u(\phi(\omega, t))=Y_{i} u\left(\phi_{i}(\omega, t)\right) \tag{123}
\end{equation*}
$$

for almost every $(\omega, t) \in S_{i}$. There exist $0<t_{i}<\tau_{i}$ such that $\phi\left(A_{i} \times\left(-t_{i}, t_{i}\right)\right)=U_{i}^{\prime}$ still contains $B_{x_{0}, \delta_{0}}$, hence for $\varepsilon>0$ sufficiently small, we can consider

$$
\left.\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t)=\int_{-\tau_{i}}^{\tau_{i}}\left(u \circ \phi_{i}\right)(\omega, s)\right) v_{\varepsilon}(t-s) d s,
$$

for all $t \in\left(-t_{i}, t_{i}\right)$, where $v_{\varepsilon}$ are one dimensional mollifiers. Since $\left(u \circ \phi_{i}\right)(\omega, \cdot)$ is convex on $\left(-\tau_{i}, \tau_{i}\right)$ it is also locally Lipschitz, with distributional derivative. It follows that

$$
\frac{\partial}{\partial t}\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t)=\left(\partial_{Y_{i}} u \circ \phi_{i}\right)_{\varepsilon}(\omega, t)
$$

for all $\omega \in A_{i}$ and $t \in\left(-t_{i}, t_{i}\right)$. Due to (123), applying Fubini's theorem it follows that for almost every $\omega \in A_{i}$ the pointwise derivative $\partial_{Y_{i}} u(\omega, t)$ equals the distributional derivative $Y_{i} u(\omega, t)$ for almost every $t \in\left(-\tau_{i}, \tau_{i}\right)$, that is precisely represented almost everywhere. As a consequence, we have

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t)=\left(\partial_{Y_{i}} u \circ \phi_{i}\right)_{\varepsilon}(\omega, t)=\left(\left(Y_{i} u\right) \circ \phi_{i}\right)_{\varepsilon}(\omega, t) \tag{124}
\end{equation*}
$$

for almost every $\omega \in A_{i}$ and every $t \in\left(-t_{i}, t_{i}\right)$. Since $(u \circ \phi)_{\varepsilon}(\omega, \cdot)$ is smooth and convex for all $\omega \in A_{i}$, we achieve

$$
\int_{S_{i}^{\prime}} \frac{\partial^{2}}{\partial t^{2}}\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t) \varphi(\phi(\omega, t)) J_{\phi_{i}}(\omega, t) d \omega d t \geq 0
$$

where $S_{i}^{\prime}=A_{i} \times\left(-t_{i}, t_{i}\right)$.
Integrating by parts, it follows that the previous nonnegative integral equals the following one

$$
-\int_{S_{i}^{\prime}} \frac{\partial}{\partial t}\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t) \frac{\partial}{\partial t}\left\{\varphi\left(\phi_{i}(\omega, t)\right) J_{\phi_{i}}\right\} d \omega d t
$$

that can be written as follows

$$
\left.-\int_{S_{i}^{\prime}}\left(\frac{\partial}{\partial t}\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t) \frac{\partial}{\partial t} \varphi\left(\phi_{i}(\omega, t)\right) J_{\phi_{i}}+\frac{\partial}{\partial t}\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t)\left(\varphi \circ \phi_{i}\right)(\omega, t)\right) \frac{\partial}{\partial t} J_{\phi_{i}}\right) d \omega d t
$$

Clearly, we have $\frac{\partial}{\partial t}\left(\varphi \circ \phi_{i}\right)(\omega, t)=\left(Y_{i} \varphi\right)\left(\phi_{i}(\omega, t)\right)$, hence by Lemma 5.5.1, we obtain

$$
\left.-\int_{S_{i}^{\prime}} \frac{\partial}{\partial t}\left(u \circ \phi_{i}\right)_{\varepsilon}(\omega, t)\left(\left(Y_{i} \varphi\right)(\phi(\omega, t))+\left(\operatorname{div} Y_{i} \circ \phi_{i}\right)(\omega, t)\left(\varphi \circ \phi_{i}\right)(\omega, t)\right)\right) J_{\phi_{i}} d \omega d t \geq 0 .
$$

We can then pass to the limit as $\varepsilon \rightarrow 0^{+}$, taking into account that $Y_{i} u \in L^{\infty}\left(U_{i}\right)$ and that both (123) and (124) hold, getting

$$
-\int_{\phi_{i}^{-1}\left(U_{i}^{\prime}\right)}\left(Y_{i} u\right) \circ \phi_{i}\left\{\left(Y_{i} \varphi \circ \phi_{i}+\left(\operatorname{div} Y_{i} \circ \phi_{i}\right) \varphi \circ \phi_{i}\right\} J_{\phi_{i}} d \omega d t \geq 0 .\right.
$$

By a change of variables towards the former coordinates, we have

$$
-\int_{U_{i}^{\prime}} Y_{i} u(x)\left\{\left(Y_{i} \varphi\right)(x)+\operatorname{div} Y_{i}(x) \varphi(x)\right\} d x=\int_{B_{x_{0}, \delta_{0}}} Y_{i} u(x) Y_{i}^{*} \varphi(x) d x \geq 0
$$

that establishes our claim.
As a consequence of both Theorem 5.4.5 and Theorem 5.5.3, we get the following consequence.

Corollary 5.5.4 Let $\Omega \subset \mathbb{R}^{n}$ be open and let $p>0$. If $x \in \Omega$, then there exist $\sigma_{x}, \delta_{x}>0$ and $\kappa_{x} \geq 1$, depending on $x, \Omega$, $p$ and $\mathcal{X}$, such that $B_{x, \delta_{x}} \subset \Omega, \sigma_{x} \leq \delta_{x} / 2$ and whenever $u: \Omega \longrightarrow \mathbb{R}$ is $\mathcal{X}$-convex and locally bounded from above, for all $y \in B_{x, \delta_{x} / 2}$ and $0<r \leq \sigma_{x}$, we have

PRoof. Let $x \in \Omega$ and and consider the corresponding $\delta_{x}>0$ given by Theorem 5.5.3, such that $B_{x, \delta_{x}} \subset \Omega$ and $u$ is a weak subsolution of (121) where the vector fields $Y_{j}$ depend on $x$. In view of Theorem 5.4.5 applied to the open bounded set $B_{x, \delta_{x}}$, we get some constants $\kappa_{x} \geq 1$ and $r_{x}>0$, depending on $B_{x, \delta_{x}}, p$, and the vector fields $Y_{j}$, such that there holds

$$
\begin{equation*}
\underset{B_{y, \frac{r}{2}}}{\operatorname{esss} \sup _{x}} u \leq \kappa_{x}\left(f_{B_{y, r}}|u(z)|^{p} d z\right)^{\frac{1}{p}} \tag{126}
\end{equation*}
$$

for all $0<r \leq \min \left\{r_{x}, \operatorname{dist}\left(B_{x, \delta_{x}}^{c}, y\right)\right\}$. Since for all $y \in B_{x, \delta_{x} / 2}$, we have

$$
\operatorname{dist}\left(B_{x, \delta_{x}}^{c} y\right) \geq \delta_{x} / 2
$$

setting $\sigma_{x}=\min \left\{r_{x}, \frac{\delta_{x}}{2}\right\}$, then (126) holds for all $0<r \leq \sigma_{x}$ and all $y \in B_{x, \delta_{x} / 2}$.
Remark 5.5.5 Notice that we do not need to use the essential supremum in (125), since $\mathcal{X}$-convex functions that are locally bounded from above are locally Lipschitz continuous, due to Theorem 5.3.5.

As a consequence of Corollary 5.5.4, we can easily establish the following result.
Theorem 5.5.6 Let $\Omega \subset \mathbb{R}^{n}$ be open, let $p>0$ and let $K \subset \Omega$ be compact. Then there exists $\sigma>0$ and $\kappa \geq 1$, depending on $K, \Omega, \mathcal{X}$ and $p$, such that for every $\mathcal{X}$-convex function $u: \Omega \longrightarrow \mathbb{R}$ that is locally bounded from above and for every $x \in K$, we have $B_{x, \sigma} \subset \Omega$ and there holds

$$
\begin{equation*}
\sup _{B_{x, \frac{r}{2}}} u \leq \kappa\left(f_{B_{x, r}}|u(z)|^{p} d y\right)^{\frac{1}{p}} \quad \text { for all } \quad 0<r \leq \sigma \tag{127}
\end{equation*}
$$

## 6. Integral estimates for $\mathcal{X}$-convex functions

Theorem 5.6.1 Let $\Omega \subset \mathbb{R}^{n}$ be open, let $K \subset \Omega$ be compact and let $u: \Omega \longrightarrow \mathbb{R}$ be a $\mathcal{X}$-convex function that is locally bounded from above. Then there exists $C_{0}>0, b_{0}>0$ and $N_{0}>1$, depending on $K$, such that for every $x \in K$ there holds

$$
\sup _{B_{x, r}}|u| \leq C_{0} f_{B_{x, N_{0} r}}|u(z)| d z
$$

whenever $0<r<b_{0}$ and $K_{0}=\left\{z \in \mathbb{R}^{n}: \operatorname{dist}(K, z) \leq N_{0} b_{0}\right\} \subset \Omega$.

Proof. By Lemma 5.3.2, we have $\delta_{0}>0,0<b<1$ and a positive integer $\bar{N}$ such that for every $y \in K$, we have $D_{y, \bar{N} \delta_{0}} \subset \Omega$ and there exists with $1 \leq N_{y} \leq \bar{N}$ such that

$$
\begin{equation*}
2^{N_{y}} u(y)-\left(2^{N_{y}}-1\right) \sup _{B_{y, N \delta}} u \leq \inf _{B_{y, b \delta}} u \tag{128}
\end{equation*}
$$

for all $0<\delta<\delta_{0}$. Let us consider $x \in K$ and any $0<\delta^{\prime}<b \delta_{0} / 4$, observing that there exists $x^{\prime} \in B_{x, \delta^{\prime}}$ such that

$$
u\left(x^{\prime}\right) \geq-f_{B_{x, s^{\prime}}}|u(z)| d z
$$

We clearly have $\inf _{B_{x, \delta^{\prime}}} u \geq \inf _{B_{x^{\prime}, 2 \delta^{\prime}}} u$, hence for some $1 \leq N_{x^{\prime}} \leq \bar{N}$, we can apply the estimate (128) at $x^{\prime}$, getting

$$
\inf _{B_{x, \delta^{\prime}}} u \geq 2^{N_{x^{\prime}}} u\left(x^{\prime}\right)-\left(2^{N_{x^{\prime}}}-1\right) \sup _{B_{x^{\prime}, N} \frac{2 \delta^{\prime}}{b}} u .
$$

From the previous inequalities, it follows that

$$
\inf _{B_{x, \delta^{\prime}}} u \geq-2^{\bar{N}} f_{B_{x, s^{\prime}}}|u(z)| d z-\left(2^{N_{x^{\prime}}}-1\right) \sup _{B_{x, \bar{N}} \frac{4 \delta^{\prime}}{b}} u .
$$

Theorem 5.5.6 provides $\sigma>0$ and $\kappa \geq 1$ such that, up to choose $\delta_{0}>0$ possibly smaller, such that $\bar{N} \delta_{0}<\sigma / 2$, hence $\bar{N} \frac{8 \delta^{\prime}}{b}<\sigma$ and it follows that

$$
\inf _{B_{x, \delta^{\prime}}} u \geq-2^{\bar{N}} f_{B_{x, \delta^{\prime}}}|u(z)| d z-\left(2^{\bar{N}}-1\right) \kappa f_{B_{x, \bar{N}} \frac{8 \delta^{\prime}}{\bar{\prime}}}|u(z)| d z .
$$

As a consequence of Corollary 5.2.11, we have $Q_{0}>0$ and $r_{0}>0$ such that

$$
\left|B_{x, \bar{N} \frac{8 \delta^{\frac{\delta^{\prime}}{b}}}{}}\right| \leq 2^{\mathrm{Q}_{0}}\left(\bar{N} \frac{8}{b}\right)^{Q_{0}}\left|B_{x, \delta^{\prime}}\right|
$$

up to making $\delta_{0}$ further smaller, namely, satisfying $2 \bar{N} \delta_{0}<r_{0}$. It follows that

$$
\inf _{B_{x, \delta^{\prime}}} u \geq-2^{\bar{N}}\left[\kappa+(16)^{Q_{0}}\left(\frac{\bar{N}}{b}\right)^{Q_{0}}\right] f_{B_{x, \bar{N}} \frac{8 \delta^{\prime}}{b}}|u(z)| d z
$$

and also

$$
\sup _{B_{x, \delta^{\prime}}} u \leq \kappa 2^{Q_{0}}\left(\bar{N} \frac{4}{b}\right)^{Q_{0}} f_{B_{x, \bar{N}} \frac{8 y^{\prime}}{b}}|u(z)| d z
$$

that yield a constant $C_{0}>0$ depending on $K$, such that

$$
\sup _{B_{x, r}}|u| \leq C_{0} f_{B_{x, N_{0} r}}|u(z)| d z
$$

for every $0<r<b_{0}$ and every $x \in K$, with $b_{0}=b \delta_{0} / 4$ and $N_{0}=\bar{N} \frac{8}{b}>1$. By the previous requirements on $\delta_{0}$, being $N_{0} b_{0}=2 \delta_{0} \bar{N}$, we also have

$$
K_{0}=\left\{z \in \mathbb{R}^{n}: \operatorname{dist}(K, z) \leq N_{0} b_{0}\right\} \subset \Omega,
$$

reaching the conclusion of the proof.

Theorem 5.6.2 Let $\Omega \subset \mathbb{R}^{n}$ be open, let $K \subset \Omega$ be compact and let $\lambda>1$. Then there exist $\bar{C}>0$ and $\bar{Q}>0$, depending on $K$ and there there exists $\bar{r}>0$, depending on both $K$ and $\lambda$, such that for every $x \in K$ and every $0<r<\bar{r}$, each $\mathcal{X}$-convex function $u: \Omega \longrightarrow \mathbb{R}$, that is locally bounded from above satisfies the following estimate

$$
\begin{equation*}
\sup _{B_{x, r}}|u| \leq \bar{C}\left(\frac{\lambda+1}{\lambda-1}\right)^{\bar{Q}} f_{B_{x, \lambda r}}|u(z)| d z \tag{129}
\end{equation*}
$$

Proof. We fix any $\beta>0$ such that $K_{1}=\left\{z \in \mathbb{R}^{n}: \operatorname{dist}(K, z) \leq \beta\right\} \subset \Omega$ and apply Theorem 5.6 .1 to $K_{1}$, getting the corresponding positive constants $C_{1}, b_{1}$ and $N_{1}>1$. We have in particular

$$
\left\{z \in \mathbb{R}^{n}: \operatorname{dist}\left(K_{1}, z\right) \leq N_{1} b_{1}\right\} \subset \Omega
$$

Taking $0<r<\beta / \lambda$, we have $B_{x, \lambda r} \subset K_{1}$ for all $x \in K$ and fixing $a=(\lambda-1) / N_{1}$, it follows that for $0<r<r_{1}$ and $r_{1}=\min \left\{b_{1} / a, \beta / \lambda\right\}$, the following inequality

$$
\sup _{B_{y, a r}}|u| \leq C_{1} f_{B_{y, N_{1} a r}}|u(z)| d z
$$

holds for all $y \in K_{1}$. Now, let us fix $x \in K$. Thus, whenever $0<r<r_{1}$ we can cover the compact set $D_{x, r}$ with a finite number of balls $B_{x_{j}, a r}$ centered at points of $D_{x, r}$, hence there exists $x_{j_{0}} \in D_{x, r}$ such that

$$
\sup _{B_{x, r}}|u| \leq \sup _{B_{x_{j_{0}}}, a r}|u|
$$

Since $x_{j_{0}} \in K_{1}$ and $a r<b_{1}$, Theorem 5.6.1 implies that

$$
\sup _{B_{x_{j_{0}}}, a r}|u| \leq C_{1} f_{B_{x_{j_{0}, N}, N_{1} a r}}|u(z)| d z=C_{1} f_{B_{x_{j_{0}},(\lambda-1) r}}|u(z)| d z
$$

As a result, we have proved that

$$
\sup _{B_{x, r}}|u| \leq C_{1} \frac{\left|B_{x, \lambda r}\right|}{\left|B_{x_{j_{0}},(\lambda-1) r}\right|} f_{B_{x, \lambda r}}|u(z)| d z \leq C_{1} \frac{\left|B_{x_{j_{0}},(\lambda+1) r}\right|}{\left|B_{x_{j_{0}},(\lambda-1) r}\right|} f_{B_{x, \lambda r}}|u(z)| d z
$$

for all $0<r<r_{1}$, where $r_{1}$ also depends on $\lambda$. Finally, we apply Corollary 5.2 .11 to $K_{0}$, getting $r_{2}>0$ and $\bar{Q}>0$ such that for all $0<r<\min \left\{r_{1}, r_{2} / \lambda+1\right\}$ our claim (129) holds with $\bar{C}=C_{1} 2^{\bar{Q}}$.
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