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Abstract

The rapid development of multi/manycore technologies offers the opportunity
for highly parallel architectures implemented on a single chip. While the first,
low parallelism multicore products have been based on simple interconnection
structures (single bus, very simple crossbar), the emerging highly parallel
architectures will require complex, limited degree interconnection networks.
This thesis studies this trend according to the general theory of intercon-
nection structures for parallel machines, and investigates some solutions in
terms of performance, cost, fault-tolerance, and run-time support to shared
memory and/or message passing programming mechanisms.
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Chapter 1

Introduction

1.1 Summary

In this thesis we investigate the current state of the art of the research in the
field of on-chip optical interconnection networks targeting multi and many-
core architectures and we propose some new solutions discussing advantages
and disadvantages of each proposal. The added contribute of this thesis con-
sists first in presenting in an organized way the various research currently
going on in the field of optical on-chip interconnects: from the CMOS inte-
gration strategies to the design of various photonic integrated components.
The thesis then considers some of the parallelization and high level archi-
tectural issues inherent to the high performance computing largely studied
in the computer science literature. Such background built in the first part
of the thesis is then exploited later to analyze the various interconnection
networks already proposed in the literature and to propose new solutions
and analyze advantages and disadvantages of them. This work does not
claim to be exhaustive or final: its purpose is to present in an organic and
consistent manner all the techniques and technologies currently involved in
this wide area of studies which are on-chip optical interconnection networks
targeting manycore architectures. We attempt to do so adopting a new
methodology. While in the past the design of on-chip interconnects was
subject to a pure integrated circuit engineering approach (bottom-up), and
a design strategy starting from the process level is realistically unfeasible, we
now try to consider the driving requirements coming from the world of the
design and implementation of high performance parallel applications with
the physical and engineering constraints implementing a meet-in-the-middle
approach. A lot of theory has been developed and has still to be developed
in the field of design of parallel applications but some of the most remark-
able process level paradigms have already made their way in the commercial
and scientific environments. The quality of the mapping of process level
computational patterns on real parallel hardware architectures is of key im-
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12 CHAPTER 1. INTRODUCTION

Figure 1.1: An Example of the Optical Network Design Problem.

portance in order to achieve the highest performance possible. The goal of
the on-chip optical interconnection networks in this mapping is to provide
an improved quality of service to the communication patterns implicitely
defined by process-level parallel modules. The problem is very similar to
the optical network design problem (Figure 1.1) already extensively stud-
ied in the field of optical networks where a logical topology defined at an
upper layer needs to be mapped to the physical topology at a lower level
respecting constraints derived from the required QoS (latency, bandwidth)
and resource utilization.

1.1.1 Structure of the Thesis

The thesis is divided in four parts. The first two constitute the basis on
which the last two are founded.

In the first part, Design of On-Chip Optical Networks we explore the
technologies and solutions proposed in the most modern scientific literature
regarding integrated photonic components. These are the building blocks of
every integrated optical interconnection network and therefore need to be
studied.

In the second part, Architecture Paradigms and Cost Models, we discuss
the most common parallel architectural paradigms with their associated cost
models and some of the most common process level parallel paradigms widely
exploited nowadays.

In the third part of the thesis, Indirect Networks, building on the con-
cepts developed in the two previous parts, we study several cases of on-chip
optical indirect networks.

Finally, in the fourth part of the thesis, Direct Networks building again
on the concepts developed in the first two parts, we study several cases of
direct networks.

In the third and fourth parts, we analyze the different aspects of an in-
terconnection network: from the global clock distribution, to the data com-
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munication and then the structure of the switches. Every one of this aspects
can contain new proposals marked by dedicated sections called ”Proposal”
or presentation of solutions from the literature in sections called ”Study
Cases”.

In the remainder of this chapter we first provide an historical perspec-
tive (Section 1.2) of the fields of high performance computing architectures
and optical networks which are the ancestors of the new field of integrated
photonic networks. In section 1.3 we list the evaluation parameters which
will lead our analysis. In Section 1.4.1 we analyse the drawbacks of the
electrical on-chip interconnects and in Section 1.4.2 the proposed electrical
solutions to these issues. In Section 1.4.3 we introduce the advantages of
using optical interconnects with respect to the electrical interconnects. In
Section 1.4.4 we discuss the current limits of the integrated photonic tech-
nologies. Finally, in Section 1.4.5 we present the results of the most recent
comparative analyses between electrical and optical on-chip interconnects
proposed in the literature.

1.2 An Historical Perspective

The field of High Performance Computing (HPC) is earning central im-
portance in science and business research. Increasingly complex simulation
scenarios need to be studied with enhanced precision and accuracy. Exam-
ples of today common scientific applications include simulations for weather
forecast where we have to deal with huge data sets typically composed by
signals originated by a grid of probes geographically distributed that must
be analyzed within strict deadlines (it is useless to get today the weather
forecast of yesterday!). The analysis of ocean currents is another example
of computation that can gain many advantages from a parallel implemen-
tation. Ocean currents are one among the factors that influence the way
marine mammals and other marine animals schedule their migrations dur-
ing cold seasons; superficial ocean currents also influence the routes used by
intercontinental cargo ships and, if properly exploited, can result in faster
trips and then less petrol consumption. In extreme cases, a deep knowl-
edge of local currents can make the difference in ship racing competitions:
maybe within few years each ship of the America’s Cup will be connected to
a proprietary server farm in order to compute the fastest routes! Fluid dy-
namics, a phisics discipline that studies the flow of fluids (gases and liquids)
and which includes aerodynamics and hydrodynamics, is one of the most
promising fields that can improve the efficiency of land and water vehicles.
The computational structure of this problem is similar to that of weather
forecast and ocean currents analysis. In the recent times, the field of com-
puter vision earned a lot of attention from the industry world. With the term
computer vision, we attempt to group all the analysis, modifying and high-
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level understanding of images or video frames [1]. This kind of computations
can be described either by real time and offline alghoritms. As an exam-
ple, these are the same algorithms which can be found in modern cameras
to automaticaly focus on the smile of a person (face detection) or stabilize
the image and adjust the brightness; or in surveillance systems (face recog-
nition), biometrics (fingerprint and retina autentication), medicine, safety
systems (car pedestrian detection systems or road sign detection). Drugs
discovery is another example of scientific computation that can be higly
parallelized.

After all these examples, it is clear that parallel computing platforms
are nowadays establishing the boundaries of which scientific challenges can
be solved and they are the leading tools for scientific discoveries. In the
picture below we can observe chemicals (gray spheres) that can dock onto a
designated target in the body, such as a protein (red ribbons).

Figure 1.2: From ”Supercomputing research opens doors for drug discovery”,
Oak Ridge National Laboratory - Print Press Release.

In order to keep the pace of the computational requirements, processor
producers started scaling the size of transistors (and correspondly scaling
quadratically the transistor density) of about 35% per year [14] and in-
creasing the clock frequency so that after some time they reached the limit
imposed by factors among which there are cooling and signal interference.
At that point they realized that this strategy, with the goal of keeping the
Moore’s law rate, was infeasible for the long term evolution of the next gener-
ation architectures; so they started integrating many processing cores inside
the same chip operating at lower clock voltages and clock rates [14] in order
to optimize performance per Watt (FLOPS/Watt) and alleviate the clock
frequency issue: above certain operating frequencies, the electromagnetic
interference between closely placed electrical channels detrimentally affects
the overall performance of such systems. This new approach named ”More
than Moore’s Law” focuses on the integration of the old-fashion discrete
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components inside the same chip. The approach is the same that allowed in
few years to integrate within the same PDA device basic components such as
a processing unit, a photocamera, various sensors and so on. The integration
of many processing nodes (cores) inside the same chip is the most suitable
and most accepted solution to increase the performance of next generation
multiprocessors. Whatever the speed of a single processing node, a group
of them suitably integrated and used with the proper criteria will always be
faster and more performant. As mentioned before, this solution also allows
to reduce the relative power consumption which is not a negligible issue: it
is enough to consider that data intensive applications running for Internet
search engines and social networks require more than 100MW per single
datacenter in order to be executed. The multiplicity of processing nodes,
i.e. cores at the on-chip level recalls the paradign of distributed systems on
chip. Some chip producers are nowadays speaking of On-Chip Cloud Com-
puting. The innovations of the high performance computing are also pushing
the development of mobile devices with a relevant potential computational
bandwidth. In order to be feasible, some of these systems must be integrable
on-chip and with a very low power consumption such that not to affect the
battery lifetime of these devices. If this objectives will be achieved, we will
have do deal with massively distributed grids able to completely change the
constraints in the approach to parallel and distributed computing.

If this could be considered an HPC hystorical perspective summary, ten
years before parallel computing and parallel architectures were envisioned,
the world of telecommunications experienced a breakthrough with the ad-
vent of optical fibers and optical transmission systems. Coaxial cables used
at that time for long haul communications started being replaced with op-
tical fibers in front of a lower attenuation coefficient (2dB/Km initially).
Continuous wave lasers operating at room temperature, multimode fibers
and suitable photodetectors operating in the first and second windows were
the costitutive elements of this revolution. Optical transmission systems
offered impressive advantages with respect to the previous generation of
electrical systems. Electromagnetic interference was no more an issue due
to the nature of light; longer unamplified spans could be reached without
the need of intermediate regeneration. The huge spectral bandwidth of
optical fiber media suggested later the development of WDM (wavelength
division multiplexing) systems in which several channels (up to 160 in cur-
rent Dense-WDM systems) could travel at the same time in a single fiber
cable. Superior robustness with 25 years of expected lifetime of a fiber ca-
ble and lighter weight made the production cheaper and more convenient.
During the years, the development of better components such as modulators
and photodetectors increased the allowed transmission speeds per channel.
The bandwidth of a single optical channel increased from few Mbit/s at the
beginning to 1 Gbit/s, 10 Gbit/s and 40 Gibt/s nowadays. Multiplying this
capacity of a single channel by the number of wavelengths which is now
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possible to multiplex and considering the very low attenuation coefficient of
modern fibers (0.2 dB/Km) and the invention in the 1990 of optical ampli-
fiers, we are today able to deploy submarine optical communication links on
single mode fibers of 7000 Km with capacities greater than 1 Tbit/s.

The meeting point of the development of either high performance com-
puting architectures and the optical communication systems has been, more
recently, the attempt to include the latest in the design of the former, also
called Systems on Chip (SoC). The classical optical components are now
cheap and integrable with CMOS technology. For this reason it is now pos-
sible to integrate a complete optical transmission system on a VLSI CMOS
die [[4]]. It is expected that as VLSI processes feature size (the minimum
size of a transistor or a wire in either the x or y dimension [14]) will shrink in
the future, the interconnection between the various on-chip computational
nodes will be a limiting factor for these systems [2].

1.3 Evaluation Parameters

During the study that will follow, we will consider various possible design
strategies for on-chip optical interconnection networks and we will analyze
some of them already proposed in the scientific literature of the last years
for multi-many core architectures. We will compare all these approaches
with respect to the way they influence the three most important parameters
for an high performance computation:

• the bandwidth which is defined as the total amount of work done in a
given time [14];

• the latency or response time that has been defined as the time between
the start and the completion of an event [14];

• the scalability, i.e. the property of increasing the size of the system
keeping a proportional cost and performance.

Of course, in order to achieve a cross disciplinary evaluation of the on-
chip optical interconnection networks for multi-many core architectures, we
will correlate these parameters with engineering parameters, such as:

• design cost expressed in terms of number of transceivers (couples of
transmitters and receivers), modultors, filters, pin count, area con-
straints, waveguides number.

• clock distribution;

• bandwidth associated to the transceivers and waveguides.
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1.4 The Need for Optical On-Chip Interconnects

A lot of effort has been given to reduce the latency of the gates while phys-
ical detrimental effects like resistance and electromagnetic interference still
mainly impair the global performances of NoC (Networks On-Chip). For
this reason, the delay of electrical wires is, in general, of the order of sev-
eral clock cycles. The first assessment for the need of an on-chip optical
interconnect traces back to 1984 when in [12] Goodman et al. anticipated
that the speed of MOS circuits would have been limited by interconnection
delays rather than gate delays.

1.4.1 Drawbacks of Electrical Interconnects

In [15], the main issues related to the electrical wiring are presented and an
evaluation of the effects of miniaturization of gates and wires is developed.
The main drawbacks of electrical wiring are mainly three:

• load added to driving gates, due to wire capacitance;

• signal delay caused by wire resistance, capacitance and inductance and
proportional to the product of the first two of them.

delay = resistance × capacitance [14] (1.1)

It is not sufficient to reduce the size of the wire since resistance and
capacitance would increase depending also on geometry, materials and
position with respect to other electromagnetic entities. This is proba-
bly the detrimental effect that mostly influences also the higher levels
of every computing architecture. Larger and larger portions of a clock
cycle are consumed by the propagation delay of electrical signals on
wires [14].

• signal noise originated by inductive and capacitive coupling between
wires.

These physical effects influence non-functional properties of Systems On
Chip such as the clock distribution. Common electrical clock distribution
networks for SoC can have a total length of up to kilometers and consume
about 30− 40% of the total power consumed by a chip [43].

1.4.2 Proposed Electrical Solutions

In order to solve these issues, several strategies have been examined. Wire-
pipelining [38] is one of these techniques used to reduce the latency of the
signal propagation. It consists in storing the transmitted data in intermedi-
ate flip-flops distributed along long wires. The transmission becomes in this
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Figure 1.3: Wire Pipelining implementation with Flip-Flops.

way pipelined and a shorter clock duration becomes feasible [30] implying
an higher bandwidth for the link.

However, there are several issues related to wire-pipelining [38]:

• the insertion of extra flip-flops in a circuit causes increased transfer
delays due to the large number of registers required;

• an increase in the number of clock cycles and therefore of the operating
frequency increases the power consumption.

• we experience a reduced throughput.

The problem of clock distribution at the upper layers of the integrated
circuits has been addressed lowering the frequency of the global clock dis-
tribution networks and using local frequency multiplication circuits placed
between the global and local clock networks [43]. The drawback of this
solution, of course, is an increased power consumption.

1.4.3 Advantages of Optical Interconnects

We can summarize the advantages of optical interconnects with respect to
electrical interconnects as:

• Higher signal propagation speed and therefore lower signal propagation
latency.

• Lower power consumption.

• Higher bandwidth thanks to the wavelength multiplexing obtained with
DWDM (Dense Wavelength Division Multiplexing).

• Increased immunity to electromagnetic noise.

These three basic physical advantages imply other technical advantages such
as:

• Improved clock injection and signal quality. The use of ultra short
optical pulses (picosenconds) to drive the interconnects and distribute
the clock signal as advocated by [35], can remove the skew and jitter
from the clock signals resulting in optimal timing and rising edges
faster then those generated electrically.
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• Distance independent bit rates between two communicating compo-
nents.

• Larger bandwidth density (i.e. the ratio between the bandwidth of a
link and the area occupied by the waveguides).

1.4.4 Drawbacks and Limitations of Optical Interconnects

Among the limitations on the benefits of exploiting optical interconnects, we
have the memory latency problem. This problem, of course, does not directly
regard the on-chip dimension since the DRAM memory is placed outside
the chip of the processor but severely impacts the overall performance of
many-core parallel processors diminishing the advantageous gain brought
by the introduction of on-chip interconnects. In order to understand the
problem we have to recall the structure of modern DRAM (Dynamic Random
Access Memory) memories. This kind of memories stores bits in matrixes of
elementary memory cells. Each memory cell is composed by a capacitor and
a transistor which together form a sample and hold circuit. The capacitor
stores a charge which represents the state of the bit (0 when the charge is
under a threshold). The transistor, on the other hand, is used to allow read
and write accesses to the capacitor. The bit stored in the cell, when read,
is compared with the value of a timed reference cell and is then forwarded
along a bit line wich is usually shared with several other memory cells.

The maximum number of bits per line can be obtained computing the
ratio between the capacitance of the storage node and the capacitance of
the bit line. When the charge is taken from the capacitor (the read opera-
tion is destructive with respected to the hosted charge and the latest needs
therefore to be periodically refreshed) and is gated along the bit line, it
spreads by the RC (resistance-capacitance) effect impairing the access time
that turns out to depend quadratically on the number of bits per line Hence
the latency of the memory access cannot be reduced directly by optical in-
terconnect despite the fact that in complex chip to chip and board to board
distributed memory organizations, the introduction of optical memory inter-
connects can alleviate the problem [17]. Cache hierarchies have been elected
as the most performant way to address this problem. Another technological
issue more strictly related to optical on-chip interconnects is the fact that
optical components require a thigh temperature stability, specially when
using wavelength division multiplexing (WDM).

1.4.5 Electrical vs Optical Interconnects

A comparison between the scaling properties of electrical and optical point-
to-point interconnects is presented in [8] where the results stated that while
the delay of electrical interconnects remains approximately steady at im-



20 CHAPTER 1. INTRODUCTION

proved scaling technologies, its optical counterpart is capable of directly
proportional delays (Table 1.1):

Year 2004 2007 2010 2013 2016

Technology 90nm 65nm 45nm 32nm 22nm

Electrical delay [ps/cm] 311.9 313.2 291.3 312.0 317.8

Optical delay [ps/cm] 238.9 173.3 145.4 127.7 114.9

Table 1.1: Delay (ps/cm) of Electrical and Optical P-t-P Interconnects.

Figure 1.4: Delay (ps/cm) of Electrical and Optical p-t-p interconnects.

From Table 1.2 we can recognize that the power consumption of electrical
interconnects increases with the scaling technology but is always greater
than its equivalent optical implementations.

The ratio between the power required in the optical interconnect and
the power required in the electrical interconnect:

R =
Poptical

Pelectrical

(1.2)
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Year 2004 2007 2010 2013 2016

Technology 90nm 65nm 45nm 32nm 22nm

Electrical int. power [mW] 9.8 16.9 21.7 33.4 45.3

Optical int. power [mW] 1.4 2.4 3.7 6.2 11.5

Table 1.2: Power (mW) of Electrical and Optical p-t-p Interconnects.

for different scaling technologies is shown in Table 1.3 and in the graph
depicted in Figure 1.6

Year 2004 2007 2010 2013 2016

Technology 90nm 65nm 45nm 32nm 22nm

R 7 7.04 5.86 5.39 3.94

Table 1.3: Optical vs. Electrical Power Requirements for p-t-p Interconnects.

Figure 1.5: Power (mW) of Electrical and Optical P-t-P Interconnects.
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Figure 1.6: Optical vs. Electrical Power Requirements for p-t-p Intercon-
nects.
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Design of On-Chip Optical
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Chapter 2

Optical NoC Design

In this chapter we discuss in further detail the issues that optical networks
on-chip promise to solve and consider some of the proposals that have been
made in the literature. All the solutions that follow are the result of the
research in the field of the last years. In Section 2.1 we analyze the solutions
proposed to solve the global clock distribution problem discussed in Chapter
1. In Section 2.2 we consider some of the most promising solutions for
integrating optical components on CMOS chips.

2.1 Optical Clock Distribution

In [43] and [39], an optical clock distribution network (CDN) is proposed,
analyzed and compared with equivalent electrical solutions. The optical
H-tree is shown in Figure 2.1:

The clock signal is generated by an off-chip vertical cavity surface emit-
ting laser (VCSEL) and, after being coupled to a passive waveguide, it is
distributed to all the targets where it is finally converted to the electrical
domain and then distrubuted to the local electrical networks. The planar
waveguide is realized with a core in silicon (Si) and a cladding of silicon
dioxide (SiO2) in order to achieve high guiding with bend radius of up to
few µm for the waveband 1.3-1.55 µm. The waveguide operates in single
mode regime in such a way to avoid modal dispersion and has a thickness
of 0.2 µm and is 0.5 µm wide. The transmission loss has been estimated to
be 1.3 dB/cm and the loss at each Y-junction is 0.2 dB. The prototype has
been realized with the 70 nm technology.

2.2 CMOS Integration

There are currenty many technologies that has been proposed for the in-
tegration of optical communication components on CMOS chips. In this
section we consider the most promising.

25
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Figure 2.1: Optical Global Clock Distribution with an H-tree [43].

2.2.1 3D Integration

In the 3D integration proposal [39] the basic idea is to grow an optical
interconnection layer on top of a pre-fabricated electrical layer (Figure 2.2).

Figure 2.2: Schematic View of a CMOS 3D Integration of an Optical Layer.

With this strategy, the common CMOS procedure remains independent
of the fabrication of the upper optical interconnection network. In Figure
2.3, for example, a III-V semiconductor VCSEL laser source is placed on
the top of the chip and connected to an adjacent waveguide which brings
the signal to the correspondents III-V semiconductor photodetectors. The
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waveguide is realized using Si for the core and SiO2 for the cladding. The
electrical driver circuit for the laser is placed on the bottom of the wafer
and is connected to the uppermost optical layer with a stacked electrical
connection. On the other hand, the receiver circuit, placed again at the
bottom of the wafer, is connected through another electrical and vertically
stacked link to the photodetector in order to collect the photodetected data.

Figure 2.3: Cross-Section of Hibridised Interconnection Structure [39].

2.2.2 Monolithic Integration

The monolithic integration strategy corresponds to develop the various op-
tical components using the standard process for logic on-chip components.
Monolithic integration usually requires some further processing but its over-
all cost can be less than the one required by 3D integration because special-
ized processes are not required and, at the operational phase, they require
less power and area to interface electrical and optical components [18].

2.2.3 Free-Space Interconnect

Another solution envisioned by the designer is the integration of the com-
munication layer through on-chip free-space optical interconnects. As stated
in [2], the strength of this solution consists in the possibility of providing a
very high density of interconnections.
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Chapter 3

Optical Components

In this chapter we analyze which are the main architectural components
which constitute an on-chip optical interconnection network. The general
structure of optical components proposed in literature and their integration
with each other are studied in order to understand which are the main in-
gredients of an on-chip optical network with CMOS integration. While 10
years ago the cost of the integration of optical devices with the CMOS tech-
nology and its incompatibility was considered a huge hurdle in the develop-
ment of photonic integrated chips, the chip technology evolution completely
changed the expectations on that [21]. In order to consider the state-of-the-
art technologies, we sometimes refer to the last tables provided by the ITRS
(International Technology Roadmap for Semiconductors) in 2010. We start
from the analysis of a simple point to point optical on-chip communication
link. In an on-chip optical communication link, like in their counterparts
of geographical size, a point to point communication link is basically com-
posed by three main components: a transmitter, a waveguide and a receiver :
Figure 3.1.

Figure 3.1: Logical View of a Point to Point Optical Link.

The purpose of the transmitter is, provided a driving electrical and digi-
tal signal, to carve the information on an optical carrier which can be gener-
ated within the transmitter or provided from outside. A transmitter can, in
principle, transmit symbols (bits) in parallel exploiting a limited set of differ-
ent wavelength. The receiver is a composite component which photodetects
the incoming photons generating a proportional electrical current; converts
the current in voltage changes and finally digitalizes its values. A receiver
must also, if used in conjunction with a multiwavelength transmitter, filter
the different wavelength components of light prior to photodetection. The
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waveguide is nothing else but the structure through which the light travels.
It is usually characterized by different implementation structures, each one
with different guiding properties.

3.1 Transmitters

The transmitter always includes a laser source which is a solid state LASER
(Light Amplification by Stimulated Emission of Radiation). A laser is an
optical oscillator that, provided a feedback, is able to emit a coherent beam
of light [41]. In typical designs, this component is placed outside the chip
[20] due to the relatively large chip area that it occupies and to the crit-
ical temperature stability that it requires and that must be provided by
dedicated controllers. The light beam generated in this way is character-
ized by an amplitude and therefore an energy constant over time. In order
to imprint the digital data onto the optical carrier, two strategies are ex-
ploited: the first consists in directly modulating the optical carrier using a
digital LASER driving current provided by the LASER driver and is there-
fore called direct modulation. The second strategy consists in designing an
external device called optical modulator which, opportunely placed after the
laser can carve the amplitude of the optical carrier according to its digital
driving current provided by the driver module following the OOK (On-Off
Keying) encoding rule.

Figure 3.2: Internal Structure for an Optical Transmitter.

The second strategy presents many advantages in terms of quality of the
eye diagram of the modulated optical signal and, therefore, in our analy-
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sis and in the modern literature we consider external modulation. At the
output of the optical transmitter, an optical coupler leads the light into the
waveguide.

3.1.1 On-chip Ge-on-Si lasers

In recent articles such as [33], [27], [28], [34], [29], [5], [6] Ge-on-Si lasers are
investigated. As discussed in the previous chapter, monolithic integration
of lasers could enable a wide integration of photonic components on-chip.
Germanium (Ge) is almost a direct gap material and is highly compatible
with silicon CMOS. Photoluminescence effects have been demonstrated at
room temperature using edge emitting waveguide devices. The emission
band was in the range 1590 − 1610 nm. In order to obtain these results,
germanium has been band-engineered with n-type doping.

3.1.2 Off-chip VCSELs

The most efficient and common off-chip microresonator lasers are the Verti-
cal Cavity Surface-Emitting Lasers (VCSELs). Their structure is such that
light emerges from the top face of a 1D planar microresonator [41].

Figure 3.3: VCSEL Working Principle.

The VCSELs can be realized with a diameter as small as about 1 µm and
can incorporate other features such as direct modulation at speeds up to 40
Gbit/s [41]. The choice of this kind of lasers for the realization of on-chip
optical interconnects is motivated by the fact that they have high packaging
densities compared to the other types: InGaAs quantum-well VCSELs with
a diameter of 2 µm, an height of 5.5 µm and a operating wavelength of 970
nm have already been fabricated [41].
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3.1.3 On-chip Raman Laser

In [40], the first on-chip continuous wave silicon Raman laser has been
demonstrated. The laser is composed by a p-i-n diode embedded in a silicon
waveguide and its cavity includes multilayer dielectric film-based mirrors.
The lasing wavelength can be adjusted by changing the wavelength of the
pump laser. The waveguide on which the laser is based is a low loss silicon-
on-insulator (SOI) rib waveguide. The front mirror presents a double reflec-
tivity of 71% for the lasing wavelength and of 24% for the pump at the 1550
nm wavelength. The other mirror presents a wideband reflectivity of about
90% for both the lasing wavelength and the pump.

Figure 3.4: Structure of the Raman laser [40].

The lasing cavity is obtained with an s-band configuration of the waveg-
uide and has a total length of 4.8 cm. The lasing is obtained using a reversed
bias of 25V and a pump power of about 700mW obtaining a single-pass net
gain greater than 3dB.

Despite the fact that this was the first demonstration of on-chip Raman
laser (2005), its characteristics in terms of wavelength tuning and linewidth
(80 MHz) could be good but for the fact that the setup required the chip to
be mounted on a thermo electric cooler keeping the temperature of it fixed
at 25 degrees Celsius: a temperature much lower than the one expected for
an operating manycore chip.
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3.2 Modulators

Optical modulators can write the electrical digital data onto the phase or the
amplitude of an input optical signal. Exploiting the Mach-Zender Interfer-
ometer (MZI) scheme, phase modulation can be transformed in amplitude
modulation.

One of the biggest challenges [26] that has been faced in the realization
of silicon modulators has been the lower speed compared with those realized
using III-V semiconductor compounds.

In [26], an high speed silicon optical modulator based on the MOS tech-
nology and operating at frequencies higher than 1GHz has been demon-
strated. The modulator is a phase shifter but it has been tested in a MZI
scheme. The modulator has been realized doping in an n-type way the sili-
con layer of the SOI wafer and realizing a p-type doped polysilicon rib with
a 12 nm thick gate oxide between the two doped layers. The modulator is a
single mode device operating at wavelengths of about 1550 nm and has an
higher efficiency for TE polarized light (it is highly polarization sensitive).
The length of the phase shifting waveguide is 10 mm making impossible its
integration in a manycore architecture.

3.2.1 Microring Modulators

One of the most promising wavelength sensitive optical components which
can be realized using silicon-on-insulator technology are the optical micror-
ing resonators. Microresonators are optical resonant structures where at
least one of the dimensions approaches the size of few wavelengths or less
[41]. Their basic structure is composed by two parallel waveguides inter-
sected by a microring.

Figure 3.5: Microring Resonator in Parallel Waveguide Configuration.

Micro-ring resonators can be used as external modulators in indirect
modulation configurations. In [11] an optical microring resonator with a
radius of 1.5 µm is presented. The footprint of such devices can be as small
as 10 µm and they can have a bandwidth of up to 12.5 Gb/s, a power
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dissipation as low as 0.1 mW and an extinction ratio higher than 9 dB [47].
One disadvantage of microring modulators is the variation of the resonant
wavelength due to variation in the operating temperature. It is clear that
this issue requires on-chip temperature control which can increase the area
required by such components.

3.3 Waveguides

In this chapter we analyze the technologies applied to the realization of the
light conduits: the waveguides. The term waveguide is a general term but
in the common practice is used to refer to chip-scale optical guides.

The optical waveguide is a passive optical component composed by a
light pipe based on a slab, strip or cylinder of dielectric material embedded
in another dielectric material of lower refractive index. The refractive index
of the core

Figure 3.6: A Waveguide Fabricated with the Silicon-On-Insulator (SOI)
Technology.

material influences the speed at which light travels inside the waveguide:
the lower the refractive index, the higher is the speed. A critical charac-
teristic of this passive component is the maximum ray of curvature that it
can support: steep curves can overcome the guiding property of the medium
producing high losses in the power of the signal. Also waveguide crossings
can produce high losses. The guiding property of the waveguide depends
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on its thickness and on the difference of the refractive indexes respectively
of the core and of the cladding materials: the higher the difference, the
higher the light confinement. The main characteristics of waveguides are
the propagation loss, i.e. the amount of optical power lost per unit of dis-
tance (centimeters in chip facturing); the numerical aperture, the effective
index and the corresponding latency per unit of length.

3.3.1 Rib Waveguides

In [7], the possibility for sub-micrometric (partially etched) waveguides on
silicon-on-insulator (SOI) are explored. The studied prototype has been
realized with reactive ion-etching (RIE). The rib width was 1 µm and the
height was 0.38 µm.

3.3.2 Hollow Metal Waveguides (HMWG)

This kind of waveguides is characterized by a propagation loss smaller than
0.05 dB/cm and they are easy to fabricate. The HMWGs have a numerical
aperture smaller than 0.01 which allows for the insertion of beamsplitters
with low losses; they also have an effective index of about 1 which makes
them one of the fastest types of waveguides able to guarantee extremely low
latencies: 0.033 ns/cm.

Propagation Loss < 0.05dB/cm

Numerical Aperture < 0.01

Effective Index ∼ 1

Latency per unit Length 0.033ns/cm

Table 3.1: Summary of the HMWG characteristics.

This type of waveguides has a rectangual cross section with the size
of a human hair [42]. The core material is a metal with high refractive
index. This kind of waveguide is also particulary resistent to temperature
variations which make them a good candidate for chip to chip and on-chip
interconnections.

3.4 Receivers

The optical receiver receives the transmitted optical stream and performs
an optoelectrical conversion of it. Its main building blocks are a

photodetector and a trans-impedance amplifier (TIA) [20]. The pho-
todetector generates an electrical current according to the received optical
power. The most important parameters for a photodetector are the quan-
tum efficiency which is the ability to convert the incoming optical power
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Figure 3.7: Internal Structure of an Optical Receiver.

to a correspondent electrical current, and the size. The trans-impedance
amplifier then converts the current to a voltage thresholded by other stages
to digital levels [20].

3.4.1 Germanium on SOI Photodetectors

In [22], receivers based on Ge-on-SOI (Ge-on-silicon-on-insulator) photo-
diodes with associated high-gain CMOS amplifiers are investigated. These
receivers, using Ge-on-SOI lateral p-i-n photodiodes, can operate at 15 Gb/s
with a sensitivity of −7.4 dBm (with a BER of 10−12) and a supply voltage
of 2.4 V . They offer also a good temperature stability: the same receivers
can operate with a 5 Gb/s sensitivity constant up to 93oC and at 10 Gb/s
up to 85oC. A detection bandwitdth of 19 Gb/s using a supply voltage of 1.8
V and a single-ended high speed receiver front-end has been demonstrated.
CMOS IC can operate at 10 Gb/s using a 1.1 V supply while consuming
only 11 mW .

3.5 Filters

3.5.1 Microring Resonator Filters

As for the case of microring resonators used as modulators, microring-based
optical filters require a strict temperature control in order not to modify
the resonant wavelength. Their working principle is simple: they extract
from an adjacent waveguide a single wavelength signal capturing it in the
resonant ring. Their characteristics are similar to ring modulators.
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Chapter 4

Introduction

After having analyzed some of the most important issues for the design and
realization of the most notable on-chip optical components and before going
through the high level structures of the on-chip optical interconnection net-
works, we first need to characterize the two main architectural paradigms
which can be found in current multi-many core architectures. This classifi-
cation will allow us to figure out for each interconnection network which is
(are) its target architectural paradigms.

4.1 On-Chip Shared Memory Architectures

In shared memory on-chip MIMD (Multiple Instruction Stream - Multi-
ple Data Stream) architectures, several cores are connected to each other
through an interconnection network [45]. The connection provided by the
network can be direct or indirect. Since the cores are usually the result
of a standard design, they require an interface unit, also called wrapping
unit, in order to communicate with the other cores using the firmaware pro-
tocol imposed by the interconnection network the firmware messages pass
through. In shared memory systems (SMPs) the messages are load/store
memory requests that have a scope which can be local or external to the
memory of the core. The interface unit W is capable of intercepting these
requests and, in case of reference to external memory blocks, it operates the
proper transformation of the request in order for it to be forwarded along
the interconnection network [45].

Among the shared memory multiprocessors, depending on the organi-
zation of the shared memory, we can distinguish Uniform Memory Access
(UMA) architectures and Non Uniform Memory Access architectures.
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Chapter 5

UMA: Uniform Memory
Access Architectures

Figure 5.1: Logical Structure of a UMA Architecture.

In this chapter we consider the Uniform Memory Access (UMA) architec-
ture. In UMAs the shared memory is a separate block phisically connected
to the various cores through the interconnection network. The communi-
cation between two or more cores takes place with a store and load in
and from some shared memory areas in the main memory. This model of
communication eases the task of the communication run time support de-
signers but, at the same time, represents a bottleneck for the scalability of
the architecture as the number of cores increases.

To the base latency of the memory, i.e. the latency without memory
block contention Lmem (which is dependent on the implementation) we have
to add the latency of the interconnection network (Lnetwork) that has po-
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tentially to deal with congestion and other limiting factors [45]:

Lcomm = 2 Lnetwork + Lmem (5.1)

The access latency of the memory can be decreased implementing it with
independent modules and/or partially hidden integrating cache hierarchies
inside the core itself: typically one or two levels. With this considerations,
the logical view of our SMP model becomes:

Figure 5.2: Extended Logical Structure for a UMA Architecture.

The cost model for an interprocess communication remains the same but
the access to the memory reserved to each process can be reduced reading
the data directly in the cache built-in inside the core area. The cost model
for an access to the memory of each process can then be formulated as:

LmemAccess = fLcache + (1− f)(Lnetwork + Lmem) (5.2)

where f ∈ [0, 1] is the fraction of accesses to data items already in cache
and Lcache is the latency of the cache. If the cache is single and built within
the core, its latency is practically 0 resulting in:

LmemAccess = (1− f)(Lnetwork + Lmem) (5.3)

On the other hand, if the cache is structured in a hierarchy of progres-
sively faster and smaller units, the cost model varies becoming more complex
and reflecting the different latencies of each level. Since the memory access
latency is equal for all the cores, we have that the most natural mapping
of processes on cores is the anonimous one: the execution of a process can
be scheduled on different cores every time and every time it is awaken from
the wait state it can again be assigned to different cores. This solution also
allows for a good load balancing among the cores.
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5.1 Study Cases

In the embedded applications field, Tilera realized several interesting many-
core architectures.

5.1.1 Tilera TILE64 Processor

The Tilera TILE64 Processor family is equipped with 64 general purpose
cores organized in an 8 × 8 grid interconnected by a proprietary mesh in-
terconnect with a 37 Tbps aggregate bandwidth. Each core incorporates
a CPU which exploits ILP with a three-way 32-bit VLIW pipeline with a
64-bit instruction bundle; L1 and L2 caches and a non-blocking switch. The
cores operate at a frequency between 700 and 866 MHz for a correspon-
dent power consumption of 19-23 W at 700 MHz running a full application.
Furthermore idle tiles can be set to a low power sleep-mode state.

Figure 5.3: Tilera TILE64 Processor.

On the same chip, 2 10 GbE network interfaces, 200 Gbs of memory
bandwidth obtained with 4 64 bit DDR2 memory controllers and high per-
formance I/O interfaces are present. Each core is C/C++ programmable
and can execute a different operating system or a group of them can run
a multiprocessor operating system such as SMP Linux. While the chip is
overall a general purpose one, some networking functions can be very effi-
ciently executed on such a platform enabling 20 Gbs nProbe; more than 15
Gbs Snort; H.264 HD encode for 10 streams of 1080× 720 pixels and x.264
HD encode for 4 streams of 720× 480 pixels.
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5.1.2 Tilera-Gx8036 Processor

The Tilera-Gx8036 Processor is optimized for networking and multimedia
applications. It features 36 cores organized in a 6× 6 grid and operating in
the range of [1.0, 1.2] GHz. It integrates Two 72-bit DDR3 controllers with
ECC support. Every core includes a 32 KB L1 instruction cache, a 32 KB
L1 data cache and a 256 KB L2 cache. The whole chip has a shared 9 MB
L3 coherent cache.

Figure 5.4: Tilera Gx8036 Processor.

The proprietary interconnect is composed by 5 overlapped and indepen-
dent low latency mesh networks. The non-blocking network has a 60 Tbps
aggregate bandwidth and is characterized by cuthrough switching with 1
clock cycle per hop.
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5.1.3 Tilera 100 Core

The highest core count processor of the series produced by Tilera has been
the 100 core prototype chip. Its structure, very similar to the other models,
is shown in the figure below:

Figure 5.5: Tilera Gx 100 Core Processor.

5.1.4 AMD Opteron 6200

AMD recently realized a 16 core processor for servers. The processor shown
in Figure 5.6 is composed by 8 tiles containing 2 cores. Every core has an
operating clock frequency ranging from 2.7 to 3.4 GHz. The L3 cache is
16 MB large and is shared among all the tiles. The whole chip consumes
about 140 W .
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Figure 5.6: AMD Opteron 6200, a 16 Core Processor.

5.1.5 AMD FX Family of Processors

The multicore revolution is currently involving also the desktop world. AMD
has realized the family of processors FX (Figure 5.7) with up to 8 cores
realized with a 32nm SOI (Silicon On Insulator) technology and operating
at frequencies in the range between 3.60 and 4.20 GHz.

Figure 5.7: AMD FX 8 Core Processor.

The cores are grouped in 4 tiles containing 2 cores each one. All the
tiles share an 8MB L3 cache. Each tile has a 2MB L2 cache for data and
instructions while each core has an associated 64KB L1 cache for the data
and one 64KB L1 cache for the instructions. Also for the case of this family
of processors, the memory controller (for up to DDR3 1866) and the I/O
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controller are integrated on chip and shared among all the tiles. The power
consumption for this family of processors is 125W.

5.1.6 Intel Xeon Processor E7-8870

The Intel Xeon Processor E7-8870 64-bit processor (Figure 5.8 ) designed for
servers and HPC is equipped with 10 general purpose cores and is capable
of executing up to 20 threads at the same time. The frequency at which
operates every core ranges from 2.4 to 2.8 GHz.

Figure 5.8: Intel Xeon E7 10 Core Processor.

The L3 cache memory is 30 MB large and is shared among all the cores.
Every core has its own 256MB dedicated L2 data cache. Differently from all
the other architectures presented before, the Intel Xeon Processor E7-8870
presents a L1 cache within each core that is characterized by a size of 32
KB for the instructions and a size of 16 KB for the data. This asymmetry
is unique in the market. The processor chip is realized with the 32 nm
lithography technology.
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Chapter 6

NUMA: Non Uniform
Memory Access
Architectures

In Non Uniform Memory Access (NUMA) architectures the shared memory
is composed by a set of N modules equally distributed among the cores.

Figure 6.1: Logical Structure for a NUMA Architecture.

The memory access strategy can be enhanced with respect to the one
exploited by SMP architectures exploiting the principle of locality of data
and instructions. Each core can access its memory module with a much
lower latency with respect to the other blocks. Following the caching con-
siderations of the previous chapter, we can state the latency of the memory
access of one core as:

LmemAccess = gLlocalMem + (1− g)(Lnetwork + LremoteMem) (6.1)

where g ∈ [0, 1] is the fraction of accesses to the memory module local
to the core, LlocalMem is the access latency of the local memory module and
LremoteMem is the access latency of a remote memory module.

Due to the different latencies of accessing a local or a remote memory
module, a natural consequence is the dedicated mapping of processes to
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cores. Keeping the execution of a process on the same core allows it to
execute the majority of the memory accesses on its local block.

The latency of the local memory module can be still partially hidden
integrating cache hierarchies inside each core. With this considerations, the
logical view of our NUMA model becomes:

Figure 6.2: Extended Logical Structure for a NUMA Architecture.

This improvement in the architecture is confirmed by then new cost
model:

LmemAccess = g
(

fLcache+(1−f)LlocalMem

)

+(1−g)(Lnetwork+LremoteMem)

(6.2)

where f ∈ [0, 1] is the fraction of accesses to the local cache within the
core and Lcache is the latency of the cache.

This solution is, of course, less prone to load balancing but can outper-
form the SMP one in terms of scalability and average latency performance.

The role of the interconnection network in the overall performance of the
system is, in this case, reduced even if the memory coherence and synchro-
nization issues impose a non negligible overhead.

6.1 Study Cases

Several manycore architectures have already been demonstarted at research
level and some of them are also already commercialized for special-purpose
applications such as packet inspection, intrusion detection and prevention,
video transcoding/transrating. In this section we analyze the most recent
prototypes that have been realized.

6.1.1 Intel 80 Core

In [44] (2008), an 80 tile manycore architecture is presented. The architec-
ture is organized in a 2D 10x8 mesh network and each tile is operating at 4
GHz. Each core is equipped with a PE (processing element) and a message
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Figure 6.3: From [44], micrograph view of the whole chip (on the left) and
of a single tile (on the right) of the Intel 80 tile.

passing router characterized by 5 ports with mesochronous (same frequency
but unknown phase) interfaces.

Each tile is composed by a router interface block (RIB), a data memory
(DMEM), an instruction memory (IMEM), a router and two floating point
multiply-acumulator units (FPMACs).

The interconnection network is completely electrical and characterized
by a 256 GB/s bisection bandwidth. A router interface block provides
packet encapsulation/decapsulation from/to the processing elements (PE).
The 4 GHz 5-port router performs wormhole switching exploiting 2 logical
lanes for dead-lock free routing and a fully non-blocking crossbar switch
with a total bandwidth of 80 GB/s. The interconnection network operates
at the same frequency of the processing elements. Each lane is composed by
a 16 FLIT (FLow control unIT ) queue, arbiter and flow control logic. The
routing task is executed by the 5 stages pipelined router where 2 of them are
used for a round-robin arbitration scheme: the first binds an input port to
an output port and the second selects a pending FLIT from one of the two
leanes. The clock is distributed with a global mesochronous clocking that
allows tiles to communicate whatever the phase of the received signal. This
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architecture takes the power consumption issue in serious account: each tile
is composed by 21 sleep mode enabled parts and each core router can put
independently each one of the 5 interfaces in sleep mode. Programming such
architecture is not easy as explained in [32]. This architecture has proven
the need for optical global interconnects: the power required to make the
global interconnect work is about 28% of the total power budget.

6.1.2 Intel Hybrid 48 Cores

A first step towards the integration of optical communications in a NUMA
architecture is through an hybrid electro-optical approach: the processing
cores are divided in local and usually small groups called tiles, each one in-
ternally interconnected using metallic and therefore electronic interconnects.
These tiles of closely placed cores are then interconnected among them with
global optical interconnects [2].

The term hybrid electro-optical is also often used to indicate the presence
of an electronic network topologically parallel to the optical one used to
resolve links and interface contentions, setup end-to-end transparent paths
or performing other utility tasks.

In [16] and [31] (2010), a 48 core architecture evolution of the previous
80 core is analyzed. Contrarily to the 80 core architecture characterized
by a minimal instruction set and no operating system, the SSC processor
this time featured an x86 instruction set and a linux operating system. The
purpose of this proposal was to explore the programmability of a possible
manycore architecture. The architecture is composed of 24 dual core tiles
organized in a 6× 4 2D mesh.

Figure 6.4: From [31], 3D view of the 48 core processor.

Each tile is composed by two cores, independent L1 instruction and data
caches, a unified L2 cache, a mesh interface unit (MIU) which allows the
interconnection network to work at lower frequencies than the tiles, and a 16
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KB message passing buffer. Each tile is an off-the-shelf processor and is con-
nected to the interconnection network through a router that directly com-
municates with the MIU for packetizing and encapsulating/decapsulating
the messages to be transferred.
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Chapter 7

Cost Model

7.1 Cost Model for On-Chip Optical Interconnec-
tion Networks

In this section we develop a cost model for the evaluation of the perfor-
mance of the different interconnection structures analyzed later. Our novel
cost model targets the on-chip optical interconnection networks not from
a general purpose viewpoint but, rather, from a parallel processing view-
point. The outcomes of such analysis will hold for all the optical inter-
connects dedicated to the communication between independent processing
nodes. This goal will be achieved because we will start from the general
theory of how to structure parallel computations through structured par-
allel paradigms. These paradigms have been proved optimal for different
computational grains: from the case of distributed memory systems such as
clusters, grids, but also shared memory multiprocessor and multi/manycore
systems. The theory developed can theoretically be applied also to the ex-
treme cases of embedded systems, transactional systems or whatever, given
that they aim to run parallel applications. Furthermore, the wide acceptance
of these paradigms is well established since the 1990 when M. Cole proposed
them first [9]. The structured parallel paradigms operate on streams of input
data elements also called tokens.

The approach we are going to follow is the one based on the data flow
computational model. This model is, differently from the others, supported
by a solid formal definition where a general application can be represented
as a dependency graph [Figure 7.1] where the different processes are nodes
and the dependences between them are directed arcs connecting two nodes.

We now extend the original model: each process in the composition
(a node in the graph) is labeled with its correspondent service time (tS)
defined as the time required to completely process an input data element.
The directed arcs are labeled with the communication latency (Lcomm). The
applications start from the execution of a single or multiple initial processes
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and terminates, whatever path during the execution, with the execution of
one ore more final processes. The time required to traverse the graph from
just before the execution of the initial process until the completion of the
last process is called computation time (tCOMP ) and can be computed as
the sum of the service times and the latencies respectively of the processes
and of the communications along the longest path from the first to the last
process.

Figure 7.1: A Dependency Graph.

In the first stage of analysis of the graph, it is possible to operate opti-
mizations in order to reduce bottlenecks and increase the parallelism of the
execution of different tasks. This analysis and the following optimizations
are independent with respect to the possible underlaying architectures. The
outcome of this phase of transformation of the dependency graph is another
semantically equivalent dependency graph [Figure 7.2] in which some of the
previous processes have been splitted in several subprocesses following the
structured parallel paradigms and eventually reducing the grain of their
computations.

Figure 7.2: The Optimized Dependency graph.

In the second stage, once we find out an optimal solution to the par-
allelization problem, we have to find the best mapping of the processes on
real processors. In principle, this task could be achieved assigning to each
process a dedicated processor and implementing in this way a 1:1 mapping.
Unfortunately, in general, the number of available processing nodes P is less
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than the number of processes. We have also to consider that, while in the
previous stage of analysis each process could communicate with each other
through a dedicated logical channel whose latency was simply given by the
size of the data elements exchanged, moving to a real physical dimension
such as the on-chip one, we have to take into account the physical topol-
ogy of the interconnection network, its routing policies, asynchrony degree,
congestion and other relevant parameters. The mapping or scheduling of
the processes on real cores on a chip becomes now a complex problem. This
stage is obviously architecture dependent and is usually done at compilation
time following a simplified and parametric cost model.

More formally, the computation time Tcomp can be written as the sum
of the service times of the processing nodes met in the path of a stream
data element from the first node until the last one (i.e. until the end of the
computation), plus the communication latencies between consecutives pro-
cessing nodes in such path. We are interested to minimize the computation
time, i.e. to:

min{Tcomp} = min
{

N
∑

i=1

Tsi +

N−1
∑

i=1

Lcommi

}

(7.1)

where N is the number of processing nodes that a stream input data
element has to traverse before being produced in output by the application.
When cores of a multi/manycore processor are equipped with communica-
tion coprocessors, i.e. special purpose integrated circuits devoted to the
execution of the interprocess communicaion procedure, then there is the
possibility to partially overlap the computation with the communication ex-
ecuted by a processing node. Since we are interested on how the design of
different optical interconnection networks can affect the overall computation
time, we can neglect the first summation term in 7.1 since it is, from a com-
munication viewpoint, just a positive quantity summed to a quantity that
must be overall minimized. We are then left with:

min
{

N−1
∑

i=1

Lcommi

}

(7.2)

At this point, we can expand the term Lcomm with several considerations.
Regardless of the type of communcation implemented (circuit switched or
packet switched), we consider the latency of a one step communication as
the sum of a setup time (Tsetup), a transmission time (Ttransm) and a release
time (Trelease):

Lcomm = Tsetup + Ttransm + Trelease (7.3)

The setup time Tsetup is the sum of the time required to build the en-
velope for the message to be sent (Tenv); the time to take the first routing
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decision choosing the correct output interface in case of multiple outgoing
interfaces (Troute); the time to configure the hardware local to the trans-
mitting core (Tconf ); the time to cross connect the intermediate switching
nodes in a circuit switched operational mode (Txcon) and the time to setup
the I/O buffer of the receiving core (Trcv):

Tsetup = Tenv + Troute + Tconf + Txcon + Trcv (7.4)

We start our analysis assuming that these operations are executed se-
quentially and cannot be overlapped in time.

The transmission time Ttransm is the time required to transmit a single
stream data element. Each stream data element is generally a complex data
structure consituted by a long string of bits. The transmission time can
therefore be rewritten as the product of the size in bits of the stream data
element by the time taken to transmit a single bit (Tbit):

Ttransm = M Tbit (7.5)

where M is the size in bits of a stream data element. Notice that Tbit is
the inverse of the bandwidth of the communication link: 1/B.

The release time is the time required, in case of dynamic establishment
of communication links, to release the resources previously allocated for the
communication in the transmitting core (Tsrcrls), the intermediate switching
nodes (Tswitchrls

) and the receiving core (Tdestrls):

Trelease = Tsrcrls + Tswitchrls
+ Tdestrls (7.6)

We can now rewrite 7.2 as:

min
{

N−1
∑

i=1

Tsetup + Ttransm + Trelease

}

= (7.7)

min
{

N−1
∑

i=1

(Tenv+Troute+Tconf+Txcon+Trcv)+(M Tbit)+(Tsrcrls+Tswitchrls+Tdestrls)
}

(7.8)

7.2 Stream Parallel Paradigms

Given this initial firmware level cost model, we now consider the structured
parallel paradigm coming from the parallel computing theory. We analyze
those that target stream based computations: pipeline and farm. This choice
is not restrictive since single data element computations can be reduced to
equivalent stream computations [46] and, however stream computations are
the most interesting for large scale applications.
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7.2.1 Pipeline

The pipeline paradigm [46] has a topology which is formed by a set of pro-
cessing nodes

P =
{

pi

}p

i=1
(7.9)

each able to compute a different function fi( ) on each input data item
dj and organanized in a chain fashion linked by a set of unidirectional links

E =
{

ei = {pi, pi+1}
}p−1

i=1
(7.10)

Figure 7.3: The Topology of a Pipeline Pattern.

In such a topology, a stream of input data items

D =
{

di

}d

j=1
(7.11)

is provided in input to the pipeline from the input channel.

Figure 7.4: Step 1 of the Pipeline Computation.

The first element of the chain p1 receives at a certain time instant a data
item d1 from the input stream. Then it performs the computation f1(d1)
using its memory and computational resources and sends to the output
channel e1 the data item d′1. d′1 becomes now the input for the processing

Figure 7.5: Step 2 of the Pipeline Computation.

node p2 which performs its computation f2(d
′

1) and sends again the result
d′′1 to the output channel e(1,2) and so on until the last stage of the pipeline
is reached and the output data items at its output are the final results of the
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whole computation. When p1 terminates the computation on d1 and sends
d′1 to p2, it becomes free and is ready to receive the next item d2 in input
and process it. This behavior is replicated along every stage of the pipeline.

This parallel pattern is based on the possibility of dividing a sequen-
tial computation into a sequence of temporally disjoint tasks which can be
performed in parallel on different input data items.

Figure 7.6: Time Analysis of the Pipeline Parallel Pattern

Exploiting this topology, it is possible to reduce the service time at the
cost of increasing the latency.

7.2.2 Farm

The farm is the second stream parallel paradigm that we consider. It is
based on the replication of a pure function [46] in a set of independent
processes.

The topology of this structured paradigm is composed by a process called
emitter (e) which is connected with w processes called workers (wi) through
w dedicated channels. Each worker is then connected through another ded-
icated channel to a special process called collector (c):
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Figure 7.7: The Topology of a Farm Pattern.

The scheme however, in order to reduce the bandwidth requirement for
the tasks computed by the emitter and the collector, can be changed imple-
menting emitter and collector as trees:

Figure 7.8: The Topology of a Farm Pattern with Emitter and Collector
Trees.

or rings:

Figure 7.9: The Topology of a Farm Pattern with Emitter and Collector
Rings.
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Similarly to a pipeline, a stream of input data items

D =
{

di

}d

j=1
(7.12)

is provided in input to the farm from the input channel.

Figure 7.10: Step 1 of the Farm Computation.

The emitter process e receives a stream on input data elements d1, d2, d3, ...dd
and assigns each of them to a worker wi according to a certain scheduling
algorithm like, for instance, round-robin or, better, on-demand :

Figure 7.11: Step 2 of the Farm Computation.

Each worker process computes the function f( ) on each stream data
item it receives and sends the result of its computation d′j to the collector
process c.

The main advantage of this structured parallel paradigm is the decrease
of the service time distributing the input data elements to the various work-
ers in order to achieve load balancing. We notice that the 3 main blocks
emitter, workers and collector resemble a pipeline structure [46].
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Indirect Networks
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Chapter 8

Star

The star interconnection network topology is the first network topology
we consider. This family of interconnection networks is characterized by
heavy limitations and issues that we will address later but can be interesting
under an optical perspective. In Section 8.1 we analyze the topological
properties of the network. In Section 8.2 we propose a solution for clock
distribution. In Section 8.3 we propose a solution for data communication
between processing elements. In Section 8.4 we propose a design strategy
for the switching node and discuss advantages and disadvantages of every
design choice. In Sections 8.5 and 8.6 we discuss the effects of our design
choices respectively on the pipeline and on the farm computational patterns.

8.1 Topology

The topology for such interconnection network is very simple: it is composed
of a single switching node s1 which is directly connected to each one of the n
processing nodes through a bidirectional link. The only switching node has
a degree equal to n and each processing node a degree equal to 1. There are
a total of n links and therefore 2n interfaces. The switching node s1 is the
crosspoint of all the communications among the PEs. From this description
it is clear the reason behind the choice of the name star. The number of
processing elements that can be connected to the switching node can be
incremented with step 1 except in particular cases in which we have extra
constraints in the internal architecture of the switching node (we will not
address these cases). On the other hand, the number of switching nodes
always remains 1. The network diameter is constant and very low: 2. This
is all what concerns the topology.
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Figure 8.1: Logical Structure of the Star Topology.

Processing Nodes n ©(n)

Switching Nodes 1 ©(1)

SNs Scalability Coefficient 0 ©(0)

PEs Scalability Coefficient 1 ©(1)

Links n ©(n)

Processing Nodes Degree 1 1

Switching Node Degree n ©(n)

Interfaces 2n ©(n)

Network Diameter 2 ©(2)

Table 8.1: Summary of the Star Topology Properties.

Figure 8.2: Topology Statistics for the Optical Star Network.
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8.2 Clock Distribution

8.2.1 Proposal

The distribution of the optical clock signal could be implemented completely
inside the single switching node s1. In order to do not interfere with the
optical data stream from/to each PE, we could think to distribute the clock
with a dedicated wavelength λc different from all the others used for data
transmission.

Figure 8.3: A Possible Clock Distribution Strategy for a Star Topology.

We remark that, with high probability, the greatest advantage for a
star on-chip optical interconnection network is the fact that, generating the
optical clock signal inside the switching node and transmitting it out of all
the active transceivers (we could also think to turn off some or all the PEs
if they are not busy with a computation), the clock skew could be greately
reduced and the quality of the signal would be high and almost the same for
all the PEs. No intermediate nodes must be traversed and the attenuation
of the clock signal is influenced only by the waveguide (about 0.05dB/cm).
The same fact could be counted as an advantage for the transmission of
data signals between a couple of processing nodes if we could neglect the
attenuation internal to the switching node as we will see in the next section.

8.3 Data Communication

As stated earlier, each PEi is connected to the switching node SN1 through
a bidirectional link.
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8.3.1 Proposal

Such a link can be easilly implemented as a single waveguide wi and real-
izing the upstream and downstream from and to the PEi as two counter
propagating beams. In order to avoid interference with the clock signal, we
could use a different wavelength: λd.

Figure 8.4: Solution 1 to WA for the star network.

This startegy requires the use of only 2 wavelengths (λc and λd) as
a whole but implies a huge effort from the switching node SN1 in order
to avoid collision of messages, handling buffering and eventually message
reordering.

Number of Wavelengths 2

The majority of these operation cannot be currently implemented in
the optical domain and therefore opto-electric and electro-opto conversions
would have to take place. This solution is really not scalable since as soon
as the number of PEs increases, congestion becomes a bottleneck. Further-
more, if using always only two wavelengths can appear a scalable solution,
it is somehow wasteful of the intrinsic bandwidth of the current generation
waveguides. The structure of the PE transceiver would be composed of
an optical circulator to separate upstream and downstream beams; a filter
to separate the clock signal at λc and the data at λd; and a receiver and
transmitter couple:
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Figure 8.5: Architecture of the PE Optical Interface.

8.4 Structure of the Switching Nodes

In the case of the star network, the design of the switching node is really
complex and is severely impacted by the number of attached processing
nodes. The switching node is equipped with n interfaces.

Figure 8.6: Number of Interfaces needed per number of PE.
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It is clear that, starting from the issue of the pin count for the switching
node, the star network has probably the worst scalability we could think of.
Even the perfect clock distribution cannot compensate for the complexity
of the design of the switching node and the latency of the data streams due
to congestion and opto-electric conversions of the signal.

8.4.1 Proposal

The switching node could generate the optical clock signal within a clock
generator module whose output could be splitted in power among all the
interfaces and provided in input to a multiplexer internal to the every inter-
face. In order to deal with interface transmission contention, every interface
can receive electrical packets and store them in an electrical priority queue.
From here, the packets can be serialized and forwarded to the optical trans-
mitter that transmits the generated optical data stream to a multiplexer to
join the data transmission at wavelength λd with the clock signal at wave-
length λc. The joint signal can then reach the optical circulator that inserts
it in the integrated waveguide. On the receive side, the optical input signal
coming from a PE is passed directly to the receiver by the optical circulator.
The implementation of the electrical data bus is not of our concern but is
is clear that its implementation complexity represents a bottleneck for the
switching node and for the whole network.

Figure 8.7: A Possible Design Strategy for the Switching Nodes.
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8.5 Design Effects on the Pipeline Pattern

In this section we analyze the consequences of the design choices discussed
until now on the communication latency experienced by a stream parallel
application structured as an ideal pipeline. The ideal pipeline computation
is composed bym < N processes (4 in the example below) which are mapped
to m consecutive processing nodes, i.e. cores, in our star network.

Figure 8.8: Ideal mapping of the Pipeline Pattern on the Star Topology.

The pipeline communication latency Lcomm experienced by the parallel
application would be equal to:

Lcomm =
m−1
∑

i=1

(

Lcomm(PEi, SN1) + LSN1 + Lcomm(SN1, PEi+1)
)

(8.1)

where Lcomm(PEi, SN1) is the time required to transmit the packet
from the PE to the SN; LSN1 is the latency of the switching node and
Lcomm(SN1, PEi+1) is the time required to transmit the packet from the
SN to the destination PE. The data packet is transmitted from the interface
of every PE at a rate of B bps taking a time equal to:

Ttransm = B sizeof(packet) (8.2)

where B is the transmission bandwidth and sizeof(packet) is the size of
the packet in bits.

The optical packet arriving to the i-th interface of the SN1 connected
to the PEi is converted to the electrical domain by the receiver and is
forwarded to the electrical data bus which must deliver it to the packet
queue correspondent to the destination interface. Once the packet exits
from the packet queue, it is serialized and transmitted at the bandwidth of
the optical subsystem. The latency of the switching node can be stated as:

LSN1 = TOE + Tbus(i,i+1) + Tqueue(i+1) + TEO (8.3)
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where TOE is the time required to execute the opto-electric conversion of
the packet; Tbus(i,i+1) is the time spent by the packet moving from the i-th
interface to the i + 1-th interface traversing the electrical bus; Tqueue(i+1)

is the time spent by the packet waiting in the i + 1-th transmission queue
and TEO is the time required to perform the electro-optic conversion. TOE

and TEO are negligible with respect to Tbus(i,i+1) and Tqueue(i+1) so we can
rewrite LSN1 as:

LSN1 ≃ Tbus(i,i+1) + Tqueue(i+1) (8.4)

The time taken to transmit the optical packet from the SN to the PE is
equal to 8.2.

After this analysis we are ready to restate the communication latency of
a 1:1 mapped ideal pipeline as a function of its interconnection network:

Lcomm =
m−1
∑

i=1

(

B sizeof(packet)+(Tbus(i,i+1)+Tqueue(i+1))+B sizeof(packet)
)

(8.5)

which can be rewritten as:

Lcomm =
m−1
∑

i=1

(

2
(

B sizeof(packet)
)

+ (Tbus(i,i+1) + Tqueue(i+1))
)

(8.6)

8.6 Design Effects on the Farm Pattern

After having considered the design effects on the performance of the pipeline
pattern, we focus on the effects of the design on a parallel application with
the structure of an indeal farm. As usual, we assume that each process
composing the application is mapped 1:1 to a distinct processing node or
core. Let k be the ariety of the farm, with one emitter process and one
collector process. The application requires a total of m = k + 2 processes:
Figure 8.9.

The farm communication latency Lcomm is equal to:

Lcomm = LPEe,SN+

max
{

LSN,PEi
+ LPEi,SN | i ∈ [e+ 1, e+ k]

}

+

LSN,PEc

(8.7)

where LPEe,SN is the latency of the communication from the emitter
core (PEe) to the switching node; LSN,PEi

is the latency of communcation
from the switching node to the i-th core executing the i-th worker; LPEi,SN

the latency from the i-th core executing the i-th worker and the switching
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Figure 8.9: Ideal mapping of the Farm Pattern on the Star Topology.

node and LSN,PEc
the latency from the switching node to the core executing

the collector process. This cost model assumes that the time required by
each worker process is identical since we want to isolate possible latencies
caused by task unbalancing among the workers due to the nature of the data
stream items that are received. We recall that the farm paradigm considers
the replication among the workers of a pure function so no unbalance is
directly presumable for the set of instructions that must be executed.

Keeping some of the considerations made in the previous chapter, we
can restate the cost model at the firmware level as:

Lcomm = B sizeof(packet)+

max
{

Tbus(e,i) + Tqueue(i)+Tbus(i,c)+Tqueue(c)
| i ∈ [e+ 1, e+ k]

}

+

B sizeof(packet)
(8.8)

or better as:

Lcomm = 2
(

B sizeof(packet)
)

+

max
{

Tbus(e,i) + Tqueue(i)+Tbus(i,c)+Tqueue(c)
| i ∈ [e+ 1, e+ k]

}

(8.9)
In the formula above, Tbus(e,i) is the time required by the electric bus of

the switching node to move the electrical packet from the interface e to the
interface i and, similarly, Tbus(i,c) is the time required to move the packet
from interface i to interface c. Tquque(i) and Tqueue(c) are the queuing time
respectively in the i-th interface queue and in the collector interface queue.

For the final cost model we have obtained we can make some considera-
tions. The first consideration is that, depending on the implementation of
the electrical bus, the value of Tbus(e,i) changes as i changes. Further nodes
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are usually reached later than closer ones. The same holds for Tbus(i,e). An-
other aspect that must be considered is that Tqueue(c) increases certainly as
the ariety k of the farm increases.
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Crossbar

The crossbar is an indirect network that allows for the communication of
many computing nodes at the same time without contention [10]. The cross-
bar is commonly used to interconnect a set of cores with a set of memory
modules, implementing the SMP UMA architectural paradigm. In Section
9.1 we study the topology of the crossbar network. In Section 9.2 we propose
a scheme for the distribution of the clock signal to the processing nodes. In
Section 9.3, an optimized and integrated strategy for global optical clock
distribution in proposed. In Section 9.4 we propose a possible implementa-
tion strategy of the switching nodes. In Section 9.5 we discuss the possible
design effects on the performance of pipeline and farm computational pat-
terns. Finally, in Section 9.6 we consider several study cases reported in
literature.

9.1 Topology

Figure 9.1: Topology of a Crossbar Network.
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The network is composed by two disjoint sets of nodes: n processing
nodes and m shared memory modules which are interconnected by an n×m
network that is structured as a grid of switching nodes. Each computing
node or memory module has a degree of 1 while n+m− 2 switching nodes
have degree 3; 1 switching node has degree 2 and the remaining (n−1)(m−
1) switching nodes have degree equal to 4. The network diameter can be
easilly calculated since, in the worst case, PE1 will communicate with Mm,
traversing first m switching nodes horizontally and then n switching nodes
vertically.

Processing Nodes n ©(n)

Memory Nodes m ©(m)

Switching Nodes nm ©(nm)

SNs Scalability Coefficient n or m ©(n) or ©(m)

PNs Scalability Coefficient 1 ©(1)

MNs Scalability Coefficient 1 ©(1)

Links 2nm ©(nm)

Processing Nodes Degree 1 ©(1)

Memory Nodes Degree 1 ©(1)

Switching Node Degree 3(n+m−2)+2−4(nm−n−m+1)
nm

©(4)

Interfaces 4nm ©(nm)

Network Diameter n+m ©(n+m)

Table 9.1: Summary of the Crossbar Topology Properties.

The architectural scalability is very flexible: we can add from a mini-
mum of one processing node withm new switching nodes or from a minimum
of 1 memory module with n more switching nodes. There a total of 2nm
links and 4nm interfaces. This interconnection structure is particularly suit-
able for interconnecting the set of processing nodes with the set of memory
modules.
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Figure 9.2: Topology Statistics for the Optical Crossbar Network.

9.2 Clock Distribution

In this section we consider all the possible strategies for the distribution of
the clock signal to the processing elements. The clocking of the memory
modules will not be addressed. We recall that, in order to reduce the clock
skew, we must find out a way to make the signal reaching each PE traverse
a path with an ideally identical length and attenuation. The considerations
of the previous chapter regarding the use of a clock signal modulated on a
wavelength different from the ones used for the data still holds. We decide
then to exploit the wavelength λc for the distribution of the clock signal.

9.2.1 Proposal

In the first possible strategy we add a clock distribution firmware module
to the network. The clock signal is generated (eventually converted to the
electrical domain if no full optical generation is available) and tuned on the
λc wavelength. At this point, a cascaded set of power splitters organized as
a tree distributes the signal to the n switching nodes SNm,i, i ∈ [1, n]. The
ariety of this tree must be designed taking into account the precision with
which the splitters have been realized and their cost so the ariety of the tree
can vary depending on these parameters. The key idea is that, after the clock
signal enters in each row of the interconnection network, it is forwarded along
each row directly to the i-th processing node. The intermediate switching
nodes should act as a transparent channel without detecting the clock and
trying to limit the power loss of the clock signal as much as possible. The
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optical interfaces of each processing node should finally filter the λc clock
wavelength from the aggregate input wavelengths; convert the signal from
the optical to the electrical domain and use it. This strategy is very powerful
because after the clock signal leaves the clock generator firmware module, it
passes through a light conduit, being splitted in terms of optical power and
is received by each PE with an almost perfect synchro. As stated before,
we must pay attention to the quality of the power splitters in order to
guarantee a level of received optical power above a certain thresholds to all
the processing nodes. The latency of the clock signal distribution is equal
to the time required by the λc wavelength light signal to travel through
the waveguide core material. A possible optimization could be obtained
integrating the power splitters within the switching nodes. In this way the
physical length of the lightpath experienced by the clock signal could be
reduced at the cost of an higher design complexity of the switches and a
possible difference in their implementation from switch to switch since only
some of them would implement the function of power splitter.

Figure 9.3: A Possible Strategy for Clock Distribution in an On-Chip Optical
Crossbar.

9.3 Data Communication

The crossbar interconnection network is probably the network that reflects
the SMP uniform memory access architectural paradigm the most. We have
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a set of n processing nodes and a disjoint set of m memory modules. The
two sets are linked by the intermediate interconnection network.

9.3.1 Proposal

The data communication among cores takes place writing and reading shared
memory areas within memory modules. A first strategy could be the asso-
ciation of a different wavelength to each memory module: λ1 to m1, λ2 to
m2 and so on up to λm to mm. Of course, we need the condition λc 6= λi,
i ∈ [1,m] to be satisfied in order to avoid interference. Each PE should
be able to do source routing shifting the wavelength of the transmission
data signal to the one targeting the desired memory module. This could be
achieved, for example, with a tunable laser. For each row of the crossbar,
the i-th switching node should be able to deflect the i-th wavelength to the
vertical downward output waveguide and let the signal at the other wave-
lengths pass through. The other way round communications, i.e. from a

Figure 9.4: PE-to-M Wavelength Assignment for Data Communication in
an On-Chip Optical Crossbar.

given memory module to a processing node, could be implemented similarly
utilizing n wavelengths different than λc:

Notice that since two counterpropagating light beams at the same wave-
length do not interfere, we can reuse the set of wavelengths used for the
processing node to memory communication for the memory to processing
node communication. As a whole we would require a total of 1+max(n,m)
different wavelengths.

Number of Wavelengths 1 +max(n,m)
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Figure 9.5: M-to-PE Wavelength Assignment for Data Communication in
an On-Chip Optical Crossbar.

This fact can pose significat issues for the scalability of our solution:
while the filters technology and the integrated waveguide’s guided waveband
are improving year by year as stated by the International Roadmap for
Semiconductors, up to now we could think to use only about 64 wavelengths
so we cannot scale the network at our will. This wavelength utilization can
be seen as another extreem with respect to the solution proposed for the
star topology in the previous chapter: the number of wavelengths required
is now linear with respect to the number of nodes rather than constant as
we can observe in Graph 9.6.

9.4 Structure of the Switching Nodes

We can design now the structure of the switching node. We start designing
the structure of the SNs with degree 4 represented in Figure 9.7 since the
others will be special cases with less functionalities. We consider the SN at
the position (i, j) in the interconnection grid with i 6= m and j 6= 1.

The beam provided in input to the west interface is composed by a
maximum of m streams encoded in m different wavelengths. After entering
in the port 1 of the optical circulator OC1, the aggregate beam exits from
port 2 and is provided in input to the demultiplexer DMX1 which separates
the i-th wavelength from all the others. This wavelength carries the data
signal targeted to the i − th memory module. The extracted wavelength
beam is provided in input to the optical circulator OC3 and forwarded first
out of the port 2 of the optical circulator and then out of the south interface
of the switching node. The other wavelengths different from λi provided as
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Figure 9.6: Comparison of Wavelengths Utilization Between Star and Cross-
bar Networks.

second output by DMX1 traverse OC2 from port 1 to port 2 and exit from
the switching node through the east interface.

The optical beam provided in input to the south interface of the switch-
ing node is composed by a maximum of n streams encoded on n different
wavelengths. The aggregate beam is provided in input to OC3 through port
2 and exits from port 3 reaching the demultiplexer DMX2. The filter sep-
arates the stream at λj and forwards it to OC1 which directs it to the west
interface of the switching node. The remaining aggregate of wavelengths
which is provided in output by DMX2 traverses OC4 from port 3 to port 1
and is forwarded out of the north interface.

The input beam to the north interface is composed by the only wave-
length λi and, after traversing OC4 from port 1 to port 2 and OC3 from
port 1 to port 2, it is inserted into the waveguide which brings it out of the
south interface. The signal in input to the north interface is summed to the
one filtered by DMX1 and therefore it is clear that they must be interleaved
in time in order to avoid interference.

Finally, the beam provided in input to the east interface is composed by
the clock signal imprinted on the wavelength λc and the signal eventually
targeting PEj already routed by a switching node connected at the east
side of the switching node. The clock signal traverses first OC2 from port
2 to port 3 and then OC1 from port 3 to port 1 and is forwarded out of
the west interface. The stream at λj behaves similarly traversing OC2 from
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Figure 9.7: Structure of a Switching Node SNi,j with i 6= m and j 6= 1.

port 2 to port 3, joining the λj signal filtered by DMX2 and traversing OC1

from port 3 to port 1 before being directed out of the west interface of the
switching node. Again, we have that the stream at λj filtered by DMX2

must be interleaved in time with respect to the one entering from the east
interface in order to not interfere with each other. Notice that the number
of waveguide crossings are present in the number of 2.

In Figure 9.8, we see the proposed structure for the switching nodes SNi,1

with i 6= m. In the architecture of this second kind of switching nodes, the
north interface is absent. The management of the aggregate beams in input
to the west interface and to the east interface is exactly the same as for
the fist kind of switching nodes discussed before. The beam coming from
the south interface is, in this case, composed by only the λ1 wavelength
and, after traversing OC3 from port 2 to port 3, it is summed to the signal
coming from the east interface. After traversing OC1 from port 3 to port
1, the signal is forwarded out of the west interface. In this implementation
only one demultiplexer and 3 optical circulators are required.

In Figure 9.9, the design architecture of the third kind of switching
node SNm,j with j 6= 1 is illustrated. In this case we have that the east
interface is not present. While the lightpath and management of the beams
coming from the north and south interfaces are exactly the same as in the
first kind of switches, the beam present at the input of the west interface
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is composed of only the λm wavelength and hence does not require to be
demultiplexed. After traversing OC1 from port 1 to port 2, the signal is
coupled to a waveguide that is later joint with the waveguide guiding the
same wavelength signal coming from the north interface.

Figure 9.8: Structure of a Switching Node SNi,1 with i 6= m.

Figure 9.9: Structure of a Switching Node SNm,j with j 6= 1.
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In Figure 9.10, we finally present the architecture of SN1,m:

Figure 9.10: Structure of a Switching Node SNi,1 with i 6= m.

No north nor east interfaces are present. The clock signal is directly
guided to OC1 through port 3 and exits form port 1 before being guided out
of the west interface. The input beam of the west interface is composed by
the only λm wavelength signal which, after traversing OC1 from port 1 to
port 2 and OC3 from port 1 to port 2, leaves the switching node from the
south interface. The symmetrical behavior is reserved to the signal carved
on the wavelength λ1 and arriving in input at the south interface before
being redirected to the west interface.

9.5 Design Effects on Pipeline and Farm Patterns

Studying the effects of the various design strategies on the pipeline and farm
patterns is very complex because we cannot make assumptions on the lo-
cations of the shared memory areas used for the communication. We can
however notice, from the previous considerations on the path contention,
that two processing elements cannot communicate with the same memory
module at the same time without causing a disrupting interference on the
signal. Symmetrically, two memory modules cannot communicate at the
same time with the same processing element without provoking path con-
tention and therefore signal interference. Since no valid optical buffering
is currently available, such contention should be addressed at higher levels
than hardware and could exploit the presence of a parallel electrical grid
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interconnecting the various processing nodes, memory modules and switch-
ing nodes in order to synchronize the various components of the network.
Beside this issue, we have obtained a crossbar network where, after a data
stream has been encoded at a given wavelength λi, the optical signal propa-
gates at the speed of light in the cludding material of the waveguide until it
is detected by the destination target. Considering the average size of a chip
and an average clock duration, we can result in a one clock cycle latency
interconnection network. Of course, the effective length of the lightpath
(and hence the duration of the transmission latency) connecting PEn with
M1 could be considerably less than the one connecting PE1 with Mm but
they can be both traversed within the same deadline (the clock cycle dura-
tion). The bandwidth of the network would depend on too many parameters
among which there is the signal to noise ratio of the received signal which
depends on the power budget, the attenuation introduced in every traversed
switching node and the sensitivity of the photodetectors used.

9.6 Study cases

The first proposal for an optical crossbar can be considered the one presented
in [39] in 2004.

9.6.1 Case 1

In [18], two simple and effective implementation solutions for an on-chip
optical crossbar are proposed.

Figure 9.11: Distributed and Centralized Crossbars [18].

In the distributed version, each output port is associated with a ded-
icated wavelength and a receiver tuned on this wavelength translates the
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received signal from the optical to the electrical domain. Each input port is
equipped with an array of transmitters where each one is tuned on a wave-
length among those associated to the output ports. Input port to output
port communications are then arbitration free. If more input ports wish to
communicate with the same output port then arbitration is required.

In the centralized version, each input port is characterized by a trans-
mitter tuned on a different wavelength. On the other hand, every output
port is composed by an array of receivers where every receiver is tuned on
the wavelength of a different input port. In this way, all the input ports can
simultaneously communicate with a single output port.

9.6.2 Case 2

In [19], a 4 × 4 fully passive wavelength-switched optical crossbar based
on microring resonators add-and-drop filters is presented. The proposed
interconnection structure allows for bidirectional communication exploiting
add-drop filters between master (M) units and target (T) units. Each switch-
ing node is implemented as a waveguide intersection with two side by side
coupled microring resonators:

Figure 9.12: Switching Node Implementation [19].

and behaves in two different ways: the microring resonant wavelength
Wi is left passing straight in the forward direction, while the other non-
resonant frequencies W0, ...Wi−1,Wi+1, ...Wn are addressed to the diagonal
output port:

Figure 9.13: External Behaviour of a Switching Node [19].

The sample architecture (Figure 9.15) which is presented has cardinal-
ity 4 × 4 but can be expanded to 16 × 16 simply adding further switching
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node rows. The switching nodes are characterized by a fixed resonant wave-
length decided, once for all, at the design stage that is obtained enlarging or
shrinking the radius of the microring resonators during the next fabrication
process. Each master unit and target unit is equipped with a number of
transceivers

Figure 9.14: Proposed Crossbar Arhitecture [19].

This architecture proposed in 2009 has been fabricated and demonstrated
on a SOI substrate with the deep UV lithography and has an area of 50µm×
50µm which is the smallest reported until now.

9.6.3 Case 3

In [3], a novel on-chip optical crossbar network interconnecting a 256 many-
core architecture with 16 DRAM memory modules is presented. Such a
monolithically integrated optical network exploits DWDM (Dense Wave-
length Division Multiplexing) to provide area and power efficient communi-
cation between the manycore architecture and the memory modules.

Figure 9.15: Photonic Link with two Point-to-point Channels Implemented
with Wavelength Division Multiplexing [3].
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Experimental results are illustrated for optical integrated components
built with the 65nm technology. The proposed optical crossbar allows to
reach performance improvements of about 8− 10 times with respect to op-
timized fully electrical networks.



Chapter 10

Tree

The tree topology can be implemented as an indirect network in a NUMA
architecture where the leaves of the tree are processing elements (cores)
and the other nodes of the topology are switching nodes. In this chapter
we study this setting where the ariety of the switching nodes is k in order
to be as general as possible in our analysis. In Section 10.1 we provide a
summary of the topological properties of the tree network. In Section 10.2
we propose the integration of an optical H-tree for clock distribution within
the network. Finally, in Section 10.3 we propose a simple solution for data
communication and explain its main drawbacks.

10.1 Topology

Figure 10.1: Structure of a Tree Network with k = 2, l = 4 and n = 8.

The topology of the network is composed by n = kl processing nodes
and n− 1 switching nodes. From a special switching node called root which

89
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is the only that occupies level l = 1, k other switching nodes are connected
by dedicated bidirectional links. Then each of the other switching nodes
(l > 1) is connected to its k children nodes by dedicated bidirectional links.
The leaves of the tree which are the processing nodes are connected by a
single bidirectional link to their fathers. The graph constructed in this way
is acyclic. In order to realize a balanced network, the number of processing
nodes n must be a power of the ariety.

Processing Nodes kl−1 ©(kl)

Switching Nodes kl−1 − 1 ©(kl)

SNs Scalability Coefficient kl − kl−1 − 1 ©(kl)

PNs Scalability Coefficient kl − kl−1 ©(kl)

Links kl−1 ©(kl)

Processing Nodes Degree 1 ©(1)

Switching Node Degree k + 1 ©(k)

Interfaces 2kl−1 ©(kl)

Network Diameter 2l − 2 ©(2l)

Table 10.1: Summary of the Tree Properties.

Figure 10.2: Topology Statistics for the Optical Tree Network.
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10.2 Clock Distribution

10.2.1 Proposal 1

A straightforward approach to clock distribution, keeping in mind the con-
straints on clock skew, power budget and synchronization, could be the one
illustrated in Figure 10.4 which exploits an optical H-tree [43]. An external
firmware module could generate the clock signal and forward it to the root
switch; the latest could then split the power of the signal and forward it
out of the k interfaces. The same could be done by the remaining switching
nodes. The processing elements would just have to detect the signal. The
clock signal, in order to not interfere could be carved on a λc wavelength
different from the ones used for data communication.

Figure 10.3: A First Startegy for Clock Distribution in a Tree Network with
k = 2, l = 4 and n = 8.

10.2.2 Proposal 2

The splitting of the power of the clock signal could be implemented directly
within the switching nodes or, whether this represents an unnecessary bur-
den for the design of the architecture of the switches, in an external network
as in the Figure below. Advantages and disadvantages of this second solu-
tion should be tested properly and also depend on the chip layout of the
tree.
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Figure 10.4: A Second Strategy for Clock Distribution in a Tree Network
with K = 2, L = 4 and N = 8.

10.3 Data Communication

10.3.1 Routing Strategy

The routing algorithm is simple because there is only one path from a source
s to a destination d. A direct consequence of this fact is that circuit switch-
ing is universlly adopted rather than packet switching in absence of path
contention. A message that leaves the source processing element travels
upward until a least common ancestor switching node with the destination
processing node is encountered and then it is routed back down. In the worst
case, a message must make 2 logk n, i.e. 2(l − 1) steps in order to reach its
destination.

10.3.2 Proposal

A first simple strategy for data communication would be transmitting all
the data streams on a wavelength λd different than λc used for the clock
signal. However this solution would result in path and interface contention
as in Figure 10.5. In order to solve the problem, since there is no currently
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available optical buffering, we would be obliged to do first opto-electric con-
version of the switching node input signal, then buffering for the time needed
to wait for the availability of the output interface and finally do electro-optic
conversion before forwarding the data stream out of the switching node. In
this case, the most suitable routing strategy would be packet switching.
This strategy would result in a very high latency and a consistent power
consumption and therefore its benefits with respect to a fully electrical solu-
tion could be minimum if not totally absent. Due to these reasons, a simple
tree network is not suitable for an optical implementation.

Figure 10.5: Data Communication Interference in a Tree Network with k =
2, l = 4 and n = 8.

In the next chapter we analyze the most known variant to the tree net-
work which solves the problem of path contention.



94 CHAPTER 10. TREE



Chapter 11

Fat Tree

A fat tree (FT) is a routing network based on a complete binary tree which
has been introduced by C. E. Leiserson in 1985 [25]. In Section 11.1 we
discuss the topology of the fat-tree network. In Section 11.2 we analyze
the problem of clock distribution. In Section 11.3 we propose a simple
strategy for data communication. In Section 11.4 we discuss a possible
implementation of the switches for our proposal. In Section 11.5 and 11.6
we discuss respectively the design effects on the performance of the pipeline
and the farm computational patterns. Finally, in Section 11.7 we consider
some study cases extracted from the literature.

11.1 Topology

As in a common tree, a set of N processing elements is placed at the leaves
of the tree and they are interconnected by a set of N − 1 switching nodes.

Figure 11.1: The Fat Tree topology.

Each link is characterized by a capacity c which, moving from the leaves
up to the root, proportionally increases. This is the main difference with a
common binary tree. In this newtork topology, the time required to deliver
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a message from a source to a destination processor is O(log2 n).

11.2 Clock Distribution

The clock distribution strategies that could be exploit do not differ at all
form those that can be used for the tree network. An optical H-tree [43] can
be adopted again as the best solution.

11.3 Data Communication

11.3.1 Routing Strategy

As for the tree network, a message travels upward until a least common
ancestor switching node is encountered and then it is routed back down ac-
cording to the least significant bits in the address of node j. In the original
electrical solution, a progressive address is assigned to each processing node
from the left to the right (or viceversa). At each switching stage, the mes-
sage can be routed on two output channels so that log2 n bits are sufficient
to address any destination even if this holds only for unicast communica-
tions which, in parallel computing, are not always the case. Due to the path
uniqueness and an increased bandwith of the higher links that avoids inter-
ference, there is no reason to use packet (message) switching and therefore
circuit switching is usually employed. In the first proposal by Leiserson,
the network was studied considering hardware volume in an electrical im-
plementation in which bits were transmitted in a sequence. The first bit was
used to understand if a message was transmitted at a certain time. Then
the following bits were representing first the destination address and then
the payload bits.

11.3.2 Proposal

A full optical solution to the data communication problem in the fat tree
network could be to assign to each processing node a dedicated wavelength
λi with λi 6= λc in order to avoid interference if the H-tree is implemented
within the switching network (Figure 11.2).

This static circuit switched solution is characterized by the lowest la-
tency that can be experienced by a stream: once the stream is carved on
the correspondent destination wavelength, it is forwarded in a cut-through
manner to its destination processing element. Notice that, in this way, we
are implementing a kind of reverse fat tree since the bandwidth of links
increases as the leaves nodes are approached. This proposed solution can
be implemented completely with only optical components. However two
or more processing nodes whishing to communicate at the same time with
the same destination processing node, can still cause a signal interference
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Figure 11.2: Solution 1 to Data Communication Fat Tree topology.

carving different data trains on the same wavelength and therefore rising
the problem of path contention as happened in the previous chapter in the
case of proposal 1 to data communication in a general tree network. This
solution also poses serious scalability issues since the maximum number of
distinct wavelengths that can be used is currently 64.

11.4 Structure of the Swiching Nodes

11.4.1 Proposal

In Figure 11.3 we present the proposed structure for an intermediate switch-
ing node. The idea is to assign adjacent wavelengths to processing elements
connected to the same father switching node. Every couple of switching
nodes having in common the same father SN can then be assigned adjacent
wavelengths. Extending this wavelength allocation to higher level SNs, we
will endup in a hierarchy of recursively nested wavebands. This property is
the key idea to implement an optimized version of switching nodes where
each switching node separates the traffic directed to the left children from
the traffic directed to the right children simply performing a waveband bi-
nary splitting. The cost for the realization of the switching node can be then
greately reduced. Furthermore, we could in this way relax the tight wave-
length tuning for some of the filters. On the other hand, waveband filters
have still to be investigated and their implementation advantages have not
been demonstrated yet. In Figure 11.3, the waveband arriving in input from
the north interface (WBND) is composed by a waveband that addresses chil-
dren (i.e. south) nodes. This waveband aggregate signal traverses optical
circulator OC1 from port 1 to port 2 and is provided in input to the demulti-
plexer DMX1 that separates the left children subwaveband WBLD from the
right children subwaveband WBRD which are respectively forwarded out of
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the left interface traversing OC2 from port 1 to port 2 and out of the right
interface after traversing OC3 from port 1 to port 2.

Figure 11.3: Proposed Structure for an Intermediate Switching Node.

The waveband provided in input to the right interface (WBRU ) first tra-
verses OC3 from port 2 to port 3 and then is provided in input to DMX2.
Here, the waveband component destined to the left branch (WBLD) is sep-
arated to the one directed to higher ancestor switches and, after traversing
OC2 from port 1 to port 2, it exits from the left interface. The remain-
ing band is multiplexed with the signal coming from the symmetrical left
branch by MUX1 and is then forwarded out of the north interface. The left
interface input signal is handled symmetrically to the right interface’s one.
The root switching node shoud have a structure similar to the one depicted
in Figure 11.4 which coincides to a simple waveguide connecting the two
children switching nodes.

Figure 11.4: Proposed Structure for the Root Switching Node.
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This solution suffers from an high number of waveguide crossings that
could potentially impair the power budget of the switched signals.

11.5 Design Effects on the Pipeline Pattern

Given an ideal pipeline structured application with stages characterized by
constant identical computation time, the overall latency of the application
depends on the amount of latency in the communication between adjacent
stages. In the fat tree network, the communication latency between any two
processing elements (once the right to communicate with the destination
PE has been acquired) is constant. This fact makes easier the scheduling
of processes to processing elements for developers and run-time systems.
In absence of other all-to-one collective communications, the performance
should be very good.

11.6 Design Effects on the Farm Pattern

As in other proposals presented earlier in the thesis, assuming a 1:1 mapping
of processes on processing elements, all-to-one communications like the one
between the worker processes and the collector process represent an issue to
to the need for arbitration of the contention of the destination interface and
associated wavelength. In absence of valid optical buffering and processing,
arbitration must be dealt with at higher levels or by a parallel electrical
network.

11.7 Study Cases

11.7.1 Case 1

A proposal for an on-chip optical implementation has been done in [13].
This NoC does not require a separate electronic NoC control network since
both payload data and network control data are moved through the same
optical network.

The data are transmitted exploiting circuit switching while the control
signals are propagated using packet switching. The network is based on
OTAR (Optical Turnaround Router) router which performs the turnaround
routing algorithm and is composed by crossing and parallel switching ele-
ments. The switching elements make use of optical microresonators fabri-
cated on CMOS compatible SOI (silicon-on-insulator) substrates. Changing
the control voltage of a microresonator it is possible to change the resonance
frequency. If a microresonator is turned off, the resonance frequency is λoff

while when it is on the resonance frequency becomes λon. If λon matches the



100 CHAPTER 11. FAT TREE

Figure 11.5: (a) Microresonator strucure and (b) On/Off operation.

wavelength of the incoming data signal, the light is trapped in the circular
lane of the microresonator and is then transferred to the drop output port.

If, otherwise, the device is turned off and λoff is different than the data
signal wavelength, the signal passes through the straight waveguide and is
forwarded out of the through port.

Figure 11.6: Architecture proposed for the OTAR [13].



Chapter 12

Clos Network

Clos networks are a kind of indirect and 3-stage networks proposed first by
Charles Clos In 1953 for the first telephone switching systems. In Section
12.1 we study the Clos network topology. In Section 12.2 we study consider
some issues related to the tradeoffs between non-blocking data communica-
tion and SNs pin count. Finally, in Section 12.3 we present an interesting
study case extracted from the literature.

12.1 Topology

Figure 12.1: A Sample (3, 3, 4) Clos Network.
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The topology of a symmetric Clos network is characterized by a triple
of parameters: (m,n, r). m is the number of switching nodes in the sec-
ond stage (the middle one); n is the number of input (and output) ports of
each input switch (first stage switch) and output switch (third stage switch).
Finally, r is the number of input and output switches. The topology is com-
posed by 2r+m switching nodes and can interconnect rn processing elements
with each other (as shown in Figure 12.1) or rn processing elements with
rn memory modules in the case of a uniform memory access architecture.
Every switching node in the first stage is a n × m switch. Simmetrically,
every third stage switching node is a m × n switch while the middle stage
switching nodes are n× n switches.

Processing Nodes rn ©(rn)

Switching Nodes 2r +m ©(r + m
2 )

PNs Scalability Coefficient n ©(n)

Links 2(nr +mr) ©(nr +mr)

Processing Nodes Degree 1 ©(1)

Switching Node Degree 2rn+4rm
2r+m

Interfaces 4(nr +mr) ©(nr +mr)

Network Diameter 4 ©(4)

Table 12.1: Summary of the Clos Network Properties.

Figure 12.2: Topology Statistics for an Optical Clos Network with n = 3.
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12.2 Data Communication

In the Clos network, every communication experiences a 4 hop process. In
order to have strictly non-blocking unicast communications, the condition
that needs to be satisfied is m ≥ 2n − 1. Considering the on-chip scale in
which we wish to implement this network, we have to take into account the
number of interfaces that each switching node needs to implement. High
values of n or m can result in a very high number of interfaces and then
should be avoided. For implementing a 64 core network with n = 2 we would
require only 3 intermediate switching nodes but they would require at least
64 unidirectional interfaces to be non-blocking for unicast traffic. Increasing
the number of the interfaces, the electrical circuitry would start consuming
oo much power. For this reason, a suitable way to scale this network would
consist in implementing recursively the switching nodes as symmetric and
asymmeric Clos networks.

12.3 Study Cases

12.3.1 Case 1

In [18], an on-chip optical Clos network is proposed and compared with other
on-chip optical networks to demonstrate its advantages in terms of optical
power, area and uniformity of latency and throughput. In Figure 12.3, a
2-ary 3-stage sample of the proposed Clos network is illustrated.

Figure 12.3: 2-ary 3-stages Optical Clos Network [18].

While the routers are implemented electrically, the intermediate links are
implemented with photonics. Each router is provided with two input ports
tuned on two different wavelengths and two output ports tuned on different
wavelengths as well. One pair of input and output ports are characterized by
the same wavelength. The purpose of the electrical routers is to do buffer-
ing and arbitration of the output ports in order to simulate non-blocking
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communications between input and output ports. An improvement to this
solution is illustrated in Figure 12.4:

Figure 12.4: 2-ary 3-stages Optical Clos Network Optimization [18].

In this optimized solution, the intermediate electrical routers are substi-
tuted by optical wavelength multiplexing, avoiding one stage of EOE con-
version.

The analytical analysis has been done on an hypothetical 22 nm chip
with 64 tiles operating at 5 GHz on a 400 mm2 area. The results show that
the considered optical Clos network has remarkable advantages in terms of
lower area and thermal tuning cost, higher tolerance to photonic losses with
respect to the optical crossbars proposed until now.
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Chapter 13

Bus

The simplest architecture historically used for interconnecting CPU chip
with main memory and with I/O units is the bus. This interconnection
network is based on a shared medium which represents a bottleneck as the
number of connected elements increases [10]. The strictly directional nature
of light [41] does not allow the implementation of a bus based on a classical
shared medium:

Figure 13.1: Logical View of the Bus Network Topology

In the literature, therefore, the proposals regarded bus interconnects
based on ring structures or two separated on-way links. In Section 13.1 we
analyze the topology of a bus network. In Section 13.2 we discusss how to
integrate optical clock distribution in the network and in Section 13.3 we
propose a solution for the data communication. In Section 13.4 we present
the design for a node of our proposed optical bus ring while in Sections 13.5
and 13.6 we discuss the design effect respectively on the performance of the
pipeline pattern and the farm pattern. Finally, in Section 13.7 we consider
some study cases drawn from the literature.
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13.1 Topology

The network is composed by n nodes connected with bidirectional links to
a ring waveguide where optical packets circulate until they are received by
some units. In Figure 13.7 a single waveguide optical ring bus is illustrated.
Each node has a connectivity degree of 1. The network diameter, indepen-
dently by the fact that the propagation direction of light is clockwise or
counterclockwise, is always 1. The topological difference between an optical
ring bus and a ring network is the fact that, as explained in later chapters,
a ring is composed by a collection of bidirectional links which implement
point to point communication with only the adjacent nodes. On the other
hand, in an optical ring bus, each node is connected by a bidirectional link
to a undirectional optical ring which is shared with all the other nodes.
The intersections of the bidirectional link waveguides in the unidirectional
shared optical ring(s) are implemented with Y -junctions. An optical ring
bus implements explicitely the one-to-all communication paradigm.

Figure 13.2: Topology of a Single Waveguide Optical Bus.

Processing Nodes n ©(n)

PEs Scalability Coefficient 1 ©(1)

Links n ©(n)

Processing Nodes Degree 1 1

Interfaces n ©(n)

Network Diameter 1 ©(1)

Table 13.1: Summary of the Bus Topology Properties.

In table 13.2, we have a summary of the topological properties for the
optical ring bus just proposed. Notice that we can populate the topology
with the granularity of a single processing element without influencing the
design: the network diameter remains 1.
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13.2 Clock Distribution

The optical clock distribution can be realized with an optical H-tree [43]
embedded within the chip:

Figure 13.3: H-tree [43] Clock Distribution for an Optical Bus.

13.3 Data Communication

The bus interconnection network is one the cheapest network which can be
realized but its performance definitely depend on the contention degree of
its shared medium: the optical ring in this case.

13.3.1 Proposal

A first solution would be, as usual, assigning a different wavelength to each
of the n processing elements. This solution would require a single ring
waveguide and could scale up to a number of processing elements equal to
the number of available wavelengths (64 with the technology at the time of
this writing). Simultaneous all-to-one communications are still an issue and
require arbitration. Arbitration can be obtained at higher levels; for example
with autonomous dedicated firmware modules or better with another optical
ring waveguide.

The proposed solution can exploit both packet-switching and circuit
switching but, in the second case, we must pay attention to break long
communications in order to avoid starvation of the other processing ele-
ments wishing to communicate with the same destination node. Neglecting
arbitration, this design solution allows for the point to point communication
between two processing elements with a constant latency independently on
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Figure 13.4: Example of Wavelength Assignment and Data Streams Circu-
lation.

their location in the topology. Once a PE has acquired the right to commu-
nicate with the desired destination, a lightpath is established and therefore
the total communication latency is equal to the time required to acquire the
right to transmit, Tbooking, plus the time to transmit the message: Ttransm.

Lcomm = Tbooking + Tcomm (13.1)

This feature reveals very advantageous if we consider that some PEs could
be executing a different computation: the latency of the interconnect as seen
by a parallel application is not influenced by the presence of other parallel
tasks executing on a disjoint set of PEs.

13.4 Structure of the nodes

The main advantage of the bus network reveals when we analyze the struc-
ture of its nodes: Figure 13.5. Only 3 components are required: a filter
(demultiplexer); a receiver and a wavelength tunable transmitter (which
can be exchanged with an array of transmitters or a tunable wavelength
converter).

The demultiplexer is required in order to separate the i-th wavelength
assigned to the node from the others and forward it to the receiver which
converts the incoming optical signal to the electrical domain. Finally, the
wavelength-tunable transmitter encodes the transmitted output optical beam
on a wavelength that depends on the address of the destination node j.

Component Quantity

Demultiplexers n

Receivers n

λ-Tunable Transmitters n

Waveguides 1

Table 13.2: List of Components Required in the Bus Ring Network.
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Figure 13.5: Structure of the Node in the Proposed Optical Ring Bus Net-
work.

13.5 Design Effects on the Pipeline Pattern

In this section we analyze the effects of the previously discussed optical
ring bus design starategies on the pipeline parallel pattern. Due to the
process location independence of the interconnect latency, pipeline processes
could be allocated everywhere in the network without any difference in the
communication latency experienced by a data item. This property can ease
the scheduling of applications reflecting this parallel paradigm on processing
elements.

Figure 13.6: Example of Scheduling of Pipeline Paradigm Processes on the
Proposed Optical Bus.

13.6 Design Effects on the Farm Pattern

The design effect on the farm pattern are discussed in this section. In ab-
sence of other parallel computations being executed, the emitter to workers
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communication typical of the farm paradigm, could be executed with a la-
tency equal to that of a simple point to point communication. No contention
arises. On the other hand, workers to collector communications will result
in the contention of the use of the wavelength associated to the collector.
Higher latencies, that can depend on the arbitration strategy and the level
in which they are implemented, can therefore be expected.

Figure 13.7: Example of Scheduling of Farm Paradigm Processes on the
Proposed Optical Bus.

13.7 Study cases

13.7.1 Case 1

In [42], a proposal for the scheme of a multi-drop optical bus for chip to chip
communication is presented together with the characteristics of its constitut-
ing optical components. We choose to analyze the scheme since, in principle
it could also be deployed for on-chip communication. The bus is character-
ized by a master unit m, a set of slave units S and two sets of waveguides
D and U :

bus = {m,S,W} S = {si}ni=1 W = {D,U}

The master unit broadcasts signals to the slaves using the set D of waveg-
uides which, in turn, reply to the master unit using a separate counter
directional set U of waveguides with D∩U = ∅. Both the bus for the down-
ward (D, from the master to the slaves) and the bus for the upward (U ,
from the slaves to the master) are composed of 10 waveguides.

D = {di}10i=1 U = {ui}10i=1
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In the downward links, a mirror couples the signals transmitted by the
master unit to the downward waveguides with a 100% coupling. Each slave
unit along the path, then, taps some optical power from the waveguides
using an optical beamsplitter. The beamsplitters configuration is such that
each slave unit can extract the same amount of power due to the fact that
each beamsplitter has different reflectivity Ri and transmissivity Ti. These
two parameters must also take into account the propagation loss:

k = e−αL

along each span of length L between two consecutive beamsplitters and, of
course, the loss introduced by the beamsplitters themselves.

Figure 13.8: Structure of the multidrop bus [42]

Each transmitter is equipped with an array of 10 VCSELs (Vertical Cav-
ity Surface Emitting Laser) and exploits direct modulation for a total band-
width of 10 Gb/s. The optical beams produced in this way are then coupled
to the waveguides with 90o turned mirrors and converted back to the elec-
trical domain by an array of 10 GaAs (Gallium Arsenide) PIN receivers:
Only one slave unit at time can communicate with the master unit. The

Figure 13.9: Detailed Structure of master and slave units [42]
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scheduling of the upward communications could take place on demand or
through an arbitration mechanism.

13.7.2 Case 2: Reliable Optical Bus (ROBUS)

In [36], the Scalable Processor-Independent Design for Electromagnetic Re-
silience (SPIDER) is proposed together with its Reliable Optical Bus (ROBUS).
The goal of this architecture is to provide an architecture characterized by
an enhanced fault tolerance to electromagnetic interferences. Such an ar-
chitecture is intended for highly reliable embedded control systems such as
safety-critical aircraft functions.

Topology

The topology allows for the interconnection of n processing elements and is
composed by n Bus Interface Units (BIU) and m Redundancy Management
Units (RMU). Each BIU is connected through a bidirectional link to a single
PE. Furthermore, each RMU is bidirectionally connected to all the BIUs like
in a star network.

Figure 13.10: Communication Topology of the ROBUS network [36].
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Ring

A one dimensional toroidal mesh, also called linear array with wraparound or
simply ring, is the lowest dimension toroidal topology which can be thought.
It can be conceived as an extension of a linear array in which an additional
link (the wraparound) connects the two peripheral nodes. The ring intercon-
nection topology has a long story in the field of optical telecommunications
where it has been deployed in various fashions in metro and regional optical
communication networks. We analyze now its on-chip implementation and
its corresponding performance. In Section 14.1 we analyze its topology.

14.1 Topology

The ring topology is a direct network constituted by a set of n processing
nodes disposed in a chain fashion and connected with their predecessor and
successor by dedicated bidirectional links for a total of n links:

Figure 14.1: Topology of a Ring Network.
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The diameter d of the network is equal to one half the number of nodes
(d = n

2 ). Since there are n nodes each one with a degree of 2 and considering
that each node can be reached from 2 counter propagating directions, there
are a total of 2n interfaces.

Number of Nodes n ©(n)

Number of Links n ©(n)

Node Degree 2 2

Number of Interfaces 2n ©(n)

Network Diameter n
2 ©(n)

Table 14.1: Summary of the Ring Topology Properties.

Figure 14.2: Topology Statistics for an Optical Ring Network.

14.2 Study Cases

14.2.1 Case 1: Optoelectrical Hierarchical Bus

In [20], an optoelectrical hierarchical bus interconnection network based on
a ring topology is considered in order to analyze how to exploit optical
technologies to replace global electrical on-chip interconnects. A 64 SMP
manycore architecture based on the 32 nm technology is assumed as the
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scenario. The architecture comprises also 16 L2 caches where each one of
them is shared by 4 cores. L3 cache and main memory are outside the chip.
An optical ring loop interconnects 4 optoelectrical switches. Each switch
electrically interconnects 4 L2 caches. The bus is internally composed by an
address bus of 64 bits, a data bus of 72 and a snoop response bus of 8. Each
bit of the bus is carried by a dedicated waveguide.

Figure 14.3: Floorplan of the Bus Network Topology [20]

14.2.2 Case 2: ORNoC - Optical Ring Network-on-Chip

In 2011, Le Beux et al. [24] proposed a contention-free new architecture
called Optical Ring Network-on-Chip (ORNoC) and a methodology for wave-
length / waveguide assignment. The network architecture is characterized
by the fact that given a wavelength, this can be used for several communi-
cations within the same waveguide differently than the other architectures.
The network is an electro-optical hybrid and distinguishes between the elec-
trical portion and the optical portion. The electrical portion is composed
of a set of clusters of computing nodes. Each of the processing nodes shar-
ing the same cluster are interconnected among them with an electrical local
NoC. On the other hand, the optical portion contains the optical compo-
nents required to interconnect globally the different clusters.

Following this technical distinction is the differentiation between two
type of communications:

• intra-cluster/intra-layer communications taking place among process-
ing nodes belonging to the same electrical cluster and consisting of
data flows;
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Figure 14.4: Sample physical architecture of ORNoC [24].

• inter-cluster/inter-layer communications used for the transmission of
data flows between processing nodes belonging to different electrical
clusters.

As can be easily infered from the above description, the OPNoC is used
for the inter-cluster/inter-layer communications.

Routing Strategy

The routing of a data flow from a source processing node to a destination
processing node follows three basic steps: in the first, the data flow is routed
from within the source electrical cluster to the (or to one of the) Optical
Network Iterface (ONI) together with the ID of the destination. At this
point, at the second step, the ONI serializes the electrical data and drives
the intensity-modulator of the corresponding transmitter obtaining electro-
optic conversion according to the values of the various bits. After that, the
optical data flow enters in the ORNoC, traverses some intermediate nodes
and is then received by the destination ONI. Here the optical signal is pho-
todetected producing the corresponding photocurrent and a CMOS circuit
converts the analog signal back to its digital equivalent deserializing also
the transmitted bits. Finally, the electrical data flow is routed through the
destination electrical cluster until it reaches the correct destination node. In
the following Figure, we have a set of 6 available wavelength. We notice that
we can exploit each one of them for different communications; for example
the red wavelength could be used for the communication of A with B as
well as for the communication of B with C and so on. We could also use
the green wavelength for the communication from B to H. The remaining
wavelengths could be used as well for other end to end communications.
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Figure 14.5: Logical View of the ORNoC [24].

Router Architecture

The router (ONI) architecture for the ORNoC interconnection network is
composed by a data serialization electronic circuit; a CMOS microresonator
driver circuit and a receiver and transmitter endpoints. The receiver part
is equipped with a set of microresonators {m1, ...,mw} where w is the num-
ber of wavelengths available. The microresonators are statically designed in
order to extract from the bunch of incoming wavelengths a specific one in
order to implement a drop port. The single channel optical signal extracted
in this way is then photodetected by a photodetector and the correspond-
ingly generated analogic photocurrent is then digitalized and deserialized by
a proper CMOS electrical circuit. On the other side, the transmitter part
is equipped with a set of lasers {l1, ..., lw} each one specifically designed for
emission of an optical beam at a fixed wavelength.

Figure 14.6: Structure of an ORNoC ONI [24].
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Chapter 15

2D HERT

2D Hierarchical Expansion of Ring
Topology

This novel hierarchical topology has been proposed by Koochi, Abdollahi
and Hessabi at the 2011 Iternational Symposium on Networks On-Chip [23].
All the previously considered topologies are nothing else but an attempt
to adapt traditional electrical interconnects using optical components. As
stated in the research paper, this kind of approach does not fully exploit
the physical properties of light and of the correspondent photonic compo-
nents. Furthermore, while other architectures proposed in the literature are
based on a separate electrical network in order to crossconnect the switches
and resolve optical contentions for channels and ports, implying an high ini-
tial setup latency, 2D-HERT (2D Hierarchical Expansion of Ring Topology)
places the phisical properties of light at a premium in the design of its ar-
chitecture. In order to resolve contentions, 2D-HERT exploits Wavelength
Division Multiplexing (WDM) and passive routing.

15.1 Topology

The topology (Figure 15.2) is composed by clusters of processing cores in-
terconnected by local optical 1D rings. The clusters are then hierarchically
interconnected by global optical 2D rings. There are a total of k clusters dis-
posed in diagonals. Each diagonal contains m (even) supernodes and each
supernode is composed of 4 routers and their correspondent 4 processing
cores. The total number of processing cores N which can be interconnected
is then equal to:

N = 4×m× k (15.1)
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The topology keeps a constant node degree of 4 for any number of processing
cores which keeps easy the realization of the routers.

Figure 15.1: The Topology of a 2D-HERT Network with 64 Cores.

From the following figure we could notice that it seems easy to reach the
integration of a very large number of processing cores while keeping a rea-
sonably low number of diagonals and/or supernodes (clusters) per diagonal.
However, we will see next that due to the WDM nature of the contention
resolution scheme, some issues will arise due to the current technological
limitation in the integrated WDM technology.

15.2 Layout

The layout proposed for 2D-HERT (Figure 15.3) has a small number of
waveguide intersections in order to reduce the power loss and, at the same
time, the complexity and cost of its realization.

Number of Nodes 4mk ©(mk)

Number of Links 4mm ©(n)

Node Degree 4 4

Number of Interfaces 2nm ©(nm)

Network Diameter n+m− 1 ©(n+m)

Table 15.1: Summary of the 2D HERT Topology Properties.
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Figure 15.2: Number of Nodes N for Varying m and k.

Figure 15.3: The Layout of a 2D-HERT Network with 64 Cores.

15.3 Routing Algorithm

Each optical router and its corresponding processing core can be uniquely
identified by the triplet (d, s, r) where d ∈ [0, k) is the index for the diagonal,
s ∈ [0,m) the index for the supernode within a diagonal and r ∈ [0, 4] the
index of a router within a given supernode. In [23], Circular-first Routing
is proposed as routing algorithm designed ad-hoc for the 2D-HERT topol-
ogy. The algorithm consists in traversing first the circular links and, once
reached the destination diagonal, exploit the 1D rings to reach the desti-
nation supernode where intra-cluster links are used to reach one of the 4
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optical routers and its corresponding processing core.

Figure 15.4: Two Routing Examples Employing Circular-First Routing
Scheme.

The algorithm finds the minimal path from the source node to the desti-
nation node. The distance can be calculated as the sum of the steps taken to
reach the correct destination diagonal moving along the global optical rings
and the steps taken within the local optical ring belonging to the destintion
diagonal. The wraparound link can be exploited depending on the position
of the destination supernode (cluster) withing the diagonal. Starting from
the source supernode, the optical global link can be traversed moving out
from two interfaces. The interface that is chosen is the one that allows to
minimize the number of steps along the optical global ring. Therefore the
number of steps taken along the global link are:

min
(

abs(dsrc − ddst), k − abs(dsrc − ddst)
)

(15.2)

Similarly, once the destination diagonal has been reached and depending
on the position of the destination supernode, the local optical link can be
traversed moving out from two different interfaces. Again, the interface
chosen is the one that minimizes the number of moves. The number of steps
along the diagonal is given by:

min
(

abs(ssrc − sdst),m− abs(ssrc − sdst)
)

(15.3)

In summary, we have that the distance between two nodes src and dst is:

D =
min

(

abs(dsrc − ddst), k − abs(dsrc − ddst)
)

+
min

(

abs(ssrc − sdst),m− abs(ssrc − sdst)
) (15.4)

Using this routing strategy, the network diameter (15.5) is equal to the
sum of the longest path along a global optical link (⌊k/2⌋) and the longest
path that can be taken within a diagonal (m/2)

Dmax = ⌊k/2⌋+m/2 (15.5)
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Figure 15.5: Network Diameter Dmax for varying m and k.

15.4 Routing Architecture

The routing architecture for 2D-HERT is based on the Wavelength-Switched
Optical Router (WSOR). WSOR is a passive optical component based on
wavelength selective switches which eliminates the need for an initial electri-
cal processing in order to cross-connect the most used SOI-based microring
resonators. WSOR routes incoming optical packets on a wavelength base.
At each WSOR connected to a processing core is associated one wavelength.
The optical data streams are then modulated on different wavelengths de-
pending on their destination WSOR. Note how the feasibility of this strategy
is heavily impacted by the number of wavelengths technologically available
in the realization of the optical infrastructure. The maximum number of
WDM channels required by the architecture also called maximum degree
of multiplexing (MDM) can be computed as the maximum number of data
streams that can flow on a physical waveguide at the same time. The analy-
sis presented requires the assumption that only one data stream is targeted
to a given node at a time and considers the circular-first routing scheme.
If we focus on a diagonal d, an optical data stream has to pass through at
most m/2 waveguides and supernodes since also the wraparound links can
be exploited to reach the destination supernode. Since each supernode is
equipped with 4 optical routers each one with a dedicated wavelength, the
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MDM for the local optical rings is then:

MDMlr = 4
m

2
= 2m

The MDM for the global optical rings can be similarly computed. Since the
topology is symmetric, we can move along the optical global links out of two
possible interfaces. For this reason, the number of steps will be at most k/2.
If we now also consider that each diagonal contains a total of 4m nodes, we
have that the MDM for the global optical rings is equal to:

MDMgr = 4 m
k

2
= 2mk =

N

2

Figure 15.6: Maximum Degree of Multiplexing for 2D-HERT.

It is clear that the maximum number of channels that can traverse a link
of 2D-HERT at a given time is given by the maximum between the MDM
of the local optical rings and the MDM for the global optical rings and is
therefore equal to N/2:

MDM = max{MDMlr,MDMgr} = max{2m, 2mk} = 2mk =
N

2
(15.6)

Since the MDM is N/2, i.e. half the number of optical routers in the
architecture and in order to utilize the minimum number of wavelegths re-
quired, each wavelength channel is assigned to two routers. In order to do
so, the k diagonals are divided in two groups of adjacent diagonals and each
diagonal is assignedN/2 different wavelength. Being an optical router univo-
cally identified by the triplet (d1, s1, r1), the other optical router which is as-
signed the same wavelength has address (d2, s2, r2) where d1 = d2 mod (k/2),
s1 = s2 and r1 = r2:

Despite this distribution of wavelengths to the nodes and the assumption
that only one data stream can target a specific node at a time, it is still
possible to have interference if two nodes n1 and n2 belong to different
groups.
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Figure 15.7: An example of wavelength assignment in 2D-HERT.

In order to solve this problem, the architecture is designed in such a
way to discriminate the direction of the optical streams: within a supernode
the clockwise direction is exploited to route optical streams to another node
in the same wavelength group and counter clockwise direction is used for
optical streams targeting nodes of the other wavelength group.

As we can notice in Figure 15.1, we can distinguish two types of WSOR:

• one type connecting two intra-supernode routers and another supern-
ode on the same diagonal link which is called radial router and

• another type connecting two intra-supernode routers and another su-
pernode on the same global link which is called circular router.

The two types of WSOR routers have different architectures.
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Each WSOR routher could possibly inject n optical stream packets at
a time where 1 ≤ n ≤ N − 1. Since each wavelength is assigned to two
different routers, each WSOR router is equipped with two injection ports.
The injection port is assumed to be selected by the processing core.

In order to extract an optical data packet characterized by its wavelength
and direction of propagation, an Optical Add and Drop component (OAD)
realized with Ejection Microring Resonators (EMRs) is used to extract
(demultiplex) packets targeted to a given node.
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Hybrid Networks

16.1 Study Cases

16.1.1 Case 1: ET-PROPEL

In [37](2010), Morris and Kodi propose ET-PROPEL (Extended-Token based
Photonic Reconfigurable On-Chip Power and Area-Efficient Links): a nanopho-
tonic architecture which combines wavelength division multiplexing (WDM)
and space division multiplexing (SDM), optical tokens and nanophotonic
crossbars to develop a two-hop network for 256 cores. The interconnect is
developed as a multilevel network.

Figure 16.1: Hierarchical Architecture of ET-PROPEL [37].

In the first level, an electrical all-to-all net connects 4 cores wihin each
tile in order to exploit locality. Each core has a dedicated L1 cache.

At the second level, an optical crossbar network with shared optical
tokens works as an intermediary with the third level arbitration-free global
optical crossbar [Figure 16.1]. The crossbar is composed by 16 tiles: 4 per
dimension.
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Figure 16.2: Proposed Layout of a T-PROPEL Architecture for 64 Cores
[37].

If the source and the destination tiles are in the same row (x group), an
electrical, arbitration free and fully connected communication is adopted. If,
on the other hand, source and destination tiles are located on different rows
(y groups), then optical tokens shared among tiles of the same x group are
used. On the x direction, each waveguide is associated to a couple of source
and destination tiles and all the wavelengths that traverse it are used for
such point-to-point communication as in Figure 16.3. Each tile has 3 (i.e.√
n−1) waveguides and then there are 12 (i.e.

√
n(
√
n−1)) waveguides per

row. An additional ring waveguide is added for each row. This is the ring
where an optical token arbitrates the access to the y direction waveguides.
Considering also the token waveguide, each row of the net has 13 waveguides
(i.e.

√
n(
√
n− 1) + 1).

In the optical token ring, 12 wavelengths circulate: one for each tile
not in the same row, i.e. n(n − 1). When a tile wants to communicate
with another tile in a different row, it acquires the token at the wavelength
corresponding to the destination tile, communicates directly for a certain
amount of time and then reinserts the token in arbitration ring.

At the third (optical) level, each cluster of tiles is interconnected by a
multi-root optical fat tree. Tiles on different clusters but with the same coor-
dinates (x,y) are connected with 4×4 optical crossbars with 64 wavelengths
[Figure 16.4].
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Figure 16.3: The Routing and Waveguide Assignment Proposed for x-
direction Communication. [37].

Figure 16.4: Hierarchical Architecture of ET-PROPEL [37].

16.1.2 Case 2

In [3], an hybrid opto-electrical manycore processor-to-memory network is
presented using local meshes to global switches (LMGS), i.e. a topology
which connects small groups (typically meshes) of on-chip cores to global
off-chip switches located near the memory modules. The proposal includes
the implementation of the on-chip network among cores and the global off-
chip interconnect with the global switches.
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Figure 16.5: Processor-to-Memory logical and physical interconnect topology

The topology considered is logically divided into a topology for the mem-
ory requests and a topology for the memory responses. These two are also
physically separated in order to avoid deadlock. Some of the on-chip mesh
routers include also an access point (AP) which works as an interface be-
tween the on-chip network and the channel which connects to a DRAM
memory module. In this way all the requests of a mesh of cores are collected
by the AP and then forwarded to the memory module. The responses travel
on the reverse path. The memory address space is interleaved across the
APs in order to balance the load and provide better performance.

With the consideration that the most promising strategy to integrate
photonics in on-chip interconnects is to use an external laser source and
ring resonator-based modulators and filters, a CMOS bulk-compatible im-
plementation is derived.

A waveguide is realized in a poly-Si layer over a shallow trench oxide
isolation. Since the shallow trench is too thin to properly confine the modes
propagating in the poly-Si core avoiding leakage losses into the Si substrate,
using a new technique to etch the Si substrate underneath the poly-Si core
it is possible to substitute it with air providing efficient confinement.

A resonant ring filter is obtained cascading a micro ring (two for higher
precision) which, being designed with different radius, can select different
wavelengths. Up to 64 wavelengths can be theoretically simultaneously
transmitted and, considering bidirectional communications and an inter-
leaved assignment of the counter-propagating wavelengths, we can reach
128 wavelengths for a Dense Wavelength Division Multiplexing (DWDM)
final transmission.

The photonic modulator is still realized as a resonating microring which
uses minority charge-injection to change the resonant frequency of the ring.

Photonic receivers can be realized with epitaxial Ge photodetectors
which are quite common today.



Chapter 17

Conclusions

17.1 Summary

In this master thesis we have investigated the current state of the art of on-
chip optical interconnection networks for multi-manycore architectures. In
Chapter 1 we have first given an hystorical perspective of the fields of high
performance computing and optical communication networks. In Section
1.3 we have stated which are the parameters of interest during the analy-
sis and evaluation of the various optical interconnection networks that have
been considered from the literature and that have been proposed. These
parameters can be grouped in application parameters such as bandwidth,
latency, scalability and engineering parameters such as design cost, clock
distribution, row bandwidth. In Section 1.4, the need for optical on-chip in-
terconnects is motivated with the drawbacks of their electrical counterparts
such as load added to driving gates, signal delay, signal noise and their phys-
ical advantages like high signal propagation speed and hence lower signal
propagation latency, lower power consumption and increased immunity to
electromagnetic noise. On the other hand, one of the biggest problems with
optical interconnects could come from the opto-electronic and electro-optic
conversions which were considered responsible for an increase of the power
consumption and latencies as happened for the long-haul optical communi-
cation systems. This issue could be suppressed if the optoelectronic devices
are properly integrated in the electronic circuits [35]. The first chapter ends
presenting the results of the most recent comparative research showing the
advantages of integrated photonics over electrical IC at different integration
technologies.

In Chapter 2, ”Optical NoC Design” we have discussed the design issue
of global chip clock distribution and remarked the quality of the solution
proposed in the literature consisting in the optical H-tree. In section 2.2
we have investigated which are the mainstream solutions for integrating
photonic components with CMOS circuitry. Monolithic integration, free-
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space interconnects and 3D integration have received lot of attention but
monolithic integration has emerged as the most promising strategy.

In Chapter 3, ”Optical Components”, we have investigated some of the
most recent examples of photonic integrated components that have been
proposed in literature. The structure of transmitters have been analyzed in
Section 3.1 and the various possibilities for light generation such as off-chip
VCSELs (Vertical Cavity Surface Emitting Lasers), on-chip Raman lasers
and Ge-on-Si on-chip lasers are briefly described. Ge-on-Si lasers represent a
more promising alternative until now. In the rest of the chapter we discussed
about modulator (microring resonators), waveguide structures (Section 3.3),
Receivers (Section 3.4) and Filters (Section 3.5).

The second part of the thesis dealt with the architectural paradigms and
the associated cost models emerged in the field of high performance parallel
architectures. In Chapter 4 we introduced a taxonomy for the classifica-
tion of the various architectural paradigms. In chapter 5 we summarized
the characteristics, advantages and drawbacks of shared memory uniform
memory access architectures (UMA) while in Chapter 6 we considered the
non-uniform memory access architectures (NUMA). In both chapters, the
role of the on-chip interconnection network is extracted and analyzed in or-
der to understand how different designs could affect the overall performance
of the architectural paradigms. Furthermore several research and commer-
cial manycore architectures are illustrated as study cases. In Chapter 7 we
built a firmware cost model starting from the most modern methodology for
designing parallel applications at the process level. The two most important
stream parallel computational patterns: pipeline and farm are then summa-
rized since the analysis of the networks in the remaining of the thesis was
against the latencies experienced by the communications in the context of
them.

In the third part of the thesis, building on the background developed in
the first two parts, we analyzed some of the most common interconnection
networks categorized in two main subgroups: indirect networks and direct
networks. In these chapters we analyzed different interconnection networks
proposing some possible implementations and presenting the most significa-
tive solutions coming from the literature of the last few years.

17.2 Considerations

While the thesis’ goal was to investigate the current state of the art of the
on-chip optical interconnection networks, we proposed some optical archi-
tectures describing the structure of related optical switches and discussing
possible routing strategies. In Chapter 8 we proposed first a solution to inte-
grate a clock distribution network within a star network and then a possible
strategy for data communication. While this proposal has no significative
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advantages, the integrated global optical clock distribution network repre-
sents a possibly very performant solution that needs to be investigated and
will probably be adopted in the near future. We also investigated, for the
first time, the design effects of the proposed solution on the pipeline and
farm parallel computational patterns developing a simple cost model for the
network communication latency.

In Chapter 9 we proposed an optical crossbar architecture for the inter-
connection of chip cores or tiles with external main memory blocks. The
solution based on wavelength division multiplexing allows for high commu-
nication bandwidth and, thanks to a uniform latency can potencially make
easier the job of developers of parallel applications or of run time supports
in finding the best mapping of processes on processors. The high level
structuring of the 4 types of switching nodes is described without making
assumptions on the internal structure or characteristics of the optical compo-
nents. Again, possible effects of the mapping of pipeline or farm structured
parallel computations on our interconnection network are analyzed. Finally
3 interesting study cases from the literature are summarized with their most
remarkable features.

In Chapter 10 we propose to integrate an optical H-tree for clock dis-
tribution within the switching nodes of a tree indirect network. The issues
related to the implementation of a simple optical tree network introduce the
analysis of the fat tree network in Chapter 11. An optical WDM fat tree is
proposed together with the structure of the intermediate and root switching
nodes. After discussing again the effect on pipeline and farm patterns, a
study case from the literature has been analyzed.

The study of the Clos network of Chapter 12 revealed several issues
regarding a possible current implementation of an on-chip Clos network.
The problem of pin count detrimentally affects this network topology and the
current absence of valid solutions for optical buffering forces the designers
to adopt the electrical domain to design the intermediate routers in order
to implment queueing, routing and arbitration.

While indirect networks have been extensively studied, direct networks
will surely emerge as the number of cores that could be implemented in a
single chip will drastically increase: in the future SoC, communication will
earn central importance in the overall computation.

We started the analysis of the direct networks from the classical bus
network. A proposal for clock distribution integration, architecture, routing
and data communication is made in Chapter 13. The performance effects on
pipeline and farm patterns is investigated. As for the other proposed net-
works, all-to-one collective communications represent a source of contention
and need for arbitration that, since cannot be done in the optical domain,
must be dealt with at higher levels of the architecture (firmware) or with
a parallel electrical network sensing the optical one. The last case is the
one of hybrid networks that exploit electrical all-to-all interconnects at local
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level and optics at global level or, as an alternative, they have an extension
identical to the parallel optical network.

In Chapter 14 we present one study case from the literature regarding
an optical on-chip ring network. This topology has undoubtely received the
greatest attention at the beginning of the optical NoC era.

17.3 Future Work

In Chapter 15 we report a novel photonic interconnection network presented
in 2011 at the International Symposium on Networks on chip by Koochi et
al. The approach followed represents the very new concept: until now, all
the design proposals for optical on-chip networks relayed on the adaptation
of classical electrical networks. On the other hand, taking into account
the physical properties of light at the beginning of the design of an optical
network can, as demonstrated, exploit better its peculiarities allowing for
a much higher degree of scalability unmatched by the classical approach.
This is the approach we wish to suggest to those who plan to work in this
field with, as an extra hint, to try to integrate in the design phase the
considerations on the parallel essence of the overall architecture that must
be developed.

A less attractive alternative to the approach presented in Chapter 15
is the realiztion og hybrid hierarchical networks where different topologies
are used at different levels of interconnection. In Chapter 16 we present
some study cases regarding hybrid networks which exploit differnt network
topologies at different interconnection levels always within the chip.

Future work will surely regard the investigation of possible solution for
improving the quality of on-chip lasers which are, at the current state, the
optical components which requires the higher attention since has been in-
troduced only in the last two years (Ge-on-Si) lasers.

All the optical networks that we proposed in this thesis need to be further
studied and experimentally vaildated.

The work of this thesis also inspired a design strategy for a novel in-
terconnection network that needs to be investigated both theoretically and
experimentally and that will be addressed in further documents.
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