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Chapter 1

Introduction

1.1 Problem Statement

The past decade has witnessed the widespread and ever growing diffusion

of wireless technologies, such as WiFi, fueled by their cost lowering and their

increasing performances. This have been generating renewed and growing in-

terest in research and development in the Mobile (multihop) Ad Hoc Networks

(MANETs), targeted to civilian applications. MANETs are collections of mo-

bile nodes connected together over a wireless medium. These nodes can freely

and dynamically self-organize into arbitrary and temporary ad hoc network

topologies, allowing people and devices to seamlessly internetwork in areas

with no preexisting communication infrastructure (e.g., disaster recovery and

battlefield environments). To build a connected network each node is both

end user and forwarder for other users’ packets. The ad hoc networking con-

cept is not new, having been around in various forms for over 30 years, mainly

for tactical military applications. The recent renewed interest in MANETs is

also due to the standardization efforts of the Internet Engineering Task Force

(IETF) MANET Working Group which is standardizing four routing protocols,

and to the ubiquitous 802.11 wireless cards (an enabling technology for civilian

MANETs). However, this type of network does not yet have an impact on our

way of using wireless networks. Users seldom operate 802.11 in ad hoc mode

and, except in laboratory testbeds, never use multihop ad hoc networks. This

has opened a debate in the scientific community on why, after almost a decade

1



2 CHAPTER 1. INTRODUCTION

of research into ad hoc networking, MANET technology has not yet affected

our way of using wireless networks. A common answer is emerging: most of the

ongoing research on mobile ad hoc networks is driven by either Department of

Defense (DoD) requirements (large-scale military applications with thousands

of ad hoc nodes) or specialized civilian applications (disaster recovery, planetary

exploration, etc). DoD generated a research agenda and requirements that are

far from real users requirements. Indeed, military and specialized civilian appli-

cations require lack of infrastructure and instant deployment. They are tailored

to very specialized missions, and their cost is typically not a main issue. On the

other hand, from the users standpoint, scenarios consisting of a limited number

of people wanting to form an ad hoc network for sharing some information or

access to the Internet are much more interesting. In this case, users are looking

for multipurpose networking platforms in which cost is an issue and Internet

access is a must. To turn MANETs into a commodity some changes to the

original MANET definition would seem to be required. By relaxing one of the

main constraints of MANETs, “the network is made of users devices only and

no infrastructure exists”, we move to a more pragmatic “opportunistic ad hoc

networking” in which multihop ad hoc networks are not isolate self-configured

networks, but rather emerge as a flexible and low-cost extension of wired in-

frastructure networks, coexisting with them. Indeed, a new class of networks is

emerging from this view: Wireless Mesh Networks (WMNs) [KSK04]. WMNs

are built on a mix of fixed and mobile nodes interconnected via wireless links to

form a multihop ad hoc network. As in MANETs, users devices are an active

part of the mesh. They dynamically join the network, acting as both user ter-

minals and routers for other devices, consequently further extending network

coverage. Mesh networks thus inherit many results from MANET research but

have civilian applications as the main target. Furthermore, while the MANET

development approach was mainly simulation-based, from the beginning mesh

networks have been associated with real testbeds. By designing/implementing

”good enough” solutions it has been possible to verify the suitability of this

technology for civilian applications and stimulate users interest in adopting it.

Even though wireless mesh networks are quite recent, they have already shown

great potential in the wireless market, even if the full potential of mesh net-

working in supporting new applications is still not fully unleashed. Indeed, we

can subdivide wireless mesh networks into two main classes: off-the-shelf and
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proprietary solutions. An example of the first class are so-called community

networks built (mainly) on 802.11 technology and aimed at providing Internet

access to a community of users that can share the same Internet access link.

Some examples of this are Seattle Wireless, Champaign-Urbana Community

Wireless Network (CUWiN), San Francisco BAWUG, and the Roofnet system

at MIT (MIT Roofnet). On the other hand, several companies are now sell-

ing interesting solutions that exploit the mesh network potential for indoor

and/or outdoor applications (e.g., MeshNetworks, Tropos Networks, Radiant

Networks, Firetide, BelAir Networks, Strix Systems). For example, indoor

mesh networks can be set up by wireless interconnected access points that,

by exploiting routing algorithms developed for MANETs, can create extended

WLANs without a wired infrastructure. Outside buildings, mesh networks can

be used to provide wireless access across wide geographic areas by minimiz-

ing the number of wired ingress/egress points toward the Internet. Outdoor

networks might be used, for example, by municipalities to extend their wired

networks wirelessly.

A wireless mesh network is a fully wireless network that employs multihop

communications to forward traffic en route to and from wired Internet entry

points. Different from flat ad hoc networks, a mesh network introduces a hier-

archy in the network architecture with the implementation of dedicated nodes

(called wireless routers) communicating among each other and providing wire-

less transport services to data traveling from users to either other users or access

points (access points are special wireless routers with a high-bandwidth wired

connection to the Internet backbone). The network of wireless routers forms

a wireless backbone (tightly integrated into the mesh network), which pro-

vides multihop connectivity between nomadic users and wired gateways. The

meshing among wireless routers and access points creates a wireless backhaul

communication system, which provides each mobile user with a low-cost, high-

bandwidth, and seamless multihop interconnection service with a limited num-

ber of Internet entry points and with other wireless mobile users. Roughly and

generally speaking, backhaul is used to indicate the service of forwarding traffic

from the originator node to an access point from which it can be distributed

over an external network. Specifically in the mesh case, the traffic is origi-

nated in the users devices, traverses the wireless backbone, and is distributed

over the Internet network. To summarize, Figure 1.1 illustrates the mesh net-
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work architecture, highlighting the different components and system layers. A

WMN is dynamically self-organized and self-configured, with the nodes in the

network automatically establishing and maintaining mesh connectivity among

themselves (creating, in effect, an ad hoc network). This feature brings many

advantages to WMNs such as low up-front cost, easy network maintenance,

robustness, and reliable service coverage. More specifically, 802.11-based wire-

less mesh networks are emerging as a key technology to provide cost-effective

ubiquitous access to the Internet [KSK04].

Internet

Mesh

Gateways

Mesh

Routers

Nomadic

Users

Figure 1.1: A three-tier architecture for wireless mesh networks.

Normally, in mesh networks only a subset of routers, referred to as gateways,

has a high-speed Internet connection, while Internet access is shared among all

the other mesh nodes by exploiting the ad hoc routing capabilities of the mesh

routers [BCG05, AWW05]. However, this vision is rapidly changing. Real-

world mesh networks have been recently deployed, which are used to share

a potentially large number of low-speed Internet connections (i.e., DSL fixed

lines) available at the customers’ premises. Examples of such networks are
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Meraki-based deployments in urban areas [Mer], or the Ozone’s network in

Paris, which is composed of 400 mesh routers, most of them using standard

DSL links as Internet backhaul, while only ten gateways are provided with an

ISP-owned fiber link [Ozo]. In a broader sense, wireless mesh networks are

evolving into a converged infrastructure used to share the Internet connectivity

of sparsely deployed fixed lines with heterogeneous capacity, ranging from ISP-

owned broadband links to subscriber-owned low-speed connections [SACB08]

(Figure 1.2).

Outdoor

Node

ADSL line

optical line

wireless links

Internet

Outdoor

Node

Internet

Internet
Internet

Residential

Node

Residential

Node

Residential

Node
Provider

Node

Figure 1.2: Internet access sharing realized with a heterogeneous wireless mesh
network.

Being mesh networks primarily used for Internet access, both traffic rout-

ing and Internet gateway selection play a crucial role in determining the overall

network performance, and in ensuring the optimal utilization of the mesh in-

frastructure [LLT03, ZWR08]. For instance, if too many mesh nodes select

the same gateway as egress point to the Internet, congestion may increase ex-

cessively on the wireless channel, or the Internet connection of the gateway
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can get overloaded. This is especially important in the heterogeneous mesh

networks we consider in the work of this thesis, because low-speed Internet

gateways may easily become a bottleneck, limiting the achievable capacity of

the entire network. In addition a load-unaware gateway selection can lead to

an unbalanced utilization of the gateways’ backhaul links, and, eventually, to

the underutilization of network resources.

To improve load balancing and increase capacity of WMNs, previous stud-

ies suggested to use balanced tree structures rooted at the gateways, and to

route the traffic along the tree paths. For instance, an heuristic for calculat-

ing load-balanced shortest path trees taking into account flow load is proposed

in [HCC05]. In [BHK07], approximated solutions are defined for calculating

load-balanced trees that allocate the same bandwidth to all the nodes, using

both single-path and multi-path approaches. An alternative strategy is pro-

posed in [MBLD07], where the complexity of finding optimal routes is mitigated

by considering only delay optimal routing forests, i.e., unions of disjoint trees

routed at the gateway nodes. However, tree-based routing structures are less

reliable to link failures than mesh-based structures. Furthermore, the admis-

sion of a new flow usually triggers complex reconfiguration procedures for the

entire tree.

A simpler approach to improve network performance is to define routing

metrics for traditional shortest-path first routing protocol capable of discov-

ering high-throughput paths and/or facilitating load balancing. Initially pro-

posed metrics (e.g., ETX [DCABM03] and ETT [DPZ04]), focused only on

link characteristics (e.g., frame loss and transmission rates), and they do not

balance the load. Recent studies proposed to introduce in the metric compu-

tation estimates of inter-flow and intra-flow interference (e.g., IRU [YWK06]),

location-dependent contention (e.g., CATT [GS08], ETP [MBLD07]) or load-

dependent cost (such as the queue length in WCETT-LB [MD07], or the num-

ber of per-link admitted flows in LAETT [ALCR08]). Although these metrics

have been demonstrated to work quite well in mesh networks, and to provide

higher throughput performance than simple hop count, they are completely un-

aware of the available resources at the gateways. On the contrary, significant

performance improvements might be obtained by considering residual capacity

of gateways’ Internet connections, as well as load distributions, when routing

traffic flows. However, there is a complex interdependence between the way
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traffic flows are routed in the network and the utilization of network resources,

which makes quite difficult to define simple heuristics to estimate the remaining

capacity of a network path or a gateway.

If the capacity prediction is important in providing QoS to the customers,

guaranteeing the correct behavior of applications such as file transfer, in many

other real time applications, such as voice and video communications, it is ac-

tually crucial to predict the end-to-end packet delay. This task, in a wireless

environment, is even more challenging than the capacity management because

of the interdependencies among packet loss rates at the physical layer, ran-

dom access MAC protocol, traffic routing and load distribution, difficult to

analytically model.

Another important issue to deal with, in WMNs, is the radio coverage. Like

in a WLAN, also in a WMN the user access points (both in mesh gateways

and routers) are placed in fixed position, determining and limiting the coverage

area for the mobile users. To extend the range of a WLAN, two approaches are

traditionally followed in real practice. On the one hand, it would be possible

to increase the transmission power of an access point in order to reach farther

nodes. However, the main shortcoming of this solution is that it may lead to a

poor channel reuse because a larger number of users should access the network

through the same base station. Consequently, the contention level within each

cell increases, thus degrading the per-client throughput. Moreover, the effec-

tiveness of this technique is limited by the fact that the IEEE 802.11 technology

operates in an unlicensed frequency spectrum (i.e., the ISM band) [The99], and

national regulations usually set stringent limits to the maximum transmission-

power levels in unlicensed bands. Alternatively, we may opt for deploying more

access points at a closer spacing, increasing the network capacity. However, a

number of reasons, including co-channel interference between nearby access

points, availability of a limited number of orthogonal non-interfering frequency

channels, as well as cost and management overheads, limit the effectiveness of

this alternative solution.

To overcome the limitations of the above-discussed approaches, several au-

thors have recently advocated a new architecture for WLANs (naturally appli-

cable to WMNs), which integrates ad hoc networking technologies in the net-

work infrastructure [LBB04, KSK04, NLP05, ABC+07]. Traditionally, mobile

ad hoc networks (MANETs) are conceived as an isolated collection of mobile
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nodes connected together over a wireless medium, which self-organize into an

autonomous multi-hop wireless network [CG07b]. However, it is now recognized

that the ad hoc networking paradigm can also be applied to infrastructure-

based wireless networks, building an hybrid ad hoc network, and providing a

flexible, robust and cost-effective increase of network coverage. Specifically,

we envisage an extended WLAN in which static and mobile clients transpar-

ently communicate using traditional wired technologies or ad hoc networking

technologies. The same concept can be applied to extend a WMN through a

MANET so to have a hybrid WMN. Thus, the client traffic can be forwarded to

the access points through multi-hop wireless paths established by using an ad

hoc routing protocol [ABC+07]. It is important to underline that other classes

of hybrid ad hoc networks have emerged from this vision, such as: Multihop

Cellular Networks (MCN), which combine the features of cellular systems and

ad hoc networks [LH00], and mesh networks, which employ a multi-hop wireless

backbone to provide Internet access to mobile users [BCG05].

Several technical challenges have to be faced in order to construct such

an hybrid ad hoc network because the characteristics of the ad hoc network-

ing (e.g., multi-hop relaying, lack of a centralized administration, etc.) differ

significantly from the conventional IP architecture. For instance, the address

autoconfiguration protocols commonly used in infrastructure WLANs, such as

the Dynamic Host Configuration Protocol (DHCP) [Dro97] or the Zeroconf

protocol [CAG05], are not directly applicable in multi-hop wireless networks.

However, a mobile device cannot participate in unicast communications until

it has been assigned a free IP address and the corresponding subnet mask. It is

evident that pre-configuration is impractical in mobile environments, as well as

a violation of the self-organizing paradigm. Thus, an address autoconfiguration

protocol is crucial to allow the dynamic and automatic allocation of unique IP

addresses to mobile clients.

1.2 Contributions

To address the issues described in Section 1.1, in this thesis we provide the

following main contributions.

1. We consider wireless mesh networks (WMNs) used to share the Internet

connectivity of sparsely deployed fixed lines with heterogeneous capacity,
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ranging from ISP-owned high-speed links to subscriber-owned low-speed

connections. If traffic is routed in the mesh without considering the load

distribution and the bandwidth of Internet connections, some gateways

may rapidly get overloaded because they are selected by too many mesh

nodes. This may cause a significant reduction of the overall network ca-

pacity. To address this issue, we firstly develop a queuing network model

that predicts the residual capacity of network paths, and identifies net-

work bottlenecks. By taking advantage of this model, we design a novel

Load-Aware Route Selection algorithm, named LARS, which improves

the network capacity by allocating network paths to upstream Internet

flows so as to ensure a more balanced utilization of wireless network

resources and gateways’ Internet connections. Using simulations and a

prototype implementation, we show that the LARS scheme significantly

outperforms the shortest-path first routing protocol using a contention-

aware routing metric, providing a high throughput improvement in vari-

ous network scenarios.

2. In practical wireless mesh networks if traffic is routed without considering

wireless and wired constraints, in terms of bandwidth and queues, as well

as the traffic distribution, some gateways or intermediate mesh routers

may rapidly get overloaded, leading not only to throughput bottleneck

in some critical nodes but also increasing the queuing delay which could

become unacceptable for real-time applications such as voice or video.

To address these problems, we developed a multi-class queuing network

model to analyze feasible throughput allocations, which is able to predict

the averagee end-to-end packet delay, in heterogeneous WMNs, for both

upload and download traffic.

3. We focus on hybrid wireless mesh networks addressing the problem of

auto-configuration. The IP address auto-configuration of wireless mo-

bile nodes in hybrid mesh network is a crucial issue because the ad hoc

networking (e.g., multi-hop relaying, lack of a centralized administration,

etc.) differ significantly from the conventional IP architecture. To address

this issue, in this thesis we propose extensions to DHCP to enable the

dynamic allocation of globally routable IPv4 addresses to mobile stations

in hybrid ad hoc networks, which transparently integrate conventional
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wired technologies with wireless ad hoc networking technologies. Some

of the attractive features of our solution are its ability to cope with node

mobility, the introduction of negligible protocol overheads, and the use of

legacy DHCP servers. We have implemented a prototype of our scheme,

and tested its functionalities considering various topology layouts, net-

work loads and mobility conditions. The experimental results show that

our solution ensures short address configuration delays and low protocol

overheads.

4. Communications infrastructures are a critical asset in today’s Informa-

tion society. However, legacy telecommunication systems easily collapse

in case of disruptions that may occur due to security incidents or crises.

In this thesis, we firstly elaborate on the major shortcomings of the cur-

rent communications networks for security applications to identify the

key missing requirements for such networks. Then, we show that the ad

hoc networking technologies, coupled with disruptive-tolerant techniques,

are the best suited paradigm to build the next generation of dependable,

secure and rapidly deployable communications infrastructures. In par-

ticular, we focus on mesh, opportunistic, vehicular, and sensor networks,

giving an overview of the most recent advances and summarizing the chal-

lenges facing the design and the deployment of these networks. Finally,

we conclude presenting the open research issues to realize the vision of

a dependable communications infrastructure, with special attention to

aspects such as interoperability among multiple heterogeneous networks,

autonomic network management and QoS protection.

1.3 Publications Related to the Thesis

The work presented in this thesis has resulted in the following publications in

international journals, conferences and books, as specified in the following.

1. The content of Chapter 2 (“A Framework for Load Aware Routing in

Wireless Mesh Networks”) and Chapter 4 (“Experimental Performance

Evaluation”) is based on the following journal and conference papers:

(a) E. Ancillotti, R. Bruno, M. Conti, E. Gregori, and A. Pinizzotto.

Load-Aware Routing in Mesh Networks: Models, Algorithms and
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Experimentation. Computer Communications, 34(8):948-961, June

1 2011. DOI:10.1016/j.comcom.2010.03.004., in press.

(b) R. Bruno, M. Conti, and A. Pinizzotto. A Queuing Modeling Ap-

proach for Load-Aware Route Selection in Heterogenous Mesh Net-

works. In Proc. of IEEE WoWMoM09, Kos , Greece, June 15-19

2009.

2. The content of Chapter 3 (“Theoretical Performance Evaluation”) is

based on the following journal and conference papers:

(a) R. Bruno, M. Conti, and A. Pinizzotto. Routing Internet Traffic

in Heterogeneous Mesh Networks: Analysis and Algorithms. Per-

formance Evaluation, 2011. DOI:10.1016/j.peva.2011.01.006, in

press.

(b) R. Bruno, M. Conti, and A. Pinizzotto. Capacity-Aware Routing in

Heterogeneous Mesh Networks: An Analytical Approach. In Proc.

of IEEE MsWiM09, Tenerife , Canary Islands, Spain, October 26-30

2009.

3. The content of Chapter 5 (“Hybrid Mesh Networks”) is based on the

following journal and conference papers:

(a) E. Ancillotti, R. Bruno, M. Conti, E. Gregori, and A. Pinizzotto.

Dynamic address autoconfiguration in hybrid ad hoc networks. Per-

vasive and Mobile Computing, 5(4):300-317, August 2009.

(b) R. Bruno, M. Conti, and A. Pinizzotto. Enhancing DHCP for Ad-

dress Autoconfiguration in Multi-hop WLANs. In ICDCN 2008,

volume 4904 of Lecture Notes in Computer Science, pages 528 539,

Kolkata, India, January 5-8 2008. Springer.

4. Finally, the content of Chapter 6 (“Mesh Networks: An Application Sce-

nario”) is based on the following book chapter:

(a) R. Bruno, M. Conti, and A. Pinizzotto. Mobile Ad Hoc Sensor Sys-

tems for Global and Homeland Security Applications. In S. Msra,

I. Woungang, and S. Misra, editors, Guide to Wireless Sensor Net-

works, pages 687708. Springer London Publisher, May 2009.
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1.4 Outline of the Thesis

The thesis is organized as follows. In Chapter 2, we introduce the framework of

the heterogeneous wireless mesh networks (WMN) and present a Load Aware

Routing Selection algorithm (LARS) designed to provide a QoS optimizing

the traffic distribution in terms of overall throughput. The algorithm is based

on a novel networking queuing model. In Chapter 3 we extend to model to a

multi-class queueing network analytical model, which is also able to predict the

average end-to-end packet delay. Chapter 4 describes a prototype implemen-

tation of the LARS solution as a proof-of-concept, on small-scale experiments

conducted in our trial mesh network. In Chapter 5 we propose a solution to

the address auto-configuration of a multi-hop ad hoc network connected to an

extended fixed networking infrastructure such as a legacy wired network con-

nected to a WMN. The proposed protocol is implemented ed evaluated on an

experimental test-bed. Chapter 6 gives an overview of the ad hoc network-

ing technologies suitable to replace the legacy telecommunication systems as a

survivable communications system in disaster scenarios. At the end, in Chap-

ter 7, we summarize the main findings and contributions of this thesis along

with some future research directions.



Chapter 2

A Framework for Load

Aware Routing in Wireless

Mesh Networks

2.1 Introduction

802.11-based wireless mesh networks are emerging as a key technology to

provide cost-effective ubiquitous access to the Internet [KSK04]. Normally,

in mesh networks only a subset of routers, referred to as gateways, has a

high-speed Internet connection, while Internet access is shared among all the

other mesh nodes by exploiting the ad hoc routing capabilities of the mesh

routers [BCG05, AWW05]. However, this vision is rapidly changing. Real-

world mesh networks have been recently deployed, which are used to share

a potentially large number of low-speed Internet connections (i.e., DSL fixed

lines) available at the customers’ premises. Examples of such networks are

Meraki-based deployments in urban areas [Mer], or the Ozone’s network in

Paris, which is composed of 400 mesh routers, most of them using standard

DSL links as Internet backhaul, while only ten gateways are provided with an

ISP-owned fiber link [Ozo]. In a broader sense, wireless mesh networks are

evolving into a converged infrastructure used to share the Internet connectivity

of sparsely deployed fixed lines with heterogeneous capacity, ranging from ISP-

13
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owned broadband links to subscriber-owned low-speed connections [SACB08].

Being mesh networks primarily used for Internet access, both traffic rout-

ing and Internet gateway selection play a crucial role in determining the overall

network performance, and in ensuring the optimal utilization of the mesh in-

frastructure [LLT03, ZWR08]. For instance, if too many mesh nodes select the

same gateway as egress point to the Internet, congestion may increase exces-

sively on the wireless channel, or the Internet connection of the gateway can get

overloaded. This is especially important in the heterogeneous mesh networks

we consider in this work, because low-speed Internet gateways may easily be-

come a bottleneck, limiting the achievable capacity of the entire network. In

addition a load-unaware gateway selection can lead to an unbalanced utiliza-

tion of the gateways’ backhaul links, and, eventually, to the underutilization of

network resources.

To improve load balancing and increase capacity of WMNs, previous stud-

ies suggested to use balanced tree structures rooted at the gateways, and to

route the traffic along the tree paths. For instance, an heuristic for calculat-

ing load-balanced shortest path trees taking into account flow load is proposed

in [HCC05]. In [BHK07], approximated solutions are defined for calculating

load-balanced trees that allocate the same bandwidth to all the nodes, using

both single-path and multi-path approaches. An alternative strategy is pro-

posed in [MBLD07], where the complexity of finding optimal routes is mitigated

by considering only delay optimal routing forests, i.e., unions of disjoint trees

routed at the gateway nodes. However, tree-based routing structures are less

reliable to link failures than mesh-based structures. Furthermore, the admis-

sion of a new flow usually triggers complex reconfiguration procedures for the

entire tree.

A simpler approach to improve network performance is to define routing

metrics for traditional shortest-path first routing protocol capable of discov-

ering high-throughput paths and/or facilitating load balancing. Initially pro-

posed metrics (e.g., ETX [DCABM03] and ETT [DPZ04]), focused only on

link characteristics (e.g., frame loss and transmission rates), and they do not

balance the load. Recent studies proposed to introduce in the metric compu-

tation estimates of inter-flow and intra-flow interference (e.g., IRU [YWK06]),

location-dependent contention (e.g., CATT [GS08], ETP [MBLD07]) or load-

dependent cost (such as the queue length in WCETT-LB [MD07], or the num-
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ber of per-link admitted flows in LAETT [ALCR08]). Although these metrics

have been demonstrated to work quite well in mesh networks, and to provide

higher throughput performance than simple hop count, they are completely un-

aware of the available resources at the gateways. On the contrary, significant

performance improvements might be obtained by considering residual capacity

of gateways’ Internet connections, as well as load distributions, when routing

traffic flows. However, there is a complex interdependence between the way

traffic flows are routed in the network and the utilization of network resources,

which makes quite difficult to define simple heuristics to estimate the remaining

capacity of a network path or a gateway.

To address this problem, in this chapter we make the following two main

contributions. First of all, we develop a queuing-based model of an heteroge-

neous mesh network, which incorporates the interdependencies between packet

loss rates at the physical layer, random access MAC protocol, traffic routing and

load distribution. This model is used to estimate the network capacity, and to

identify network bottlenecks, due to either congestion on the wireless channels

or overloading of Internet fixed lines. Then, we propose a novel Load-Aware

Route Selection algorithm, named LARS, which integrates traffic routing with

gateway selection. The goal of LARS is to improve network capacity, and to

avoid underutilization of gateways’ resources. The idea behind the design of

the LARS algorithm is to allow each mesh node to distribute the traffic load

among multiple gateways to ensure evenly utilization of Internet connections.

To this end, mesh nodes select the routes towards the gateways taking into

account the residual capacity of the paths, and the utilization of the gateways’

fixed lines. We exploit the proposed queuing model to predict the residual

capacity of each network path, and to discard paths or gateways that cannot

accept additional demands ([ABCP11]).

It is important to point out that previous studies have proposed to use queu-

ing models to investigate system performance of CSMA-based ad hoc networks.

However most of these studies have applied queuing theory to the analysis of

single-hop ad hoc networks [ASS03, OM04, TS08]. To the best of our knowl-

edge, in literature a few examples exist which deal with the multi-hop case.

In [BA09], the authors model random access multi-hop wireless networks as

open GI/G/1 queuing networks to analyze the average end-to-end delay and

maximum achievable per-node throughput. However, the formulation proposed



16 CHAPTER 2. A FRAMEWORK FOR LOAD AWARE ROUTING. . .

in [BA09] can be applied only to random networks, and it does not incorpo-

rate flow-level behaviors. Our objective is different from [BA09], because we

consider arbitrary topologies and routing strategies, and we focus on per-flow

performance. Previous papers [BCP09a, BCP09b] have also developed queuing

models to analyze the network capacity of heterogeneous WMNs. This chap-

ter extends those analytical studies to incorporate packet losses in the channel

modeling.

We evaluate the performance gains provided by the LARS scheme over the

shortest-path first routing algorithm using a contention-aware routing metric

performing both simulations under large-scale network scenarios. Our simu-

lations demonstrate the accuracy of the proposed modeling framework over a

wide range of network settings. Furthermore, the numerical results show that

proposed route and gateway selection algorithms significantly outperforms the

shortest-path first routing using a contention-aware routing metric, providing

up to 240% throughput improvement in some network scenarios.

The remaining of this chapter is organized as follows. Section 2.2 introduces

the overall system architecture. Section 2.3 develops the capacity analysis for

a multi-hop heterogeneous mesh network. In Section 2.4, we describes the

LARS algorithm. Section 2.5 validate the analysis and evaluate the perfor-

mance gains of proposed algorithms using simulation. Finally, conclusions and

future extensions are discussed in Section 2.6.

2.2 System architecture overview

Figure 2.1 illustrates the reference network architecture adopted in this work.

As shown in the diagram, in the WMN there are stationary wireless routers,

termed mesh routers, which form a multi-hop wireless backbone network. Con-

nected to the mesh routers there are local access points (APs) that aggregate

and forward traffic from mobile clients associated to them. In addition, a small

subset of the deployed mesh routers is composed of gateways with a fixed con-

nection to the Internet, providing wide- area connectivity for all mesh clients.

Thus, the mesh nodes do not generate traffic flows but they only forward the

user traffic to the gateways through wireless multi-hop transmissions.

Differently from traditional mesh architectures, which generally assume a

limited number of mesh gateways connected to the Internet through unlimited-
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Figure 2.1: Reference network architecture.

bandwidth fixed links, we recognize that mesh gateways can have connections

to the speed with highly heterogeneous capacity. Specifically, there are a few

gateways that have an high-speed backhaul connection (e.g., optical fiber or

fixed broadband wireless) to the Internet. Since such high-capacity links are

usually installed by network providers, we refer to this category of gateways as

provider gateways. However, there might be a number of mesh routers directly

owned by mesh network subscribers, which can share their low-speed Internet

connection (e.g., ADSL cable) with other mesh users. Thus, we refer to this

second category of mesh gateways as residential gateways. On the user side,

wireless clients have a direct wireless connection to one mesh router, which acts

as aggregator point for the user-generated traffic.

In this architecture we assume that QoS provisioning is managed by a cen-

tralized entity, hereafter called network manager. This entity is responsible for

the admission of a new arriving traffic flow, and for the efficient selection of

routes satisfying the QoS demands of that flow. The network manager imple-

ments a set of components to perform its tasks. First of all, it generates a

connectivity map and interference characterization of the mesh network based
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on the statistics collected from each mesh node. Moreover, this manager node

maintains a list of the admitted traffic flows and the network paths used to

route their traffic. Interference map and load information are then used to

construct the capacity utilization model, and to drive the route and gateway

selection process for a newly arriving flow. Although a distributed approach for

network management would provide better network resilience, there are many

advantages in adopting such an architecture that centralizes certain functions

of the routing protocol. Firstly, it facilitates the deployment of intelligent algo-

rithms that exploit a global knowledge of the network status (e.g., connectivity

and interference maps, offered loads, resource utilization, etc.) to provide net-

work optimizations (e.g., topology and channel management, or QoS policies).

In addition, several commercial solutions of mesh networking have already a

centralized controller where CAC and special routing functionalities can be

deployed. Finally, this architecture is also compatible with one of the deploy-

ment scenarios recently proposed by the CAPWAP working group [CMS09] for

the management, monitoring, and control of large number of interconnected

wireless access devices. Note that typical scalability issues of a centralized

scheme in large-scale WMNs could be addressed by a hybrid approach, where

the WMN is divided into clusters, and network managers for each cluster co-

ordinate resource control decisions in a distributed manner.

In the following two sections we detail the operations performed by the

capacity utilization model, and the gateway and route computation module.

2.3 Modeling network capacity

In this section we develop the capacity utilization model of the heterogeneous

WMN described in Section 2.2. This model will be used to estimate every

node’s available capacity, which is needed to compute a feasible route for a

new arriving traffic flow. For the sake of clarity, Table 2.1 summarizes the

notation used in the following analysis.

2.3.1 Network model

The key idea behind the proposed modeling framework is to convert the phys-

ical network model into an equivalent queuing network model. Both these

network models can be represented as graphs. In the physical network model
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variable definition

µi,l mean service rate of packets at the queue l of the station i

λe
i arrival rate of packets from outside (i.e., mesh clients) to station i

λi,l overall arrival rate of packets at the queue l of the station i

λf
i;j mean rate of packets transferred from station i to station j

λt
i;j mean rate of packets served at station i and heading towards station j

λr
i;j mean rate of packets that are corrupted when transmitted on the wireless link

from station i to station j

λr
i overall rate of packets to be retransmitted that are inserted in the wireless

queue of station i

pi,l;j,s routing probability: the probability that a job is transferred to queue s of
node j after service completion at queue l of node i.

ri;j retransmission probability: the probability that a job served at the wireless
queue of node i is corrupted when transferred to node j. It holds that λr

i;j =

ri;j · λt
i;j .

Table 2.1: Model notation

the vertexes of the network graph are the mesh nodes, and the edges charac-

terize the physical network connectivity relationships (e.g., in terms of channel

bandwidth and packet transmission error rate of each link) that exist between

the communicating entities. On the other hand, in the equivalent queuing net-

work model each mesh node is represented using an equivalent queuing station,

and the edges characterize the packet forwarding process between two queues.

Formally, let Gr, Gp and M be the set of residential gateways, provider

gateways and mesh routers, as defined in Section 2.2. Let nw, nr and np be

the cardinality of the M, Gr, and Gp sets, respectively, with n = nw+nr+

np. Then, the physical network model can be described using a mixed graph

G(V ∪ {a}, Ew, Eg), where the graph vertexes V (|V | = n) represent the mesh

nodes (i.e., V = Gr ∪ Gp ∪ M) and a is a virtual vertex that corresponds to

the fixed infrastructure (i.e., the Internet). We denote by Ew the set of edges

representing the wireless links between mesh nodes, while Eg is the set of edges

representing the backhaul links between the gateways and the infrastructure.

The neighborhood of node v∈V , denoted by N(v), is the set of nodes to which

node v is physically connected. If node v is a gateway, the virtual node a is

included in the neighborhood of v.

To construct the link-layer connectivity map of the WMN, we assume that

the transmission range of each wireless transmitter is fixed and equal to Rtx.

Each edge ei,j between node i, j ∈ G is labelled with a pair of values, Ci,j and
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ri,j . The former parameter represents the nominal capacity associated to that

link, while the latter represents the probability that a packet transmitted over

that link is corrupted by channel errors. Moreover, we assume that probability

ri,j is time-invariant, which is equivalent to assume that the packet errors at the

PHY layer can be modeled using a stationary random process. In general, the

ri,j process can be derived by integrating a specific PHY layer model into the

channel characterization. Alternatively, actual link-layer measurements can be

used to extract the statistics of the packet transmissions error rates and to allow

a trace-driven emulation of the physical network. For the sake of generality,

in the following we do not model the statistics of the ri,j process, but we only

assume that it is stationary.

For simplicity, we assume that each ei,j ∈ Ew has a fixed and constant

transmission rate Cw, i.e., no rate adaptation is used on the wireless links.

Moreover, the low-speed backhaul link from a residential gateway i∈Gr to the

wired infrastructure a has fixed capacity Cr, while the high-speed backhaul

link between a provider gateway i∈Gp and the wired infrastructure a has fixed

capacity Cp. Generally, it holds that Cr ≪ Cp.

From the graph representation G(V ∪ {a}, Ew, Eg) of the heterogeneous

WMN, we are able to derive an equivalent queuing network model G′(Q,L),

where Q indicates the set of queuing systems in the network, for brevity sta-

tions, and L is the set of connections between stations. Intuitively, jobs in

the queuing network represent packets in the physical network1. Owing to the

analogy between the physical network and an equivalent queuing network, each

mesh node i ∈ V is modeled through a service station k ∈ Q. In general, this

equivalent queuing station may include several queues. This allows us to model

mesh nodes with multiple interfaces such as the gateways, which are equipped

with wired and wireless interfaces. Furthermore, the internal queuing structure

of the queuing station is also exploited to provide the model with the flexibility

to characterize different routing strategies. Hereafter, q(j) indicates the num-

ber of internal queues at station j. For simplicity, in this study we assume that

all queues have infinite size and serve packets according to a FCFS discipline.

It is intuitive to note that, being the WMN composed of two classes of

mesh nodes, gateway and mesh routers, at least two different queuing station

models should be specified for the analysis. For ease of explanation, Figure 2.2

1In the following, the terms job and packet are used equivalently.
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Figure 2.2: Components of the queuing network model: a) structure of a non-
gateway station, b) structure of a gateway station, and c) wireless channel
model.

exemplifies the structure of the queuing stations used to model mesh nodes.

Specifically, Figure 2.2(a) illustrates a station modeling a wireless mesh router

i (i ∈ M) not connected to the wired infrastructure. This station consists

of a singe queue (i.e., q(i) = 1), say qi,1, which models the transmissions on

the wireless channel2. Let us denote with µi,1 the mean service rate of queue

qi,1. As observed in Section 2.2, each mesh node i aggregates the traffic flows

originated from the mesh clients associated with it. We model this aggregated

traffic through its average packet arrival rate, say λei . In addition to locally

generated jobs, station i can receive jobs from each of its neighboring stations,

with average arrival rate λfj;i (j ∈ N(i)). On the other hand, station i transfers

jobs to its neighboring stations. Let λti;j be the overall rate of jobs served at

queue qi,1 that are headed towards stations j. A fraction ri;j of these jobs will

be retransmitted because corrupted by channel errors. These retransmissions

2For simplicity, we consider a single wireless interface. The extension to multiple wireless
interfaces is straightforward, but it would require the incorporation in the model of a channel
assignment algorithm, which is out of the scope of this study.
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can be modeled as an additional ingress traffic for queue qi,1, with mean rate λri;j
equal to λti;j ·ri;j . Consequently, the overall rate of packets that are re-inserted

in queue qi,1 after been served is λri =
∑

k λ
r
i;k. For clarity, the described channel

model is also illustrated in Figure 2.2(c). Owing to the previous considerations,

it holds that the total arrival rate at queue qi,1 can be expressed as λi,1 =∑
j λ

f
j;i+

∑
k λ

r
i;k, while the mean rate of jobs that are transferred from station

i to station j can be computed as λfi;j=(1−ri,j) · λti;j .

Figure 2.2(b) describes the internal structure of a station modeling a gate-

way node i (i∈Gr ∪ Gp). In this case, the queuing station structure consists of

two queues: qi,1, which models wireless transmissions, and qi,2, which models

the transmissions on the gateway’s backhaul link. Similarly to non-gateway

stations, each gateway station can receive packets forwarded by neighboring

stations, with average arrival rate λfj;i (j ∈ N(i)), as well as packets generated

by associated mesh clients, with average arrival rate λei . Then, the logic im-

plemented internally to the gateway station determines what fraction of the

arriving jobs is transferred to qi,1 or qi,2. It is important to note that in this

work we are primarily concerned with upstream Internet traffic. In other words,

we assume that traffic flows are originated from mesh nodes and destined for

the Internet (i.e., the virtual node a). Hence, when a job reaches a gateway

station, it could be directly transferred to queue qi,2, and then leave the net-

work after being served. However, a residential gateway may have a low-speed

upstream connection to the Internet, which rapidly becomes a bottleneck as

the traffic received on the wireless interface builds up, limiting the achievable

capacity of the whole mesh network. To make this limitation less severe, the

residential gateway may take advantage of the available wireless bandwidth to

behave as a relay node, and further forwarding the traffic to one of its neigh-

bors, which may be less congested, or closer to a provider gateway. To model

this capability we introduce the re-forwarding probability γi. Specifically, a job

received by gateway i is routed through the wireless queue qi,1 with probability

γi, or directly through the upstream wired queue qi,2 with probability (1−γi).
The design of the γi function depends on the routing and resource allocation

strategies implemented in the mesh network. Finally, similarly to non-gateway

stations, jobs transmitted by queue qi,1 can be corrupted by channel errors

and they will be retransmitted. These retransmitted jobs will contribute to the

overall arrival rate at queue qi,1 with an additional flow of jobs having mean
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arrival rate equal to λri .

Before concluding this section, it is important to describe the wireless chan-

nel access-control mechanisms we adopt for the MAC layer, because they sig-

nificantly affect the estimate of the µi,1 values. In this study, we assume that a

simplified CSMA-based MAC protocol is used by the wireless transmitters to

coordinate simultaneous transmissions of interfering nodes. This basic MAC

scheme implements an idealized collision avoidance mechanism. More precisely,

we assume that each node has an instantaneous knowledge of the communi-

cation state (i.e., idle, receiving or transmitting) of other interfering nodes,

so as to ensure that it starts transmitting only when its transmitted packets

does not cause a collision. This is somehow equivalent to determine a collision-

free random transmission schedule among contending nodes. To model the

interference relationships between contending mesh nodes we use the Proto-

col Model as in [BA09, BCP09a]. In other words, a transmission from mesh

station i to mesh station j, with i, j ∈Q, is admissible if the following condi-

tions are satisfied: 1) disti,j≤Rtx and 2) for every other transmitting node k,

distk,j ≥ (1+∆) ·Rtx, where disti,j is the Euclidean distance between node i

and node j, and ∆ is a positive constant that represents a guard zone in the

Protocol Model. Note that not all the admissible transmissions are successful,

because we incorporate in the analysis a retransmission probability ri,j . The

collision-less MAC protocol used in our study might be considered somehow

restrictive, especially because we neglect the detailed protocol implementation

of collision avoidance and resolution mechanisms, such as 802.11-like backoff

schemes. However, though in a simplified form, this MAC scheme captures the

fundamental aspects of location-dependent contention inherent to multi-hop

environments, which is due to differences in the number of contending nodes at

both endpoints of each communication link. In other words, in this study we

are more concerned on modeling the link capacity degradation due to location-

dependent contention, rather than precisely incorporating in the analysis all

the features of the IEEE 802.11 MAC protocol.

2.3.2 Node utilization

In this section we develop the analysis to determine if a given throughput

allocation in G(V ∪ {a}, Ew, Eg) is feasible. Before formally defining when a

throughput allocation is feasible, and describing our analytical methodology, it
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is useful to introduce some notation.

Let us denote with λe the overall arrival rate of a job from outside (i.e., from

mesh clients associated to mesh nodes) to the mesh network. Furthermore, let

pei,l be the probability that a job from outside the network enters queue l of

station i. This implies that the job arrival rate from outside to queue l of

station i is λei,l = λe · pei,l. For brevity, we introduce the probability matrix

of external arrivals defined as Pe = {pei,l, i ∈ Q, l ∈ [1, q(i)]}. Note that this

notation conforms to the network model formulated in Section 2.3.1.

Definition 1. Throughput allocation. A throughput allocation for G(V ∪
{a}, Ew, Eg) is any assignment for the rate λe and the probability matrix Pe.

A fundamental parameter to compute the arrival rate at every queue qj,s

is the routing probability pi,l;j,s defined as the probability that a job is trans-

ferred from the queue l of station i (i.e., qi,l) to queue s of station j (i.e., qj,s).

Following the equivalency between the real WMN and the queuing network,

the pi,l;j,s value expresses the probability that mesh node i selects mesh node

j as next-hop to reach the Internet. The queue indexes are used to specify

if the packet is transmitted using the wireless links or the wired fixed lines.

For the sake of brevity, we introduce the network routing matrix defined as

Rfwd= {pi,l;j,s, i, j ∈Q, l∈ [1, q(i)], s∈ [1, q(j)]}, which is the probabilistic rep-

resentation of the underlying routing process. Now, we can define the feasibility

of a throughput allocation as follows.

Definition 2. Feasible throughput allocation. A throughput allocation is

feasible for a given routing matrix Rfwd if every queue qi,l (i∈Q and l∈ [1, q(i)])
has a bounded time-average number of packets. This is equivalent to state that

arrival process at queue qi,l is admissible with rate λi,l.

From a mathematical point of view, Definition 2 implies that a throughput

allocation is feasible if all the queues in the system are stable, i.e., the number

of jobs waiting in queue does not grow indefinitely. From a more practical

perspective, to determine if a throughput allocation is feasible is equivalent to

verify that the allocation of a given set of flows on a given set of network paths

does not violate the network capacity constraints. To verify the queue stability

we have to compute the queue’s utilization factor [BGdMT06]. From elemen-

tary queuing theory this requires the evaluation of the first moments of the

packet arrival and service processes at each queue of the network. Specifically,
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the utilization ρi,l of the queue l at station i (i.e., qi,l) is ρi,l = λi,l/µi,l. By

definition, an infinite-size queue is stable if and only if ρi,l < 1.

Note that in statistical equilibrium the rate of departure from a queue is

equal to the rate of arrival, and the overall arrival rate at queue qi,l can be

written as:

λi,l = λe·pei,l+
n∑

j=1
j ̸=i

q(j)∑
s=1

λj,s·pj,s;i,l+


n∑

k=1
k ̸=i

λti;k · rj,k l = 1

0 l = 2

, for i∈Q, l∈ [1, q(i)] .

(2.1)

It is intuitive to observe that the specific formulation of the routing matrix

depends on several factors including the routing algorithm used in the WMN,

the network topology, the throughput allocation and the retransmission prob-

abilities.

The following lemma provides a methodology to compute the routing matrix

Rfwd without solving the system defined in Equation 2.1, but considering a

simplified queuing network.

Lemma 1. Let pi,l;j,s the routing probability of a simplified queuing network

G′(Q,L) obtained from G′(Q,L) by setting ri,j =0 for i, j ∈ Q, while leaving

unmodified all the other characteristics, i.e., λe, Pe, and how the jobs are

routed between the stations. Then, it holds that

pi,l;j,s =



pi,l;j,s

1+
n∑

k=1
k ̸=i

ri,k
1−ri,k

·pi,l;j,s

i ̸= j

1−
n∑

k=1
k ̸=i

pi,l;k,s i=j

(2.2)

Proof. Without loss of generality, we prove expression 2.2 for i, j ∈ M, i.e.,

when the communication endpoints are two mesh routers. In this case, q(i)=

q(j) = 1. The other cases can be easily derived following the same line of

reasoning.

By definition, it holds that

pi,1;j,1 =
λfi;j
λi,1

, pi,1;j,1 =
λ
f

i;j

λi,1
,



26 CHAPTER 2. A FRAMEWORK FOR LOAD AWARE ROUTING. . .

where λ
f

i;j and λi,1 are the mean rate of jobs transferred from station i to

station j inG′(Q,L), and the overall rate of jobs entering queue qi,1 inG′(Q,L),

respectively. Since corrupted packets transmitted over the wireless link between

station i and station j do not enter into queue qj,1, it is intuitive to observe that

λfi;j=λ
f

i;j . In other words the same rate of packets are transferred from station

i to station j in both G′(Q,L) and G′(Q,L). This implies λfi;j = pi,1;j,1 ·λi;j ,
and that

λi,1 = λi,1 +
n∑

k=1
k ̸=i

λri;j . (2.3)

Now, considering the channel model illustrated in Figure 2.2(c) we can write

the following two equalities:

λri;j = ri;j · λti;j , λri;j = λti;j − λ
f
i;j .

With simple algebraic transformations, the above expressions can be written

as

λri;j =
ri;j

1− ri;j
λfi;j =

ri;j
1− ri;j

pi,1;j,1λi;j . (2.4)

By substituting expression 2.4 in formula 2.1, after simple manipulations we

obtain equation 2.2, and this concludes the proof.

Now, the average arrival rate λi,l can be computed from λe, Pe andRfwd by

solving a system of linear equations obtained by writing the flow balance con-

dition at each queue of the system as in equation 2.1. The mean service rates

for the queues modeling transmissions on wired links can be easily derived by

observing that in switched communication technologies there is no contention.

Hence, average service times depend only on the nominal link capacity and the

packet size. Then, under the assumption that the packet size is constant and

equal to P bits, it holds that µi,2 = P/Cr if i∈ Gr, and µi,2 = P/Cp if i∈ Gp.
On the other hand, the derivation of the average service rate for the queues

modeling transmissions on the wireless channel is more involved because it is

necessary to take into account the location-dependent contention, the distri-

butions of active queues (i.e., queues with at least a packet to serve) and the

channel access coordination procedures implemented by the MAC protocol.

Several stochastic models have been developed to analyze the access delays of

CSMA-based MAC protocols used in multi-hop environments. Recall from Sec-
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tion 2.3.1 that in this work we consider a basic collision-free CSMA-based MAC

protocol, and we assume that each mesh node has an instantaneous knowledge

of the communication state of other interfering nodes. Then, following the

footprints of [GCL06] and our previous work [BCP09a], we can model the im-

pact on the channel access of location-dependent contention by employing an

average value analysis, and considering only the long-term fraction of time each

mesh node spends in one of three potential states: transmission state, receiving

state, and idle state. This modeling approach will lead to a mathematically

manageable and reasonably accurate analysis.

To compute the µi,1 parameter we analyze the channel events during the

Xi,1 period, defined as the interval from the time instant a job reaches the

head of queue qi,1 to the time instant in which its service is completed. Under

the assumption that the transmission events are identically and independently

distributed (i.i.d.), it holds that µi,1=1/E[Xi,1], where E[·] is the expectation

operator. To simplify the derivation of the E[Xi,1] expression we condition to

the possible destinations of a job served at queue qi,1. Specifically, owing to

the conditional expectation theory we can write that

E[Xi,1] =
n∑

j=1

q(j)∑
s=1

E[Xi,1;j,s] · pi,1;j,s , (2.5)

where Xi,1;j,s is the time needed by queue qi,1 to complete the service of a job

heading to queue qj,1. This time will mainly depend on the level of contention

around the transmitting station i and the receiving station j, i.e., on the distri-

bution of interfering nodes in the network, as well as on their activity level, i.e.,

the fraction of time these nodes contend for the channel access. More precisely,

due to the random access scheme the this packet transmission can be preceded

by a number zi,1;j,s of transmissions performed by other contenting stations3.

Let us denote with E[Bi,1;j,s] the average period of channel time occupied by

other stations’ packet transmissions, which precedes the service of the packet

at the head of queue qi,1, given that this packet is heading towards queue qj,s.

Then, under the assumption of fixed packet size, it is straightforward to derive

that

E[Bi,1;j,s]=P · E[zi,1;j,s]/Cw. (2.6)

3In our idealized MAC scheme transmission attempts are not preceded by backoff delays.
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This yields to the following expression for the E[Xi,1;j,s] parameter.

E[Xi,1;j,s] = P · (1 + E[zi,1;j,s])/Cw . (2.7)

To derive a closed expression for the E[zi,1;j,s] parameter, the key approxima-

tion of our analysis is to assume that station i attempts to transmit a packet

to station j immediately after the channel becomes idle again with a constant

(state independent) probability equal to τi,1;j,s. This approximation is com-

monly adopted when modeling CSMA-based random access schemes, and it also

known as decoupling approximation [KAMG07]. While in single-hop networks

it is generally assumed that all nodes have the same transmission probability, in

our study the location-dependent contention is modeled by admitting different

values of the τi,1;j,s probabilities. The decoupling approximation yields that

zi,1;j,s is geometrically distributed with parameter τi,1;j,s, that is

Pr{zi,1;j,s = h} = (1− τi,1;j,s)hτi,1;j,s . (2.8)

Now, it is straightforward to derive that

E[Bi,1;j,s] =
(1− τi,1;j,s)
τi,1;j,s

· S , (2.9)

and formula (2.7) can be rewritten as E[Xr
i,1;j,s] = P/(Cw · τi,1;j,s).

The following lemma provides an explicit expression for the transmission

probability τi,1;j,s.

Lemma 2. Under the assumption that reception and transmission events in

G′(Q,L) are mutually independent, it holds that

τi,1;j,s =
∏
h∈Ei

q(h)∏
u=1

(1− ϕh,u · ωh;j) ·
∏

k∈Ej∪{j}

(1− ψk,1) , (2.10)

where

• ϕh,u is the long-term fraction of time spent by queue qh,u receiving packets;

• ψk,1 is the long-term fraction of time spent by queue qk,1 transmitting

packets;

• ωh,u;j is the fraction of wireless queues that are neighbors of station h, but
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they are not interferers for station j, and which have a not-null routing

probability towards queue qh,u;

• Ei is the set of mesh nodes in the interference region of node i (formally,

Ei={h : disth,j≤(1+∆) · r , h∈G).

Proof. The proof follows the same line of reasoning of Lemma 1 in [BCP09a].

In summary, the analytical methodology we adopt to determine the feasi-

bility of a throughput allocation consists of the following steps. First of all,

from the WMN topology G(V ∪{a}, Ew, Eg) we extract the equivalent queuing

network G′(Q,L). Then, given the throughput allocation (λo and Po), and the

routing matrix Rfwd, we can determine the overall arrival rate at each queue

solving the linear system defined with equation (2.1). From the λi,l values

we compute the ϕi,l and ψi,1 parameters, and the τi,1;j,s probabilities using

Lemma 2. This allows us to derive the average service times of each queue in

the network, and to check the feasibility of the throughput allocation.

2.4 Load-aware algorithms for route and gate-

way selection

In the previous section we have developed a analytical framework to determine

if a given routing matrix leads to an unfeasible throughput allocation. In this

section we develop a practical Load-Aware Route Selection (LARS ) algorithm,

which exploits this framework to construct a routing matrix that avoids un-

evenly utilization of gateways’ backhaul links and network bottlenecks, while

ensuring that the resulting throughput allocation is feasible. A key feature

of our solution, is to implement a simple and efficient strategy to discover and

select feasible paths (i.e., paths with sufficient remaining capacity to accommo-

date the bandwidth demands of new flows). As a matter of fact, it is unrealistic

to perform an exhaustive search because there are exponentially many paths

between a source/destination pair, and a brute force strategy does not scale.

For these reasons, in the literature various solutions have been proposed for

reducing the complexity of this problem. A popular approach is to consider

only disjoint and braided paths [WB06], but it is still computationally inten-

sive to construct multiple disjoint paths. An alternative strategy is proposed



30 CHAPTER 2. A FRAMEWORK FOR LOAD AWARE ROUTING. . .

in [MBLD07], where the complexity of finding optimal routes is mitigated by

considering only routing forests, i.e., unions of disjoint trees rooted at the gate-

way nodes. However, tree-based structures are less reliable to link failures than

mesh-based structures. The authors in [KGDB07] propose to transform the

original network graph into an edge graph, where multiple links are aggregated

into segments. This approach results into a reduction in the number of possible

paths to check for feasibility, depending on the adopted segment size.

In our routing scheme we adopt a simpler approach by constructing a routing

mesh from each mesh node to the available gateways. More precisely, for each

mesh node i we compute the minimum cost paths towards each gateway j (with

j ∈ Gr ∪ Gp). Note that minimum cost path can be efficiently computed in a

loop-free manner using Dijkstra and Bellman-Ford algorithms if the routing

metric is isotonic [YWK05]. Thus, the number of paths to check for feasibility

grows linearly with the number of gateways and mesh nodes. The penalty we

pay for this simplicity is that occasionally the routing process may not find a

feasible route although it exists.

To facilitate the description of the LARS solution, Algorithm 1 shows the

pseudo-code that it is used to determine a feasible route for a newly arrived

traffic flow. Let us assume that at time t a set F (k) of k upstream Internet flows,

f (1), f (2), . . . , f (k) has been already admitted in the network. Each of these flow

has demanded a certain average bandwidth to satisfy its QoS requirements.

Formally, let b(i) denote the mean arrival rate of packet generated by the i-th

flow in the set F (k). Thus, the overall offered load λe
(k)

is equal to λe
(k)

=∑k
i=1 b

(k), and Pe(k) is the related throughput allocation. Finally, let R
(k)
fwd be

the equivalent routing matrix used to forward these flows.

Now, let as assume that at time t+1 arrives a new flow f (k+1), originated at

mesh node s∈V , which demands a bandwidth equal to b(k+1). We denote with

Qs the set of gateways that node s can use to access the Internet. Without

loss of generality, we can assume that Qs contains all the gateways deployed in

the network. Then, we update the throughout allocation vector to include the

additional demand of this flow. The core of LARS scheme is the selection of

the best gateway for s in the set Qs of potential Internet gateways. To this end,

LARS algorithm finds the gateway g in the set Qs that is at the least distance

from node s. The minimum cost path between s and g, denoted with paths,g, is

computed using theMinimumCostPath(s, g,G(Q,L)). Then, the routing matrix
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Algorithm 1: Pseudo-code of the LARS algorithm.

Input: G(Q,L), F (k), Pe(k)

, R
(k)
fwd, and f

(k+1).

Output: stable, Pe(k+1)

, R
(k+1)
fwd .

1 stable← true ;
2 admitted← false ;

3 λe
(k+1) ← λe

(k)

+ b(k+1) ;

4 Pe(k+1) ← Update(Pe(k), f (k+1)) ;
5 Qs ← Gr ∪ Gp ;
6 while (Qs ̸= ∅) or !admitted do
7 g ← ExtractClosest(v,Qs) ;
8 paths,g ← MinimumCostPath(s, g,G(Q,L)) ;

9 R
(k+1)

fwd ← Update(paths,g,R
(k)
fwd) ;

10 stable← IsStable(λe
(k+1)

,Pe(k+1),R
(k+1)

fwd ) ;

11 if stable then

12 Consolidate(λe
(k+1)

,Pe(k+1),R
(k+1)

fwd ) ;

13 F (k+1) ← F (k) ∪ f (k+1) ;
14 admitted← true ;

15 else
16 Qs ← Qs \ {g} ;
17 end

18 end

is updated assuming the new flow is routed on paths,g. Finally, the algorithm

checks if the tentative forwarding matrix R
(k+1)
fwd obtained after adding this new

flow from s to g generates a bottleneck in the mesh network. To this end,

the analytical framework developed in Section 2.3 is used to perform a stability

test that checks the feasibility of the throughput allocation. If the stability test

is positive, the algorithm confirms the flow allocation using the Consolidate

function. On the other hand, if gateway g is a bottleneck it can not be used as

an egress point to the Internet for this new flow and it is removed from the set

Qs. If there are still available gateways in the set Qs, LARS will repeat the

steps in the while cycle, testing the feasibility of a new gateway g.
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2.5 Performance evaluation

We compare the performance of the LARS scheme an the shortest-path first

routing protocol using a contention-aware routing metric using both numerical

simulations and preliminary test-bed experiments, as described later in Chap-

ter 4. We take advantage of the different evaluation environments to investigate

the proposed approach from various point of views, including practicality and

feasibility.

2.5.1 Numerical simulations

The goal of this section is twofold. First of all we compare the analytical re-

sults of our model with the outcome of an event-based simulator to validate our

analysis. Then, we compare the throughput performance gains of the LARS

scheme over a shortest-path first routing algorithm using the IRU metric. For

brevity, in the following we refer to this second scheme as SPF-IRU. For the

sake of clarity, before describing the simulation environment and set-up, we

present a brief description of the IRU metric as reported in [YWK06]. Specifi-

cally, to capture inter-flow interference, the IRU metric for link l is defined as,

IRUl=ETTl×Nl, where Nl denotes the number of mesh nodes with which the

transmission on link l interferences, while ETTl [DPZ04] is the expected trans-

mission time on link l. Hence, the IRU cost captures the aggregated channel

time that transmissions on link l consume on neighboring nodes, which essen-

tially represents the inter-flow interference. Note that results in [YWK06] show

that the IRU metric is able to substantially improve total network throughput

in mesh networks by balancing network load.

In the following experiments, the nodes are deployed in a square area of

size 1 Km. In the center of the simulated area we place as single provider gate-

way (i.e., np=1), which has a symmetric high-speed Internet connection with

Cp =1 Gbps. Then, other 100 nodes (mesh routers and residential gateways)

are deployed on a grid layout, with grid points separated by 100m. More pre-

cisely, we randomly pick up nw grid points where we place mesh routers, and in

the remaining nr grid points we place residential gateways (n=nw+nr=100).

This ensures a sufficient degree of randomness in the locations of the gate-

ways. To simulate residential gateways with low-speed backhaul links, we set

Cr = 5 Mbps. Finally, we model diverse levels of network heterogeneity by
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Figure 2.3: Illustrative network topologies. Bold circles represent residential
gateways, while filled triangles are provider gateways.

varying the percentage nr/n of residential gateways over mesh routers. For the

sake of clarity, two illustrative network topologies are plotted in Figure 2.3.

The interference in the network is simulated using the Protocol Model, and

the transmission range and interference range of each node are fixed and equal

to 100m and 200m, respectively. Regarding the MAC protocol, we have imple-

mented the collision-free CSMA-based access scheme described in Section 2.3.1.

A more realistic MAC protocol, using practical collision avoidance mechanisms

(e.g., 802.11-based backoff algorithm) will be considered in future work. How-

ever, to take into account that we abstract away the MAC-layer signaling issue,

i.e., a node is instantly informed about the success of its transmissions, we set
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Parameter Values

Area of deployment 1× 1 Km2

Number of mesh routers 95,90,80

Number of provider gateways 1

Number of residential gateways 5,10,20

Wireless transmission rate 30 Mbps

Wired transmission rate 1 Gbps (provider), 5 Mbps (residential)

Transport protocol UDP

Per-flow offered load uniform in [100kbps, 200kbps]

Table 2.2: Overview of simulation parameters

the effective wireless channel bandwidth to Cw =30 Mbps. Finally, to model

channel errors to each wireless link is assigned a constant packet loss rate, in

accordance with the physical layer model used in Section 2.3.

Regarding the traffic model, in this study we use UDP as the transport

protocol for generating data traffic. We consider upstream Internet flows es-

tablished from randomly selected mesh nodes towards the wired infrastructure.

Following the notation introduced in Section 2.4, b(k) is the average uplink

bandwidth demand of flow f (k). If not otherwise specified, in the following

tests b(k)is a random value uniformly selected in the range [100kbps, 200kbps],

while the inter-packet arrival time is exponentially distributed.

The most important simulation parameters are summarized in Table 2.2.

Capacity estimation

In this section we validate the analysis by comparing the network capacity pre-

dicted using our model, and the network capacity measured through simulations

in different network scenarios. Without loss of generality, in the following ex-

periments we assume that all the wireless links have the same packet loss rate,

say ploss. Following the Definition 2, to compute the network capacity we use

randomly generated traffic traces. More precisely, a traffic trace is composed

of a large number of independent traffic flows, and the originator of each flow

is randomly selected among the mesh nodes. During each simulation run, flows

are sequentially injected into the network, and the maximum network capacity

is obtained when a new flow cannot be accepted without saturating one of the

queues in the network. In the following graphs, we report the results related to

the network capacity estimation using the LARS algorithm. The LARS scheme
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Figure 2.4: Comparison between predicted and measured network capacity
using the LARS scheme with nr/n = 0.05.

permits to inject in the network a larger number of flows than SPF-IRU (re-

sults presented later in Section 2.5.1). This allows us to validate the analysis

in conditions of higher contention on both the wired and the wireless channel,

which is very helpful to check the accuracy of the analysis in a larger set of

network conditions.

Figures 2.4 and Figures 2.5 show a set of scatter plots comparing the net-

work capacity predicted by our model and the one measured through simula-

tions for different numbers of residential gateways and packet loss rates. Twenty

different traffic traces are tested per each network topology. The plots show

that the correspondence between analytical and simulation results is quite good

in most of the considered scenarios. By inspecting the results we discovered

that the slight discrepancies between the model predictions and the simulation

results occurs primarily when the saturation of a wireless queue is responsible

for the limitation of network capacity. This suggests that the model accuracy

can be improved by further refining the average value analysis developed to

characterize the service times of wireless queues (see Lemma 2).
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Figure 2.5: Comparison between predicted and measured network capacity
using the LARS scheme with nr/n = 0.1.

A number of additional important observations can be derived from the

shown results. First, network capacity is greatly dependent on the location of

residential gateways, and the traffic pattern. This is even more evident with

SPF-IRU4 since it uses the gateways’ resources in a less efficient way than

LARS. In general, the higher the nr/n value, the higher the network capac-

ity. This is expected because adding more gateways increases the aggregate

bandwidth available to access the Internet. Moreover, we can observe that

increasing the packet loss rate the network capacity may decrease because the

retransmitted packets consume more wireless bandwidth. However, many net-

work scenarios are negligibly affected by an increase of packet loss rates. This is

especially true for scenarios characterized by poor network capacity because, in

this case, it is likely that the network bottleneck is a particularly disadvantaged

gateway. Thus, the effect of a small increase in the number of retransmitted

frames is dominated by the inefficiency in the use of the gateways’ low-speed

backhaul links.

4Simulation results related to SPF-IRU are not reported here due to space limitations
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Both the above observations motivate the LARS design in which the route

selection algorithm takes into account the locations of gateways, as well as the

remaining capacity of fixed lines and wireless links.

Capacity gain

In this section, we evaluate the efficiency of the LARS solutions in terms of the

provided throughput gain G, i.e., the ratio between the maximum network ca-

pacity they obtain and the one achieved by SPF-IRU routing algorithm. Since

network capacity measurements have a high dispersion over different topologies

and traffic traces, rather than using mean or standard deviation as compari-

son metric, we show the throughput gain obtained in each network scenario.

More precisely, Figure 2.6 and Figure 2.7 show the performance gain provided

by LARS over SPF-IRU for each of the topologies considered in Figure 2.4

and Figure 2.5, respectively. For the sake of clarity, in the graphs we sort

the topologies from the maximum network capacity obtained by the shortest-

path routing algorithm to the minimum one. Moreover, for each topology we

plot the performance gain measured using simulations and the one predicted

by the analysis. For these scenarios, LARS significantly outperforms shortest

path routing providing a throughput improvement that range from 10% up to

240%. By analyzing more in depth these results we have found out that the

performance gain is higher for the most disadvantaged topologies, i.e., for the

topologies where the SPF-IRU scheme obtained the lowest performance. This

further underlines that the key property of the LARS solution is to anticipate

the emergence of network bottleneck and to avoid paths passing though such

bottleneck. It is also interesting to observe that higher performance gains are

achieved for nr/n = 0.05 than nr/n = 0.1. This can be explained by observ-

ing that the higher the density of residential gateways, and the higher the

probability that a mesh client has a close gateway. Thus, the inefficiency of a

shortest-path first routing algorithm may diminish.

The remarkable throughput improvements provided by LARS can be ex-

plained by considering the ability of this algorithm to evenly distribute the

network load among all the available gateways. This observation will be fur-

ther discussed in the following sections, where we use the prototype LARS

implementation in a small-scale realistic mesh network to perform a more fine

grained study of gateways’ resource utilization.
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Figure 2.6: Capacity gain of LARS over SPF-IRU for nr/n = 0.05. The
topologies in each graph are ordered from the one with maximum network
capacity to the one with minimum network capacity.

2.6 Conclusions

Differently from other studies on WMNs, in this chapter we have considered

heterogeneous WMNs where gateways’ backhaul links may have various speeds.

Focusing on this scenario, we have developed a queuing network model to ana-

lyze the network capacity as a function of several system parameters, including

locations of gateways, traffic patterns, link bandwidths and packet loss rates.

By exploiting this predictive tool, we have designed LARS, a load-aware route

and gateway selection algorithm that improves the network capacity by ensur-

ing a more balanced utilization of the network and gateways’ resources. Using

simulations and a prototype implementation in a realistic small-scale mesh

network, we have shown that the LARS scheme significantly outperforms the

shortest path routing using a contention-aware routing metric, providing up to

240% throughput improvement in some network scenarios.

Although our analysis considers packet losses due to channel errors, we

have used an idealized CSMA-based MAC protocol, which primarily captures
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Figure 2.7: Capacity gain of LARS over SPF-IRU for nr/n = 0.1. The topolo-
gies in each graph are ordered from the one with maximum network capacity
to the one with minimum network capacity.

location-dependent contention issues due to differences in the number of con-

tending nodes at both endpoints of each communication link. Although this

basic CSMA model can provide accurate expressions, the extension of our anal-

ysis to a real MAC protocol implementing practical collision avoidance mech-

anisms is a challenge that needs to be addressed. Furthermore, traffic flows

can express their QoS demands using various metrics. For instance, end-to-end

delay may be a more important metric to use for real-time traffic. However,

jointly considering capacity and end-to-end delay constraints in the routing

process is a complex issue. Finally, to integrate specific fairness models in the

gateway selection is also an interesting research direction.
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Chapter 3

Theoretical Performance

Evaluation

3.1 Introduction

Wireless mesh networks (WMNs) are increasingly deployed to provide cost-

effective ubiquitous access to the Internet [KSK04]. Normally, in WMNs a

set of stationary wireless mesh routers form a multi-hop wireless backbone,

where a small subset of these routers act as gateways being connected to the

Internet through high-speed fixed lines [BCG05]. Typically, it is also assumed

that the link capacity in the Internet is much larger than the wireless channel

capacity. However, this vision is rapidly changing. Real-world mesh networks

are frequently used to share a potentially large number of low-speed Internet

connections (i.e., DSL fixed lines) available at the customers’ premises. Exam-

ples of such networks are Meraki-based deployments in urban areas [Mer], or

the Ozone’s network in Paris, which is composed of 400 mesh routers, most of

them using standard DSL links as Internet backhaul, while only ten gateways

are provided with an ISP-owned fiber link [Ozo]. In a broader sense, wireless

mesh networks are evolving into a converged infrastructure used to share the

Internet connectivity of sparsely deployed fixed lines with heterogeneous capac-

ity, ranging from ISP-owned broadband links to subscriber-owned low-speed

connections [SACB08].

WMNsMesh being primarily used for Internet access. Therefore, both traf-
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fic routing and Internet gateway selection play a crucial role in determining the

overall network performance and in ensuring optimal utilization of the mesh

infrastructure [ZWR08]. Indeed, depending on the location of the mesh nodes

and the gateways, some of the mesh nodes may obtain substantially lower

throughput than others. Similarly, if many mesh nodes select the same gate-

way as egress (ingress) point to (from) the Internet, congestion may increase

excessively on the wireless channel, or the Internet connection of the gateway

can get overloaded. This problem is particularly relevant in the heterogeneous

WMNs considered in this study, because low-speed Internet gateways may eas-

ily become a bottleneck, limiting the achievable capacity of the entire network,

while most of the available studies have assumed that bottlenecks appear only

in the wireless network. Finally, a load-unaware gateway selection can lead to

an unbalanced utilization of network resources.

To improve load balancing and increase capacity of WMNs, previous stud-

ies suggested to use balanced tree structures rooted at the gateways, and to

route the traffic along the tree paths. For instance, a heuristic algorithm for

calculating load-balanced shortest path trees taking into account flow load is

proposed in [HCC05]. In [BHK07], approximated solutions are defined for cal-

culating load-balanced trees that allocate the same bandwidth to all the nodes,

using both single-path and multi-path approaches. An alternative strategy is

proposed in [MBLD07], where the complexity of finding optimal routes is mit-

igated by considering only delay optimal routing forests, i.e., unions of disjoint

trees routed at the gateway nodes. However, tree-based routing structures are

less reliable to link failures than mesh-based structures. Furthermore, the ad-

mission of a new flow usually triggers complex reconfiguration procedures for

the entire tree in order to maintain the load balancing properties.

A simpler approach to improve network performance is to define routing

metrics for shortest-path first (SPF ) routing that determine high-throughput

paths and/or facilitate load balancing. Initially proposed metrics (e.g., ETX

[DCABM03] and ETT [DPZ04]), focused only on link characteristics (e.g.,

frame loss and transmission rates), thus they cannot balance the load. Recent

studies proposed to introduce in the metric computation estimates of inter-flow

and intra-flow interference (e.g., IRU [YWK06]), location-dependent contention

(e.g., CATT [GS08], ETP [MBLD07]), or load-dependent cost (e.g., the queue

length in WCETT-LB [MD07], or the number of per-link admitted flows in
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LAETT [ALCR08]). Although these metrics have been demonstrated to work

quite well in mesh networks, and to provide higher throughput performance

than simple hop count, they are completely unaware of the available resources

at the gateways. On the contrary, significant performance improvements may

be obtained by considering residual capacity of the links between the gateways

and the Internet, as well as the load distribution, when routing traffic flows.

However, there is a complex interdependence between the way traffic flows are

routed in the network and the utilization of network resources, which makes

defining simple heuristics to estimate the remaining capacity of a network path

or a gateway quite difficult.

To address the above problems, in this chapter we make the following con-

tributions. We develop a multi-class queuing network model for heterogeneous

WMNs and used it to determine if a given allocation of flows on a set of net-

work paths is feasible. More precisely, our model characterizes the network

performance as a function of the traffic pattern, the distribution of gateways

and mesh routers in the WMN, the heterogeneity of link capacities, as well

as the location-dependent contention on the wireless channel; then, given the

routing strategy used to allocate the flow demands on the network paths, we

exploit our model to establish if the resulting flow allocation does not violate

the network capacity constraints. Moreover, we also mathematically character-

ize the average packet end-to-end delay, defined as the average time taken by

a packet to reach the Internet after it is generated. To validate our modeling

methodology, in this study we consider a basic CSMA-based MAC protocol,

which implements an idealized collision avoidance mechanism that can always

detect if the medium is busy or free before a transmission attempt. The pri-

mary goal of this study is not to accurately model the performance of specific

standard MAC protocols, but to investigate the impact on system performance

of the location-dependent contention inherent to multi-hop environments, due

to differences in the number of contending nodes at both endpoints of each

communication link ([BCP11]).

It is important to point out that several previous studies have proposed

to use queuing models to investigate system performance of CSMA-based ad

hoc networks. However most of these studies have applied queuing theory

to the analysis of single-hop ad hoc networks [ASS03, OM04, TS08]. To the

best of our knowledge, in the literature a few examples exist which deal with
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the multi-hop case. In [BA09], the authors model random access multi-hop

wireless networks as open GI/G/1 queuing networks to analyze the average

end-to-end delay and maximum achievable per-node throughput. However, the

formulation proposed in [BA09] can be applied only to random networks, and

it does not incorporate flow-level behaviors. Our objective is different from

[BA09], because we consider arbitrary topologies and routing strategies, and

we focus on per-flow performance. In our paper [BCP09a] we have developed

a single-class queuing model to analyze the network capacity of heterogeneous

WMNs, however, the analysis in [BCP09a] is valid only for upstream Internet

traffic, which is a somehow unrealistic traffic model for typical WMNs. To go

further, in this chapter we extend our previous analysis to incorporate generic

traffic distributions, which motivates the use of a novel modeling methodology

based on multi-class queuing networks.

Guided by our analysis, in this chapter we propose a Capacity-Aware Route

Selection algorithm (CARS ), which integrates traffic routing with gateway se-

lection. Instead of using SPF routing, CARS scheme determines the set of

optimal routes from the mesh node that originates a new flow, and the avail-

able gateways. It is important to note that any cost function can be used to

determine the initial set of optimal network paths. However, isotonic routing

metrics are preferable because they permit efficient and loop-free computa-

tion of minimum cost paths [YWK05]. Then, CARS allocates the new flow to

the best network path that has enough residual capacity (as predicted by our

model) to satisfy its bandwidth demands. As a result, a mesh node can discard

paths or gateways that cannot accept additional demands. This facilitates load

balancing in the network by avoiding the rapid exhaustion of the link capacity

of disadvantaged mesh nodes or gateways, leading to a more efficient utilization

of both wireless and wired network resources. Through simulations performed

in network scenarios with different numbers of gateways and link capacities, we

show that CARS scheme results in significant throughput improvements over

SPF routing using IRU metric [YWK06], which captures only inter-flow in-

terference (i.e., mutual interference between adjacent flows). Furthermore, the

simulation results confirm the accuracy of the proposed modeling methodology.

The remaining of this chapter is organized as follows. Section 3.2 introduces

the network model. In Section 3.3 we develop the capacity analysis. Section 3.4

describes the proposed CARS algorithm. In Section 3.5 we present simulation
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Figure 3.1: General architecture of WMNs.

results to validate the analysis, and to compare CARS performance against two

other routing algorithms. Finally, conclusions and future work are discussed in

Section 3.6.

3.2 Network Model

In this work we are concerned with heterogeneous wireless mesh networks

(WMNs) as illustrated in Figure 3.1., which consist of fixed wireless routers,

and mobile or semi-static end-user stations, also named mesh clients. Wireless

mesh routers are equipped with local access points, which aggregate the traffic

from mesh clients that are associated with them. Thus, mesh routers constitute

a wireless mesh backbone providing a wireless infrastructure for mesh clients.

Some of the mesh routers have also a physical link to a wired backhaul network,

and they serve as gateways between the WMN and the global Internet. All the

resources residing on the wired network (e.g., files or application servers) can

be accessed through any of the available gateways. Henceforth, mesh routers

and mesh gateways are collectively termed mesh nodes.

Differently from previous studies, which generally assume a limited number

of mesh gateways in the network, as well as no capacity constraints on the

gateways, we consider different classes of mesh gateways. More precisely, we

consider mesh gateways connected to the wired network using low-speed links,
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and mesh gateways connected to the wired network using very high-speed links.

As discussed in Section 3.1, the former category of gateways can model mesh

routers deployed at the customers’ premises, which are generally connected to

the Internet through residential access lines (e.g., DSL or cable lines), whereas

the latter category can model mesh gateways located at the provider’s premises,

which have a high-speed connection to the Internet (e.g., fiber or point-to-

point high-capacity wireless links). Hereafter, we will refer to the first type of

gateways as residential gateways, and to the second one as provider gateways.

A second relevant difference between the network scenario targeted in this

work and the architecture of WMNs generally adopted in previous studies is

that we relax the assumption on symmetric capacity for fixed access lines. More

precisely, the distinguishing characteristic of DSL-based technologies is that

the upload speed is generally lower than the download speed. This asymmetry

in the bandwidth for the two transmission directions may have a significant

impact on the overall network capacity if not properly taken into account dur-

ing the routing process. To the best of our knowledge, previous studies have

only considered the case of wired communications technologies with symmetric

bandwidth for both directions.

To represent the above network model, let us introduce Gr as the set of

residential gateways, Gp as the set of provider gateways, and M as the set of

mesh routers without a physical connection to the wired infrastructure. Let

nw, nr and np be the cardinality of M, Gr, and Gp sets, respectively, with

n = nw+nr+np. Then, the network is modeled using a mixed graph G =

(V ∪ {a}, Ew, Eg), where the graph vertices V (|V | = n) represent the mesh

nodes (i.e., V =Gr ∪ Gp ∪M), and a is a virtual node that corresponds to the

fixed infrastructure. We denote by Ew the set of undirected edges representing

the wireless links between mesh nodes, while Eg is the set of directed edges

representing the network links between the gateways and the infrastructure.

The neighborhood of node i∈V , denoted by N(i), is the set of nodes to which

node i is physically connected. If node i is a gateway, the virtual node a is

included in the neighborhood of i.

Each link e∈Ew has a capacity (bit rate) Cw for both directions, whereas

each link e∈Eg has a capacity that depends on the direction of the commu-

nication, as well as on the gateway class. More precisely, we assume that a

link e∈Eg from a residential gateway i∈Gr to the wired infrastructure a has
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capacity Cu
r , and from a to gateway i has capacity Cd

r , respectively. Similarly,

we assume that a link e ∈ Eg from a provider gateway i ∈ Gp to the wired

infrastructure a has capacity Cu
p , and from a to gateway i has capacity Cd

p ,

respectively. It is important to note that in this work we are primarily con-

cerned with Internet traffic; in other words, we assume that user traffic is either

originated from or is destined to the fixed infrastructure.

Concerning the physical layer model of the wireless communication chan-

nel, we assume that the transmission range of each station is fixed and equal

to r. Moreover, a pair of mesh nodes that are within each other’s interfer-

ence range may interfere with each other’s transmissions, even if they cannot

directly communicate. To model the interference relationships between con-

tending mesh nodes, we use the Protocol Model as in [BA09, BCP09a]. In

other words, a transmission from mesh node i to mesh node j, with i, j∈V , is

successful if the following conditions are satisfied: 1) |i−j|≤r, i.e., the euclidean
distance between nodes i and j is lower or equal to r; and 2) for every other

transmitting node k, |k−i| ≥ (1+∆) ·r, where ∆ is a fixed positive constant

that represents a guard zone in the Protocol Model. Alternatively, (1+∆) ·r
can be interpreted as the interference range, i.e., the largest distance at which

a sender can interfere with an ongoing transmission. For brevity, let us denote

with I(i) the set of interferers for node i, i.e., j∈I(i) if |j−i|≤(1+∆)·r.

To coordinate simultaneous transmissions of interfering nodes we employ

a basic CSMA-based MAC protocol, which implements an idealized collision-

avoidance mechanism. More precisely, we assume that each node has an in-

stantaneous knowledge of the communication state (i.e., idle, receiving or trans-

mitting) of other interfering nodes, so as to ensure that it starts transmitting

only when both above conditions can be satisfied. This is somehow equivalent

to determine a collision-free random transmission schedule among contending

nodes. This assumption might be considered restrictive, especially because we

neglect the detailed protocol implementation of collision avoidance and res-

olution mechanisms, such as 802.11-like backoff schemes, as well as the im-

pact of hidden nodes on the link capacity. However, though in a simplified

form, the considered MAC scheme captures some of most important aspects

of location-dependent contention inherent to multi-hop environments, which is

due to differences in the number of contending nodes at both endpoints of each

communication link. In other words, in this study we are more concerned on
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variable definition

µr
i,l The service rate of the queue l of the station i for packets of the rth class

λr
e;i The arrival rate from mesh clients to station i for packets of the rth class

λr
a;i The arrival rate from the wired infrastructure to station i for packets of the

rth class

λr
o;i,l The arrival rate from outside (i.e., mesh clients and wired infrastructure) to

queue l of station i for packets of the rth class

λo The overall arrival rate from outside to the mesh network

pro;i,l The probability that a packet from outside the mesh network enters queue l
of station i as a job of the rth class

λr
f ;i The arrival rate from node i’s neighboring nodes to station i for packets of

the rth class

λr
i,l The overall arrival rate of packet of the rth class r to queue l of station i

pri,l;j,s The probability that a packet of the rth class at queue l of node i is transferred
at queue s of node j

ρri,l The utilization of the queue l of the node i with respect to jobs of the rth
class

Table 3.1: Model notation

modeling the link capacity degradation due to location-dependent contention,

rather than precisely incorporating in the analysis all the features of the IEEE

802.11 MAC protocol. The extension of our modeling framework to take into

account hidden nodes is part of our future work.

3.3 Queuing Analysis

In this section we develop a queuing-based analysis of the WMN architecture

described above. We use this mathematical framework to derive expressions for

the network capacity and the average end-to-end packet delay. Fro the sake of

clarity, Table 3.1 summarizes the key notations used throughout the analysis.

3.3.1 Queuing Network Model

The first step of our analysis is to define a representation of an heterogeneous

WMN, i.e. G(V ∪{a}, Ew, Eg), through an equivalent multi-class queuing net-

work G′(Q,L), where Q is the set of queuing systems in the network, for brevity

stations, which model the real mesh nodes, and L is the set of connections be-

tween stations. First of all, it is important to discuss the reasoning behind

using a multi-class queuing network. Intuitively, jobs in the queuing network
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represent packets in the physical network1. However, each packet may have a

different destination (either a mesh client associated to a mesh node or a device

located in the global Internet), and may belong to traffic flows with different

bandwidth demands. Hence, multiple job classes is a flexible technique to sep-

arately characterize the properties of different traffic flows. More precisely, the

packets of a flow originated from a device in the wired infrastructure, which

enters the WMN from gateway i (i∈ Gr ∪ Gp), and have a client associate to

mesh node r (r∈V ) as destination, are modeled as jobs of class r. We define

the average arrival rate of such flow as λra;i. On the other hand, the packets

of a flow originated from a mesh client associated to mesh node i (i∈V ), and

heading to a device in the wired infrastructure (i.e., to the virtual node a),

are modeled as jobs of class 0. The average packet arrival rate of such flows

is defined as λre;i. Being n the number of mesh nodes, the number of classes

needed to model all the possible traffic flow destinations is R=n+1. It is also

worth pointing out that job classes can differ in their service times and in their

routing probabilities, which ensures a high modeling flexibility.

Based on our analogy between the physical network and an equivalent queu-

ing network, each mesh node i ∈ V is modeled through an equivalent queuing

system i ∈ Q. In general, this equivalent queuing station may include several

queues to capture the most important features of the multiple network inter-

faces (for both wired and wireless technologies), which a mesh node is equipped

with. For brevity, let q(i) be the number of queues in station i. It is intuitive to

note that, being the WMN composed of two classes of nodes, gateway and non-

gateway nodes, at least two different queuing station models should be specified

for the analysis. For ease of explanation, Figure 3.2 exemplifies the structure

of the queuing stations used to model mesh nodes. Specifically, Figure 3.2(a)

illustrates a station modeling a wireless mesh router i (i∈M) not connected to

the wired infrastructure. This mesh node aggregates the traffic originated from

the mesh clients associated with it. Since we do not consider communications

between mesh clients but only between mesh clients and the Internet, it holds

that λre;i=0 for r ̸=0. In addition to locally generated jobs, station i receives

jobs forwarded by neighboring mesh nodes, with average arrival rate λrf ;i. In

case r= i, namely, the jobs are intended for a mesh client associated to mesh

node i, the traffic is redirected to a queue, say qi,0, modeling the transmissions

1In the following, the terms job and packet are used equivalently.



50 CHAPTER 3. THEORETICAL PERFORMANCE EVALUATION

 

 
e;i

0

 
i,1

r

 
i,1

r

pi,1; j,s
r

jobs from 
end-users 

jobs
forwarded 

jobs
absorbed 

r  i( )

qi,0
qi,1

(a) Non-gateway mesh node

1 !
i

r( )

 
i,2

r

 
i,1

r

pi,1; j,s
r

 
i,3

r

 
a;i

r jobs from 
infrastructure 

 
 
i,1

r

 
i,2

r 

 
e;i

0

ˆ   f ;i

r
i( )

jobs
absorbed 

r = i( )

qi,1

qi,2

qi,0

qi,3

(b) Gateway mesh node

Figure 3.2: Equivalent queuing stations used to model mesh nodes.
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from the local access point to the mesh clients. After completing the service at

queue qi,0, the jobs are absorbed and leave the network. Note that we assume

there are no capacity constraints at the local access point, which implies that

jobs are instantaneously served at queue qi,0. On the contrary, if r ̸= i, the jobs
should be forwarded to another node, and they are redirected to the queue,

say qi,1, which models the transmissions on the wireless channel. Hence, the

total arrival rate at queue qi,1 is λri,1=λ
r
f ;i+λ

r
e;i (for r ̸= i). Finally, after being

served from queue qi,1, a job of class r will be transferred to the s-th queue of

the j-th station with probability pri,1;j,s. In other words, pri,1;j,s is the routing

probability, which models the packet forwarding process implemented in the

physical network as a stochastic process.

Figure 3.2(b) illustrates a station modeling a gateway node i (i∈Gr ∪ Gp).
In this case, the internal structure of the queuing station is more complicated

because we need four queues, say qi,0, qi,1, qi,2 and qi,3 (i.e., q(i) = 4), to

model wireless transmissions to associated mesh clients, wireless transmissions

to neighboring mesh nodes, uplink wired transmissions and downlink wired

transmissions, respectively. Specifically, each gateway i may receive packets

from the wired infrastructure, which have mesh node r as destination. These

packets will be routed through queue qi,3, and we denote with λra;i their average

arrival rate. Note that if r= i, then the mesh clients associated to this gateway

are the packet destination, and after being served at queue qi,3 the jobs are

redirected to queue qi,0. On the other hand, gateway i may receive packets

forwarded by neighboring mesh nodes, with average arrival rate λrf ;i, as well

as packets generated by associated mesh clients, with average arrival rate λre;i.

In case r= i, the received jobs are intended for the mesh clients associated to

mesh gateway i, and the traffic is redirected to queue qi,0. On the other hand,

if r = 0, the packet destination is the wired infrastructure (i.e., the virtual

node a) and the packet should be routed through queue qi,2, which models the

wired access line in the uplink direction. However, a residential gateway may

have a low-speed upstream connection to the Internet, which rapidly becomes a

bottleneck as the traffic received on the wireless interface builds up, limiting the

achievable capacity of the whole mesh network. To make this limitation less

severe, the residential gateway may take advantage of the available wireless

bandwidth to behave as a relay node, and further forwarding the traffic to

one of its neighbors, which may be less congested, or closer to a provider
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gateway. To model this capability we introduce the re-forwarding probability

γri . Specifically, a job of class r received by gateway i is routed through the

wireless queue qi,1 with probability γri , or directly through the upstream wired

queue qi,2 with probability (1−γri ). The design of the γri function depends on the

routing and resource allocation strategies implemented in the mesh network.

Note that in our model γri =1 for r ̸=0 because communications between mesh

gateways through the wired infrastructure are not permitted. In other words

queue qi,2 can be used only by upstream flows to access the Internet (i.e., virtual

node a).

For simplicity, in this study we assume that all queues have infinite size and

serve packets according to a FCFS discipline.

3.3.2 Feasible Network Throughput

In this section we develop the analysis to determine if a given throughput allo-

cation in G is feasible. Before formally defining when a throughput allocation

is feasible, and describing our analytical methodology, it is useful to introduce

some notation.

Let us denote with λo the overall arrival rate of jobs from outside to the

mesh network. Furthermore, let pro;i,l be the probability that a job from outside

the network enters the l-th queue of the i-th station as a job of the r-th class.

This yields that the arrival rate from outside to queue l of station i (i.e., qi,l) for

class r jobs is λro;i,l=λo ·pro;i,l. Then, we define the probability matrix of external

arrivals as Po = {pro;i,l, i ∈ Q, l ∈ [1, q(i)], r ∈ [1, R]}. Note that this notation

conforms to the network model formulated in Section 3.3.1. For instance, for

gateway i it holds that λro;i,3=λo·pro;i,3=λra;i,3. Thus, from a given value of λo

it immediately follows that pro;i,3=λ
r
a;i,3/λo. Similar reasoning can be applied

to derive the probability pro;i,l for the internal queues of each mesh node.

Definition 3. Throughput allocation. A throughput allocation for G is any

assignment for the rate λo and the probability matrix Po.

In Section 3.3.1 we have introduced the routing probability pri,l;j,s defined as

the probability that a job of class r is transferred from the queue l of station i

(i.e., qi,l) to queue s of station j (i.e., qj,s). Following the equivalency between

the real WMN and the queuing network, the pri,l;j,s value expresses the prob-

ability that mesh node i selects mesh node j as next-hop to reach destination
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r. The queue indexes are used to specify if the packet is transmitted using the

wireless links or the wired fixed lines. Then, we define the network routing ma-

trix as Rfwd = {pri,l;j,s, i, j ∈Q, l ∈ [1, q(i)], s∈ [1, q(j)], r ∈ [1, R]}, which is the

probabilistic representation of the underlying routing process. It is intuitive

to observe that the specific formulation of the routing matrix depends on the

routing algorithm used in the WMN, as well as the network topology.

The following definition specifies when a throughput allocation is feasible.

Definition 4. Feasible throughput allocation. Given a routing matrix

Rfwd, a throughput allocation is feasible if every queue qi,l (i ∈ Q and l ∈
[1, q(i)]) has a bounded time-average number of packets. This is equivalent to

state that arrival process at queue qi,l is admissible with rate λro;i,l.

From a mathematical point of view, Definition 4 implies that a throughput

allocation is feasible if all the queues in the system are stable, i.e., the number

of jobs waiting in queue does not grow indefinitely. From a more practical

perspective, to determine if a throughput allocation is feasible is equivalent to

verify that the allocation of a given set of flows on a given set of network paths

does not violate the network capacity constraints.

To verify the queue stability we have to compute the queue’s utilization

factor [BGdMT06]. From elementary queuing theory this requires the evalu-

ation of the first moments of the packet arrival and service processes at each

queue of the network. Specifically, under the assumption that service rates are

independent of the queue load, the utilization ρri,l of the queue l at node i (i.e.,

qi,l) with respect to jobs of the r-th class is

ρri,l =
λri,l
µr
i,l

, (3.1)

where λri,l is the average packet arrival rate of class r jobs at queue qi,l, and

µr
i,l is the corresponding average service rate. Then, the overall utilization of

queue qi,l can be computed as:

ρi,l =
R∑

r=0

ρri,l . (3.2)

By definition, an infinite-size queue is stable if and only if ρi,l < 1.

The average rate λri,l can be computed from λo, Po and Rfwd by solving
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the following system of linear equations:

λri,l = λo · pro;i,l +
n∑

j=1

q(j)∑
s=1

λrj,sp
r
j,s;i,l for i∈Q, l∈ [1, q(i)] , (3.3)

obtained by writing the flow balance condition at each queue of the system.

The average service rates for the queues modeling transmissions on ei-

ther uplink or downlink wired links can be easily derived by observing that

in switched communication technologies there is no contention. Hence, aver-

age service times depend only on the nominal link capacity and the packet

size. Then, under the assumption that the packet size is constant and equal to

P bits, it holds that

µr
i,l =


P/Cu

r i ∈ Gr, l = 2

P/Cd
r i ∈ Gr, l = 3

P/Cu
p i ∈ Gp, l = 2

P/Cd
p i ∈ Gp, l = 3

. (3.4)

On the other hand, the derivation of the average service rate for the queues

modeling transmissions on the wireless channel is more involved because it is

necessary to take into account the location-dependent contention, the distri-

butions of active queues (i.e., queues with at least a packet to serve) and the

channel access coordination procedures implemented by the MAC protocol.

Several stochastic models have been developed to analyze the access delays of

CSMA-based MAC protocols used in multi-hop environments. Recall from Sec-

tion 3.2 that in this work we consider a basic collision-free CSMA-based MAC

protocol, and we assume that each mesh node has an instantaneous knowledge

of the communication state of other interfering nodes. Then, following the

footprints of [GCL06] and our previous work [BCP09a], we can model the im-

pact on the channel access of location-dependent contention by employing an

average value analysis, and considering only the long-term fraction of time each

mesh node spends in one of three potential states: transmission state, receiving

state, and idle state. This modeling approach will lead to a mathematically

manageable, but still reasonable accurate, analysis.

To compute the µr
i,1 parameter2 we analyze the channel events during the

2Recall that qi,1 refers to the queue at station i that models transmissions on the wireless
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Xr
i,1 period, defined as the interval from the time instant a class r job reaches

the head of queue qi,1 to the time instant in which it is transferred to the next-

hop station. Then, it holds that µr
i,1=1/E[Xr

i,1], where E[·] is the expectation

operator. To simplify the derivation of the E[Xr
i,1] expression we condition

to the possible destinations of a class r job served at queue qi,1. Specifically,

owing to the conditional expectation theory we can write that

E[Xr
i,1] =

n∑
j=1

min{2,q(j)}∑
s=0

E[Xr
i,1;j,s] · pri,1;j,s , (3.5)

where Xr
i,1;j,s is the time needed to transfer a job of class r from queue qi,1

to queue qj,s. This time will mainly depend on the level of contention around

the transmitting station i and the receiving station j, i.e., on the distribution

of interfering nodes in the network, as well as on their activity level, i.e., the

fraction of time these nodes contend for the channel access.

X
k

r

B
k

r
S
k

r

Channel Time 

Figure 3.3: Illustrative example of the channel events during the transmission
of a class r packet from qi,1 to queue qj,s.

For ease of explanation Figure 3.3 shows the evolution of channel events

during a generic Xr
i,1;j,s interval. As illustrated in the diagram, due to the

random access scheme the transmission of a packet from queue qi,1 to queue

qj,1 may be preceded by a number zi,1;j,s of transmissions by other contenting

stations, which does not depend on the packet class3. Let us denote with

E[Bi,1;j,s] the average period of channel time occupied by other stations’ packet

transmissions, which precedes the service of the packet at the head of queue qi,1,

given that this packet is heading to queue qj,s. Then, under the assumption of

channel.
3In the consider idealized CSMA-based MAC protocol transmission attempts are not

preceded by backoff delays.
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fixed packet size, it is straightforward to derive that

E[Bi,1;j,s]=P · E[zi,1;j,s]/Cw. (3.6)

This yields to the following expression for the E[Xr
i,1;j,s] parameter.

E[Xr
i,1;j,s] = P · (1 + E[zi,1;j,s])/Cw . (3.7)

An interesting result of expression (3.7) is that the value of E[Xr
i,1;j,s] value

does not depend on class r. This can be explained by noting that the impact

of class r on the service time is taken into account in formula (3.5) through

the per-class routing probabilities. However, it is also intuitive to note that

the time needed to transfer a packet on a link from qi,1 to qj,s using a random

access scheme should not depend on the packet class but only on the contention

level around station i and station j.

To derive a closed expression for the E[zi,1;j,s] parameter, the key approx-

imation of our analysis is to assume that station i attempts to transmit a

packet to station j immediately after the channel becomes idle again with a

constant (state independent) probability equal to τi,1;j,s. This approximation

is commonly adopted when modeling CSMA-based random access schemes in

single-cell WLANs, and it also known as decoupling approximation [KAMG07].

We observe that it is reasonable to extend this approximation also to the case

of multi-hop environments give that we assume a perfectly synchronized MAC.

It is important to note that, while in single-hop networks it is generally as-

sumed that all nodes have the same transmission probability, in our study the

location-dependent contention is modeled by admitting different values of the

τi,1;j,s probabilities. The decoupling approximation yields that zi,1;j,s is geo-

metrically distributed with parameter τi,1;j,s, that is

Pr{zi,1;j,s = h} = (1− τi,1;j,s)hτi,1;j,s . (3.8)

Now, it is straightforward to derive that

E[Bi,1;j,s] =
(1− τi,1;j,s)
τi,1;j,s

· S , (3.9)

and formula (3.7) can be rewritten as E[Xr
i,1;j,s] = P/(Cw · τi,1;j,s).
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The following lemma provides an explicit expression for the transmission

probability τi,1;j,s.

Lemma 3. For the random access MAC model, under the assumption that

reception and transmission events in G′(Q,L) are mutually independent, it

holds that

τi,1;j,s =
∏

k∈I(j)∪{j}

[1− ptx(i)] · (3.10)

∏
h∈I(i)∩I(j)

[
1− prx(h)

1− ptx(h)
· ωh;j

]
·

∏
h∈I(i)\(I(i)∩I(j))

[1− prx(h) · ωh;j ] ,

where

• ptx(i) is the long-term fraction of time spent by station i transmitting

packets on the wireless channel;

• prx(i) is the long-term fraction of time spent by station i receiving packets

on the wireless channel;

• ωh;j is the ratio of packets transmitted on the wireless channel from neigh-

bors of station h, which are not interferers for station j, and which have a

not-null routing probability towards h, and the overall amount of packets

transmitted on the wireless channel from neighbors of station h;

Proof:

In summary, the analytical methodology we adopt to determine the feasibility

of a throughput allocation consists of the following steps. First of all, from the

WMN topology G(V ∪{a}, Ew, Eg) we extract the equivalent queuing network

G′(Q,L). Then, given the throughput allocation (λo and Po), and the routing

matrix Rfwd, we can determine the overall arrival rate at each queue solving

the linear system defined in (3.3). From the λi,l values we compute the ptx(i)

and prx(i) parameters, and the τi,1;j,s probabilities using Lemma 3. This allows

us to derive the average service times of each queue in the network, and to check

the feasibility of the throughput allocation.

3.3.3 End-to-End Delay

In this section we describe closed expressions to determine the end-to-end delay

for uplink traffic in a WMN. In the framework presented in Section 3.3.2 this
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case is obtained by setting λra;i=0,∀i∈Q, r ̸=0.

First of all, it is intuitive to note that, even assuming a Poisson model for

the external packet generation process at each station of the queuing network,

both service times and overall packet inter-arrival times are generally not ex-

ponentially distributed. Unfortunately, the problem of deriving closed-form

expressions for the state probabilities of a G/G/1 queuing network is generally

mathematically intractable, and there are analytical techniques based on itera-

tive procedures to approximate the parameters of the queuing network model.

In this study, we make two simplifying assumptions. First of all, we approxi-

mate a non-product form network as a product form network. In other words,

the state probability is approximated as the product of the marginal probabil-

ities that in the queue qi,l there are ki,l=k jobs. Furthermore, we neglect the

interactions between queuing stations, which are modeled as individualM/G/1

queuing systems. The advantage of such approach is that it allows us to obtain

closed-form expressions for the average end-to-end delay, as described in the

following.

From the well-known closed-form expressions forM/G/1 queues [BGdMT06],

we can compute the mean number of jobs in queue qi,l as follows

Ki,l = ρi,l

[
1 +

ρi,l
1− ρi,l

·
1 + c2Bi,l

2

]
. (3.11)

Then, the average total time a job spends in the queue qi,l either waiting to

be served or in service, also known as the sojourn time, is computed using the

Little’s theorem as

T i,l = Ki,l/λi,l . (3.12)

In (3.11), the key parameter is c2Bi,l
, namely the squared coefficient of vari-

ation of service times at queue qi,l. For the queues modeling transmissions

on wired links (i.e., qi,2 and qi,3), it holds that c2Bi,l
= 0 because the ser-

vice time is constant. For the queues modeling transmissions on the wireless

channel, recall that µi,1 = 1/E[Xi,1]; hence, c2Bi,l
= (E[X2

i,l]−E[Xi,l]
2) ·µ2

i,l.

Under the simplifying assumption that Xi,1 is a geometric random variable,

and using standard probabilistic arguments, it is straightforward to derive that

c2Bi,l
=Cw(1− µi,1)/P .

With the knowledge of the value of T i,l and the routing matrix Rfwd, the
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following lemma provides the end-to-end delay Ei,l, defined as the average time

for a job that enters the l-th queue of the i-th station from outside the network,

to reach the wired infrastructure.

Lemma 4. Under the assumption that reception and transmission events in

G′(Q,L) are mutually independent, it holds that

Ei,l =T i,l +

n∑
j=1

q(j)∑
s=1

pi,l;j,sEj,s for i∈Q, l∈ [1, q(i)] . (3.13)

Proof: By definition, the average end-to-end delay of a job is equal to

the average sojourn delay at each queue traversed by that job over the route

from the source to the destination (in our case, the destination is always the

wired infrastructure). When a new job is created it enters queue qi,l with

a probability pro;i,l. Thus, T i,l is the first contribution for the computation

of the Ei,l. After completing the service at queue qi,l, the job is routed to

queue qj,s with probability pi,l;j,s. Owing to the assumption of independence

between queuing stations, this job will require a time Ej,s to reach its intended

destination from queue qj,s. By writing a similar expression for each queue of

the system, we obtain the linear system shown in (3.13), and this concludes

the proof. �
Finally, with the knowledge of the Ei,l values, it is straightforward to com-

pute the average end-to-end delay E over all the network queues as follows

E =
n∑

i=1

q(i)∑
l=1

Ei,l · po;i,l . (3.14)

3.4 Capacity-Aware Route Selection

The most important outcome of the modeling methodology described in Sec-

tion 3.3, is the development of a predictive tool that allow us to determine if

a given routing matrix leads to an unfeasible throughput allocation. In this

section we address a somehow opposite problem: given a set of flow demands,

how to construct the routing matrix that makes the resulting throughput allo-

cation feasible? Our goal is to design a fast and efficient strategy to discover

feasible paths in an heterogeneous WMN. As a matter of fact, it is unrealistic

to perform an exhaustive search because there are exponentially many paths
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between a source/destination pair, and a brute force strategy does not scale.

For these reasons, in the literature various solutions have been proposed for

reducing the complexity of this problem. A popular approach is to consider

only disjoint and braided paths [WB06], but it is still computationally inten-

sive to construct multiple disjoint paths. An alternative strategy is proposed

in [MBLD07], where the complexity of finding optimal routes is mitigated by

considering only routing forests, i.e., unions of disjoint trees rooted at the gate-

way nodes. However, tree-based structures are less reliable to link failures than

mesh-based structures. The authors in [KGDB07] propose to transform the

original network graph into an edge graph, where multiple links are aggregated

into segments. This approach results into a reduction in the number of possible

paths to check for feasibility, depending on the adopted segment size.

In this work we adopt a simpler approach by constructing a routing tree

from each mesh node to the available gateways. More precisely, for each mesh

node i we compute the minimum cost paths towards each gateway j (with

j ∈ Gr ∪ Gp). Note that minimum cost path can be efficiently computed in a

loop-free manner using Dijkstra and Bellman-Ford algorithms if the routing

metric is isotonic [YWK05]. Thus, the number of paths to check for feasibility

grows linearly with the number of gateways and mesh nodes. The penalty we

pay for this simplicity is that occasionally the routing process may not find a

feasible route although it exists.

To explain the operations of the proposed Capacity-Aware Route Selection

(CARS ) algorithm, we adopt the following traffic model for the Internet flows.

Specifically, in this study we assume that a bidirectional flow is established

between the mesh node v∈V and the wired infrastructure (represented by the

virtual node a). This flow needs a certain bit rate to satisfy its QoS require-

ments. In general, the packet arrival rate can follow a generic distribution thus

we express the bandwidth demands in terms of the average packet arrival rate.

Now, let us assume that at time t the CARS algorithm has already admitted

a set F (k) of k Internet flows, f (1), f (2), . . . , f (k), and that the i-th flow re-

quested an uplink bandwidth and downlink bandwidth equal to b
(i)
u and b

(i)
d ,

respectively. The asymmetry of flow demands is represented through the ratio

η(i) = b
(i)
u /b

(i)
d . For instance, If η(i) = 1 then Internet flow f (i) is symmetric,

η(i) = 0 indicates a downlink Internet flow, while an uplink Internet flow is

obtained when η(i)→∞. Finally, let P(k) be the set of k network paths cho-
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sen by the CARS algorithm to route these k flows so as to ensure a feasible

throughput allocation in the network. From F (k) and P(k) it is straightforward

to derive the throughout allocation λ
(k)
o (e.g., λ

(k)
o =

∑k
i=1(b

(i)
u +b

(i)
d )), Pk

o and

the routing matrix R
(k)
fwd.

Now, let as assume that at time t+1 arrives a new flow f (k+1) originated at

mesh node v∈V with uplink and downlink bandwidth demands equal to b
(k+1)
u

and b
(k+1)
d , respectively. Then, CARS performs the following steps searching

for a new routing matrix that permits to admit this new flow:

1. Update the throughout allocation by adding the new flow. Thus, the

modified throughput allocation is λ∗o=λ
(k)
o +b

(k+1)
u +b

(k+1)
d and P∗

o.

2. Construct two optimal routing trees Q(k+1)
u and Q(k+1)

d . The first one

consists of the minimum cost paths from mesh node v to the available

gateways, whereas the second one consists of the minimum cost paths

from the available gateways to mesh node v. The paths in these sets are

ordered from the one with the minimum path cost to the one with the

largest one. Note that these path sets may be different depending on

the formulation of the routing metric function. Moreover, heterogeneity

of fixed line capacities may also lead to a different route selection for

upstream and downstream flows.

3. Extract the minimum cost path in set Q(k+1)
u and set Q(k+1)

d , say P i
u and

P i
d, respectively.

4. Update the routing matrix by adding P i
u and P i

d to R
(k)
fwd. Let denote

with R∗
fwd the modified routing matrix.

5. Check the feasibility of throughput allocation λ
(∗)
o and P∗

o given the rout-

ing matrix R∗
fwd. If the feasibility check is positive then goto 7, else

goto 6.

6. Remove P i
u and P i

d from Q(k+1)
u and Q(k+1)

d , respectively. If either one or

both these sets are empty than reject flow f (k+1) and exit(failure), else

goto 3.

7. Accept flow f (k+1), and set λ
(k+1)
o = λ∗o, P

(k+1)
o =P∗

o, and R
(k+1)
fwd =R∗

fwd.

Then, exit(success).
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Before evaluating the performance of CARS scheme and investigating its load-

balancing properties, it is useful to briefly discuss possible refinements of the

CARS specification. First of all, we can observe that our model, in addition

to check feasibility of throughput allocation, is able to identify which are the

queues that get overloaded for a given throughput allocation. A possible en-

hancement for CARS would be to eliminate from the network topology the

mesh routers or gateway nodes that are overloaded, and to re-compute the

route sets for the modified topology. This would permit to consider longer

paths able to route around congested network regions. Furthermore, in the

CARS design the modified routing matrix R∗
fwd, which is checked for feasi-

bility, is computed starting from the previous routing matrix R
(k)
fwd without

changing the paths used for the previously admitted flows. A possible alterna-

tive would be to adopt an approach similar to the one proposed in [MBLD07],

and to accept partial reconfigurations of the selected network paths. However,

the penalty for an improved adaptability of the routing process would be the

increase of computational complexity, and a longer transient phase for network

adaptation.

3.5 Performance Evaluation

In this section we use computer-based simulations to validate our analysis, and

to evaluate the performance gains obtained by CARS over other two load-

balanced routing protocols.

3.5.1 Simulation set-up

We have developed a customized C++ simulator for the performance evalu-

ation of routing protocols in heterogeneous mesh networks. Specifically, in

our simulator environment the interference is simulated using the Protocol

Model [BCP09a], and the transmission range and interference range of each

node are fixed and equal to 100m and 200m, respectively. Regarding the MAC

protocol, we have implemented the collision-free CSMA-based access scheme

described in Section 3.2. Recall that in our perfectly synchronized MAC pro-

tocol the nodes have complete and instantaneous information on other nodes

state, i.e., if a node is idle, receiving, transmitting of backing off. Finally, the
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wireless channel bandwidth is fixed and set to Cw=50 Mbps, and the channel

is assumed noiseless.

In the following experiments, the nodes are deployed in a square area of

size 1 Km. In the center of the simulated area we place as single provider

gateway (i.e., np =1), which has a symmetric high-speed Internet connection

with Cu
p =Cd

p =1 Gbps. Then, other 100 nodes (mesh routers and residential

gateways) are deployed on a grid layout, with grid points separated by 100m.

More precisely, we randomly pick up nw grid points where we place mesh

routers, and in the remaining nr grid points we place residential gateways

(n = nw+nr = 100). This ensures a sufficient degree of randomness in the

locations of gateways. Furthermore, in our tests we have investigated different

values for the number nr of residential gateways.

Regarding the traffic model, in this study we use UDP as the transport

protocol for generating data traffic. We consider Internet flows established

between the wired infrastructure and randomly selected mesh nodes. Each

flow is bidirectional because a mesh node can both download and upload traf-

fic from/to the Internet. Following the notation introduced in Section 3.4,

the b
(k)
u and b

(k)
d parameters are the average uplink and downlink bandwidth,

respectively, demanded by each flow f (k). If not otherwise specified, in the

following tests both b
(k)
u and b

(k)
d are random values uniformly selected in the

range [50kbps, 150kbps], while the inter-packet arrival time is exponentially

distributed.

3.5.2 Model Validation

In this section, we verify the validity of the assumptions made in the analysis

and the accuracy of model predictions for the maximum feasible throughput

and the end-to-end delays. The following results are obtained considering a

practical scenario where the packets are always routed to the closest gateway

over the shortest path. To compute the shortest path we have used the IRU

routing metric [YWK06]; we we refer to this scheme in the sequel as SPF-IRU.

Note that results in [YWK06] show that IRU metric is able to substantially

improve the total network throughput over simple hop count metric by better

balancing network loads.
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Maximum Feasible Throughput

Following Definition 4, to compute the maximum feasible throughput we use

randomly generated traffic traces. More precisely, each flow of the traffic trace

is sequentially injected into the network, and the maximum network capacity

is obtained when a new flow cannot be accepted without saturating one of the

queues in the network.
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Figure 3.4: ASYM GW Case: comparison between predicted and measured

network capacity for symmetric Internet flows (b
(k)
u =b

(k)
d ,∀f (k)).

We have investigated two representative cases. In the first one, referred

to as ASYM GW, we assume that residential gateways have an asymmetric

low-speed Internet connection with Cd
r = 5 Mbps and Cu

r = 2 Mbps. This

is compatible with the characteristics of current ADSL technologies. In the

second case, referred to as SYM GW, we assume that residential gateways

have a symmetric low-speed Internet connection with Cd
r =3.5 Mbps and Cu

r =

3.5 Mbps4. This allows us to explore the impact on the overall network capacity

of the bandwidth asymmetry of Internet fixed lines. Note that diverse levels

4Note that the aggregated bandwidth of downlink and uplink wired lines is the same in
both cases to facilitate fair comparison of capacity results.
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Figure 3.5: SYM GW Case: comparison between predicted and measured

network capacity for symmetric Internet flows (b
(k)
u =b

(k)
d ,∀f (k)).

of network heterogeneity can be also simulated by varying the percentage of

residential gateways over mesh routers. Due to space limitations, we report

only plots related to the SPF-IRU scheme, but similar results have been also

obtained with hop count metric and with CARS algorithm.

For the sake of clarity, we present a brief description of IRU definition

as reported in [YWK06]. Specifically, to capture inter-flow interference, the

IRU metric for link l is defined as, IRUl =ETTl×Nl, where Nl denotes the

number of mesh nodes with which the transmission on link l interferences, while

ETTl [DPZ04] is the expected transmission time on link l. Hence, the IRU cost

captures the aggregated channel time that transmissions on link l consume on

neighboring nodes, which essentially represents the inter-flow interference.

Figures 3.4 and Figures 3.5 show a set of scatter plots comparing the net-

work capacity predicted by our model and the one measured through simu-

lations for symmetric Internet flows (i.e., b
(k)
u = b

(k)
d ,∀f (k)), and for different

numbers of residential gateways in the mesh network. Results shown in Fig-

ures 3.4 are obtained in the ASYM GW case, while Figures 3.5 refer to the
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SYM GW case. Each network scenario consists of twenty topologies, and each

topology instance is averaged over five different traffic traces5. The plots show

that the correspondence between theory and simulation is good in all the con-

sidered scenarios.

A number of important observations can be derived from the shown results.

First, network capacity is greatly dependent on the specific mesh topology and

locations of residential gateways, and in general, the higher the nr/n value, the

higher the network capacity. This is expected because adding more gateways

increases the aggregate bandwidth available to access the Internet. However,

comparing results in Figure 3.4(a) and 3.4(b) we observe that increasing the

percentage of residential gateways from 5% to 10% of total nodes has a limited

effect on the network capacity, while a substantial throughput improvement is

obtained when nr/n=0.2. The second observation is that the overall network

throughput significantly depends on the ratio between uplink and downlink

capacity of Internet fixed lines. Comparing the results shown in Figures 3.4

and Figures 3.5 we can conclude that for symmetric Internet flows network

capacity is almost twice in the SYM GW case than in the ASYM GW case.

Both these observations motivate the CARS design in which the route selection

algorithm takes into account the locations of gateways, as well as the capacity

of fixed lines.

End-to-End Delay

To investigate end-to-end delays of uplink traffic we use the following traffic

model. First of all, each mesh node is the originator of a single uplink flow,

i.e., b
(k)
d = 0 and k = 1, 2, . . . , n. Furthermore, we consider a uniform traffic

distribution, namely b
(k)
u = b, ∀k. Then, we vary the parameter b to span from

lightly-loaded networks up to saturated conditions.

Figures 3.6 compare the end-to-end delay averaged over all the flows as

predicted by our model using formula (3.14), and the one measured through

simulations for different numbers of residential gateways in the mesh network.

Results shown in the figures are obtained in the ASYM GW case. As shown

in the Figures 3.4, the network capacity significantly changes with the network

topology. For this reason, we plot the end-to-end delays versus the normalized

offered load to facilitate the comparison between delays observed in different

5Confidence intervals are very tight and are not reported.
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Figure 3.6: Comparison between predicted and measured average end-to-end
delays vs. the normalized network load).

network scenarios. Note that simulation curves are obtained by repeating the

tests with five different traffic traces and averaging the obtained results6. It is

observed that the simulation results agree closely with the theoretical values.

From the shown results we can also observe that the delay curves versus the

normalized load present very similar behaviors. This can be explained by noting

that the SPF scheme tends to quickly overload isolated gateways because they

are used by a potentially larger number of mesh nodes. The queuing delay

T of such gateway rapidly increases and become dominant over the delays

introduced by the other queues.

To better illustrate this behavior Figures 3.7 show on a logarithmic scale

the queuing delay of all the queues in the network in the same network scenar-

ios of Figures 3.6 for a network load that is 90% of the maximum achievable

throughput. As shown by these results, even close to the saturation, the net-

work resources are unevenly utilized, because the wireless queues qi,1 (i.e.,

i<n−nr in the graphs) are lightly loaded, while the residential gateways’ up-

6Simulations are sufficiently long to obtain very stable results. Thus, confidence intervals
are very tight and are not reported.
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Figure 3.7: Queuing delays with a network load equal to 90% of the maximum
achievable throughput.

link wired queues qi,2 (i.e., i>n−nr in the graphs) have queuing delay order

of magnitude higher. The drop in the queuing delay curve for i = n−nr is

explained by noting that this point corresponds to the providers’ uplink wired

queue, which has a much higher service rate than other residential gateways.

3.5.3 CARS Performance

To evaluate and compare the performance of different routing strategies, in

addition to the proposed CARS scheme we consider two other routing algo-

rithms. Specifically, we consider SPF-IRU [YWK06], which represents a rout-

ing strategy that tries to balance the network load under the assumption that

the gateways have no capacity constraints, and GLBR [TSHN09], which selects

network paths for Internet flows so that the variance of the load on gateway

nodes becomes as small as possible, and the increase in path lengths is limited7.

Note that different variants of the CARS scheme can be devised depending on

7The reader is referred to [TSHN09] for a more detailed description of the GLBR algo-
rithm.
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the cost function used to compute the all-pairs shortest path matrix. An in-

tuitive option is to construct the set of optimal network paths using the IRU

metric, so to ensure a fair comparison with SPF-IRU scheme. For brevity, we

refer to this solution as CARS-IRU.
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Figure 3.8: ASYM GW Case: Histogram of throughput gains of CARS-IRU

and GLBR over SPF-IRU for symmetric Internet flows (i.e., b
(k)
u =b

(k)
d ,∀f (k)).

We evaluate the efficiency of a routing algorithm in terms of its through-

put gain G over the conventional SPF-IRU scheme, i.e., the ratio between the

maximum network capacity it obtains and the one achieved by the SPF-IRU

scheme. Since network capacity measurements have a high dispersion over

different topologies, rather than using mean or standard deviation as compar-

ison metric, we analyze the probability distribution of throughput gains, which

provides a deeper insight on system behaviors. To this end, Figures 3.8 and

Figures 3.9 show the normalized frequency of throughout gains for CARS-IRU

and GLBR for the same topologies and parameter settings considered in Fig-

ures 3.4 and Figures 3.5, respectively. Note that the specific shape of the

histograms depends on the set of 20 topologies we used during both analysis

and simulations. It is intuitive to realize that different sets would generate dif-
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ferent pdfs8. More precisely, let us denote with gi the i-th value of throughput

gain reported on the x axis of Figures 3.8 and Figures 3.9 (e.g., gi = 1.5 for

i = 6). Then, the height of the bar centered on gi provides the probability

that the throughput gain measured in the tested topologies fall in the range

[gi−1, gi].
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Figure 3.9: SYM GW Case: Histogram of throughput gains of CARS-IRU and

GLBR over SPF-IRU for symmetric Internet flows (i.e., b
(k)
u =b

(k)
d ,∀f (k)).

First of all, let us consider the ASYM GW scenarios. In this case, the plot-

ted curves show that the CARS-IRU scheme ensures an overall throughput

improvement over SPF-IRU between 25% and 100% in most of the considered

topologies, with maximum gains up to 200% for some particularly disadvan-

taged topologies where almost all residential gateways happened to be close to

each other. On the contrary, GLBR algorithm provides, on average, much lower

performance gains over SPF-IRU scheme. More precisely, for nr=5, GLBR al-

gorithm obtains the same maximum achievable throughput as SPF-IRU in 65%

of the considered topologies. The efficiency of the GLBR algorithm improves

as more gateways are deployed in the network because this generates more

8For the sake of figure readability we do not report analytical results, which are very close
to the simulation results.
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opportunities for distributing the traffic over the gateways so as to minimize

the variance of the network load at the gateways. As shown in Figure 3.8(c),

there are only 5% of the considered topologies where GLBR algorithm obtains

the same maximum achievable throughput as SPF-IRU, and there are a few

topologies where GLBR algorithm outperforms CARS-IRU.

Comparing the results in Figures 3.8 and Figures 3.9 it is observed that

GLBR performs better in the SYM GW case than ASYM GW case. This

can be explained by noting that the GLBR algorithm is designed to ensure

load balancing primarily for the uplink direction. Thus, if both the uplink and

downlink wired links at the gateways have the same capacity, and the traffic

flows are symmetric, then the best route in the uplink direction is probably the

best also for the downlink direction. Moreover, the results in Figures 3.9 con-

firm that increasing the number of gateways is beneficial for the throughput

performance of the GLBR scheme because there are more opportunities for

distributing the traffic over the gateways. Nevertheless, CARS-IRU outper-

forms GLBR in almost all the considered topologies, and only for nr =20 the

maximum throughput gain for GLBR is greater than the one for CARS-IRU.

3.6 Conclusions

In this chapter we have shown that a multi-class queuing network model can

be effectively used to characterize the maximum achievable throughput, as

well as the average end-to-end delay, for heterogeneous WMNs. An important

outcome of our analysis is that some mesh nodes may obtain substantially

lower throughput than others depending on several factors, including locations

of gateways, traffic patterns and link capacities. Hence, network performance

could be significantly improved by taking into account the residual capacity

of network paths and gateways’ connection to the Internet in the route and

gateway selection processes. To this end, we have proposed CARS, a capacity-

aware routing selection algorithm that takes advantage of model predictions

to evenly distribute the network load among available gateways. We have

shown through simulations that CARS significantly outperforms conventional

shortest path routing, as well as an alternative routing method that distributes

the traffic load on the gateway nodes to minimize its variance.

The results and framework presented in this chapter may lead to several



72 CHAPTER 3. THEORETICAL PERFORMANCE EVALUATION

venues for future research. One directions include the delay analysis and char-

acterization of the maximum achievable throughput for network using other

MAC protocols, such as TDMA-based access schemes. Furthermore, various

strategies can be devised to select the initial subset of optimal routes between

the mesh nodes and the available gateways. For instance, delay may be a

more significant metric to use for real-time traffic. However, jointly consider-

ing capacity and end-to-end delay constraints in the routing process is still an

open research area. Finally, the extension of our routing method to deal with

intra-mesh traffic in addition to Internet traffic is an ongoing activity.



3.7. APPENDIX: PROOF OF LEMMA 3 73

3.7 Appendix: Proof of Lemma 3

Owing to the analogy between real nodes and equivalent queuing stations, it

is more intuitive to represent the interference relationships between nodes in

the physical network, rather than between queues. To this end, Figure 3.10

shows the interference regions for a wireless transmission from mesh node i

to mesh node j. As described in Section 3.2 the interference region of mesh

node i, say I(i), consists of the set of mesh nodes such that if h ∈ I(i) ⊂ V ,

then |h−i|≤ (1+∆) · r. Note that the transmission event on wireless channel

is modeled using queue qi,1, while next-hop station j may route the received

packet to either its wireless queue qj,1 (for further relaying), its upstream wired

queue (if j ∈ Gr ∪ Gp), or its local access point (if j ∈ Gr ∪ Gp) depending on

chosen destination r and the routing process (i.e., pri,1;j,s).

j
i

di, j k

1+ ∆( )rtx I( j)

h

I(i) 1+ ∆( )rtx

Figure 3.10: Representation of interference areas for a transmission from queue
qi,1 to queue qj,s.

According to the Protocol Model a station i can successfully transmit a

packet on the wireless channel to its neighboring station j only if none of the

interfering neighbors of station j are transmitting simultaneously, and its trans-

mission will not interfere with nearby receivers. More formally, let us denote

with Si the event that station i is not transmitting a packet on the wireless

channel, and with Rj the event that station j is not receiving a packet from the

wireless channel. Then, the probability τi;j
9 that a wireless transmission from

9Note that the probability of successful transmission τi,1;j,s does not depend on the des-
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station i to station j is successful, under the Protocol Model approximation,

can be written as

τi;j =Pr


 ∩

k∈I(j)∪{j}

Sk

∩ ∩
h∈I(i)

Rh

 (3.15)

=Pr{βi;j ∩ αi;j} ,

where the first term (shortly βi;j) is the event that every mesh node k, which

could interfere with a wireless packet reception at station j, is not transmitting,

including j. The second term (shortly αi;j) is the event that every mesh node h,

which could be interfered by a packet transmitted by queue qi,1 (i.e., h∈I(i)),
is not receiving wireless packets from other mesh nodes. By applying the Bayes’

theorem on conditional probability, we can rewrite τi;j as follows

τi;j =Pr

 ∩
k∈I(j)∪{j}

Sk

 · Pr
 ∩

h∈I(i)

Rh |
∩

k∈I(j)∪{j}

Sk

 (3.16)

=Pr{βi;j} · Pr{αi;j |βi;j} .

To compute the Pr{βi;j} probability we introduce an auxiliary parameter

ptx(k) defined as the long-term fraction of time spent by station k transmitting

packets on the wireless channel. By noting that Λ = Cw/L is the maximum

feasible service rate of a wireless queue, on average it holds that

ptx(k) =

R∑
r=0

λrk,1
Λ

. (3.17)

Then, under the assumption that reception and transmission events at each

queue are mutually independent, it is straightforward to derive that

βi;j =
∏

k∈I(j)∪{j}

[1− ptx(k)] , (3.18)

The derivation of the Pr{αi;j |βi;j} expression follows the same line of rea-

soning used for Pr{βi;j}. More precisely, we introduce an auxiliary parameter

prx(h) defined as the long-term fraction of time spent by station h receiving

tination queue s. Thus, for brevity we simply write τi;j
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packets on the wireless channel. By analogy with formula (3.17), and using the

notation illustrated in Figure 3.2 we can write

prx(h) =

(
R∑

r=0

λrf ;h − λ0e;h

)
/Λ . (3.19)

Remind from Section 3.2 that mesh clients associated to a mesh node send

their traffic to a dedicated access point co-located with the mesh node itself.

Thus, the λ0e;i rate does not initially contribute to the contention on the links

of the wireless mesh backbone.

To complete the derivation of the Pr{αi;j |βi;j} probability we have to com-

pute the impact on the probability of event αi;j of the conditioning with event

βi;j . Since our modeling strategy is based on an average value analysis, this

conditioning is removed by introducing a weighting factor ωh;j for the prx(h)

value, which takes into account the fact that not all the neighbors of station h

can transmit wireless packet to station h. Indeed, stations that are neighbors

of station h, as well as interferes of station j are blocked (this is due to the

conditioning with event βi;j). Thus, we approximate ωh;j as the ratio of packets

transmitted on the wireless channel from neighbors of station h, which are not

interferers for station j, and which have a not-null routing probability towards

h, and the overall amount of packets transmitted on the wireless channel from

neighbors of station h. More formally, ωh;j can be written as:

ωh;j =

R∑
r=1

∑
u∈[N(h)\I(j)]

q(h)∑
s=1

pu,1;h,s · λru,1

R∑
r=1

∑
u∈N(h)

q(h)∑
s=1

pu,1;h,s · λru,1

. (3.20)

Finally, under the assumption that reception and transmission events at

each queue are mutually independent, we can write that

Pr{αi;j |βi;j} =
∏

h∈I(i)∩I(j)

[
1− prx(h)

1− ptx(h)
· ωh;j

]
·

∏
h∈I(i)\(I(i)∩I(j))

[1− prx(h) · ωh;j ] ,

(3.21)

where the term prx(h)/(1−ptx(h)) takes into account that, due to the condi-

tioning with βi;j , station h cannot transmit if h∈I(j).
This concludes the proof. �
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Chapter 4

Experimental Performance

Evaluation

4.1 Introduction

In this chapter we describe a proof-of-concept prototype of a mesh network

developed to implement the LARS solution proposed in Chapter 2. The small-

scale experiments conducted in our trial realistic 5-node outdoor mesh network

is aims to confirm the performance gains with respect to the shortest-path

first routing protocol, and anctually they demonstrate the practicality and

feasibility of using load-aware route and gateway selection in WMNs.

In Section 4.2 we discuss the approach we adopted to implement such ar-

chitecture in an experimental mesh network and show the performance results.

Then we conclude in Section 4.3.

4.2 Preliminary test-bed evaluation

We have developed a proof-of-concept prototype implementing the proposed

LARS solution. The goal of the following small-scale experiments is to confirm

the performance gains obtainable with the proposed approach, and to demon-

strate the practicality and feasibility of using load-aware route and gateway

selection in WMNs.

77
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4.2.1 Test-bed description

The following experimental results have been collected in a trial outdoor mesh

network deployed in the CNR’s campus area in Pisa, Italy. This mesh test-bed

consists of five Soekris-based mesh routers deployed on the rooftops of various

buildings, which are equipped wit both directional and omni-directional anten-

nas1. Figure 4.1 illustrates the network topology and connectivity graph of our

test-bed. Solid lines indicate links between directional antennas, while dashed

lines are used to represent links between omni-directional antennas. As shown

in the diagram, all mesh nodes except node GW1 are equipped with omni-

directional antennas of various gains (8 dBi for nodes GW3 and A, and 15 dBi

for nodes GW2 and B). Mesh node GW1 is equipped with one 15 dBi Yagi

directional antenna pointing to node GW2, and one 19 dBi Grid directional

antenna pointing to node GW3, while nodes GW3 and GW2 are equipped with

one 19 dBi Grid directional antenna and one 15 dBi Yagi directional antenna,

respectively, both pointing to node GW1. The shortest link in our network

is from A to B, which is 80-meter long, while the longest link is from GW1

to GW3, which extends over 280 meters. These differences in link distances

and antenna characteristics ensure a reasonable variability of link qualities. In

our mesh test-bed, nodes GW1, GW2 and GW3 are connected to a high-speed

wired infrastructure, thus they function as gateways for the other mesh nodes.

In order to emulate backhaul links with various bandwidths, we have used

netem [Fon09], a linux tool that provides network emulation functionalities for

testing protocols, including rate control to limit the input/output transmission

speed of a network interface. Using netem, we have set up the transmission

speed of the wired link at GW1 to 2 Mbps, while the wired links at both GW2

and GW3 are set up to a lower transmission speed equal to 0.5 Mbps. Concern-

ing the wireless interfaces, autorate capabilities are disabled and the data rate

is fixed to 11 Mbps. Note that the bandwidth of gateways’ fixed links has been

set to a lower value than the wireless interfaces to investigate the case that a

gateway is the bottleneck node limiting the capacity of the entire network.

1A more detailed description of the hardware architecture of our mesh routers is reported
in [ABC09]
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Figure 4.1: Connectivity graph of our experimental outdoor mesh network.
Solid lines are directional links, while dashed lines are omni-directional links.

4.2.2 LARS software architecture

In order to gain a more clear insight on the issues related to jointly perform ad-

mission control, gateway and route selection using flow-based routing in a real

mesh network, it is useful to briefly describe the software architecture we have

adopted to implement the LARS scheme. Our reference software architecture

is an open source implementation of the ad hoc routing protocol OLSR [CJ03].

The OLSR protocol is pro-active, table driven and utilizes an optimized tech-

nique called multipoint relaying for efficient message flooding. The current

OLSR daemon also implements an optional link quality extension to compute

the link costs according to the ETX metric [DCABM03].

To implement the LARS scheme, we have developed a set of additional soft-

ware components which have been integrated into the OLSR daemon. For the

sake of clarity, the diagram reported in Figure 4.2 illustrates the overall software

architecture on both the mesh-node side and the network-manager side, as well

as the communications between the different modules we have developed. As

shown in the figure, the LARS implementation consists of two separate system

components, one running in the kernel space and the other running in the user

space, which communicates using the Generic Netlink communications chan-

nel. The kernel component has been developed using the netfilter framework,
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Figure 4.2: Software architecture of the LARS scheme.

which permits to easily implement both stateless and stateful packet filtering.

More precisely, each packet received by a mesh node on the wireless interface

used to aggregate the traffic generated by mesh clients associated to that mesh

node, is intercepted by the LARS module in the kernel prerouting chain. If

this packet belongs to a new arriving traffic flows, this flow is classified by the

LARS module2, and, if it is an upstream Internet ow, it is added to the list

of pending flows waiting for approval by the admission control module. More

precisely, the LARS component implemented in the user space periodically (ev-

ery 4 seconds in our implementation), polls the kernel component to check if

a pending flow exists. In this case, the mesh node sends a ROUTE REQ message

to the network manager to discover a feasible path for this new flow. The

network manager replies with a ROUTE REP message, which either contains the

route the flow must follow when forwarded in the network3. The key issue here

is that the legacy kernel routing table does not provide a native support for

flow-based routing but only for hop-by-hop routing (i.e., routing based on the

2Traffic flows are classified using source and destination IP addresses and transport ports.
3Various options are possible for specifying this route. For instance, we can specify the

complete route, which is equivalent to support classical flow-based routing. A simpler design
choice would be to provide only the identity of the egress router that must be used to exit
the mesh network, delegating to OLSR the routing decisions. In our prototype, we have
implemented the first option.
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knowledge of the next hop for each IP destination). For these reasons we have

implemented our own extended kernel routing process supporting flow-based

routing, which runs in parallel to the legacy kernel routing process. Note that

if a flow is not classified as an upstream Internet flow it passes through the

LARS kernel module without any processing, and it is handled in a standard

way using the unmodified kernel routing tables.

The LARS component deployed at the network manager is responsible for

the computation of the feasible routes, if any, to be allocated to the newly

arriving flows. Thus, it implements an admission control module for signal-

ing exchange with the correspondent module collocated at every mesh node.

However, to perform the LARS decision process as specified in Section 2.4, it

is necessary to know the packet loss rates for each wireless link of the mesh

network. To collect this information, we have developed a new OLSR plugin,

which is a library that can be dynamically linked to the OLSR daemon using a

standard API, enabling the generation/processing of OLSR messages, as well as

the access to internal functionalities of the OLSR daemon. More precisely, our

plugin access the internal OLSR routing table to read the link quality measure-

ments and to build a complete interference map of the wireless mesh network.

This map, along with the link loads due to previously admitted flows, is used

to execute the LARS algorithm and to determine the feasible route, if any,

for the flow that originated the initial ROUTE REQ message. Note that in our

prototype we do not reject flows whose bandwidth demands cannot be fulfilled

because this would require more sophisticated CAC mechanisms to communi-

cate with the application. On the contrary, the flow is admitted but routed

using the legacy OLSR protocol. Moreover, we implicitly assume that the traf-

fic demands are static and known a priori to the network manager. In principle

this would be true only if the clients established strict SLAs with the mesh

operator. In a more practical case, the network manager should infer the traf-

fic demands based on the traffic traces collected at each mesh router/gateway,

as well as the most recent traffic demand history. Recently, various schemes

have been proposed that integrate traffic estimation with routing and gateway

selection [Dai08].

Finally, it is worthwhile to discuss how forwarding is implemented in case

of flow-based routing. In principle, the network manager should instruct all

the mesh nodes traversed by a flow about the path that flow should use. Then,
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a local routing cache should be used to store per-flow routing decisions at

intermediate mesh nodes. However, to make easier the implementation of our

prototype, we decided to use a simpler approach taking advantage of the IP

options fields. Specifically, at the source mesh node, the IP address of each

mesh node the packet should traverse is added to the packet IP-header as an

additional IP source-route option. The disadvantage of such solution is the

typical one of any source-routing based scheme, i.e., an additional protocol

overhead is added to the routing process, which is directly proportional to

the path length. However, in our small scale network this routing overhead

is almost negligible compared to the performance gains ensured by the LARS

solution.

4.2.3 Experiments

To gain a better understanding of the advantages and disadvantages of our

LARS prototype, and to evaluate the performance limits of the proposed algo-

rithm, we have conducted two distinct sets of experiments.

The first set of experiments aims at validating the correct implementation

of the designed mechanisms, and to evaluate the impact of gateways’ locations

on the system performance. In these tests, every 40 seconds we inject in the

network a new traffic flow. A traffic flow is an UDP connection generating

packets with a constant rate equal to 100 Kbps and fixed payload equal to

1400 Bytes. For these set of experiments all the flows are originated at mesh

node B, while the flow destination is a server located in the external Internet.

As shown in Figure 4.1, both low-speed gateways GW2 and GW3 are one-hop

distant from mesh node B, while it is necessary to traverse at least two wireless

hops to reach the high-speed gateway GW1 from node B. Thus, the OLSR

algorithm will select one of the two closest gateways as default gateway for the

egress traffic generated by mesh node B. The gateway choice if not fixed, but

it depends on the current measurements of link qualities for link GW2↔ B

and GW3↔ B. However, it is straightforward to observe that, in this case,

the upstream throughput for mesh node B is mainly limited by the bandwidth

of a single slow-speed fixed line (in our case 0.5 Mbps). Thus, it is reasonable

to expect that a performance improvement could be easily achieved by using

multiple gateways’ upstream links in parallel. This configuration is achievable

in a linux-based device, because the Linux kernel permits to easily set up a
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Figure 4.3: Experimental results when all the traffic flows have node B as
source.

default route as a multipath route, and to balance the traffic over multiple

upstream links. In the considered scenario, we can configure mesh node B to

equally use the two gateways GW2 and GW3. Note that it is not possible to

also add a default route to GW1 because this default route would necessarily

share wireless links with the other default routes generating a cycle in a routing

decision process, which uses only information on the next hop when forwarding

packets.

Figure 4.3 shows that instantaneous throughout obtained by mesh node B

when thirty-five flows are progressively added to the network for three routing

strategies: LARS, standard OLSR and static routing with multiple default

routes, for brevity MPATH. Note that the overall capacity of the gateways’

upstream links is 3 Mbps, which should permit to fulfil the bandwidth demands

of at most thirty flows without packet losses. The experimental results clearly

indicate that LARS scheme is significantly more efficient than the other two

tested algorithms because it ensure the maximum utilization of the resources

available at the three gateways. MAPTH also ensures better performance than

OLSR because it permits to fully utilize the bandwidth of GW2 and GW3, but

not the bandwidth of gateway GW1. Finally, OLSR is the worst among the

tested algorithms because it limits mesh node B to use the closest gateway for

all the flows it originates. It is interesting to note that the throughput of mesh

node B is not bounded to 0.5 Mbps, although that is the maximum speed of the
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fixed line at both GW2 and GW3, but sporadic higher peaks can be observed.

These apparently surprising results can be explained by observing that OLSR

suffers from route oscillations due to well-known instability of its link quality

measurements [RSBA07]. Due to these oscillations, the transmission queues at

both gateways GW2 and GW3 can contain packets generated by mesh node B.

This may cause a sort of multiplexing effect on links GW2↔B and GW3↔B,

because there might be short period of times during which both gateways are

simultaneously using their wired links to serve node B’s traffic.

We have carried out a second set of experiments to extend the previous

results to a more general scenario in which all the mesh nodes can be orig-

inators of traffic flows. More precisely, a traffic flow is an UDP connection

generating packets with a constant rate equal to 100 Kbps, which is injected

into the network every 40 seconds, as for the first set of experiments. However,

differently from the previous experiments, now the originator of each new flow

is randomly selected between the five mesh nodes (i.e., we assume that also the

gateways can have mesh clients directly associated to them). The performance

metric used to compare alternatives schemes is the overall network through-

put computed over all the mesh nodes. Since the number of active flows in

the network changes during the experiment, we have computed the mean ag-

gregate network throughput by averaging the instantaneous throughput values

measured between two consecutive flow arrivals. In this way, we can univocally

associate a throughput measure to a given network offered load. Finally, to

have statistical meaningful results, we have used five different traffic traces,

each one composed of forty traffic flows.

Figure 4.4 shows the measured average aggregate throughputs, and their

95% confidence intervals, as a function of the network load expressed in terms

of number of active flows. We have conducted experiments using both the

LARS prototype and the standard OLSR, but not the MAPTH scheme. As

described previously, with multiple default routes it is difficult to avoid route

cycles in a multi-hop wireless network with multiple flow originators. From

the shown experimental results, we can observe that the LARS scheme is able

to maximize the network capacity and to fully utilize the network resources.

More precisely, given the bandwidth limitations of gateways’ fixed lines at most

thirty upstream Internet flows could be supported without introducing packet

losses on the gateways’ transmission buffers. The LARS curve reported in
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Figure 4.4: Experimental results when the source of each traffic flow is ran-
domly selected.

Figure 4.4 confirms that, in the considered network scenario, our route and

gateway selection algorithm is able to satisfy the bandwidth demands of the

first thirty flows injected into the network, almost independently of the specific

traffic pattern. On the contrary, the standard OLSR performs a blind gateway

selection, which quickly introduces inefficiency and significant packet losses.

Moreover, with OLSR the network capacity is noticeably dependent on the

traffic patterns and gateways’ locations. This explains the large confidence

intervals that affects the throughput measurements for OLSR.

To better explain the essential reasons why LARS outperforms so signifi-

cantly the standard OLSR protocols, at least in the considered network sce-

narios, Figure 4.5 reports the utilization of the gateways’ fixed line when in

the mesh network there are thirty upstream Internet flows with randomly se-

lected source mesh nodes. Since this number of flows generates an offered load

equal to the overall bandwidth of gateways’ uplink connections, it is intuitive

to acknowledge that at least one of the gateways must be fully used. However,

LARS attempts to distribute the load in an uniform way over all the available

gateways, while OLSR always selects the closest gateway, leading to a very

unbalanced and inefficient use of the network resources.
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Figure 4.5: Utilization of gateways’ backhaul links when in the network there
are 30 flows.

4.3 Conclusions

In this chapter we have considered heterogeneous WMNs where gateways’ back-

haul links may have various speeds. Focusing on this scenario, we have devel-

oped a queuing network model to analyze the network capacity as a function

of several system parameters, including locations of gateways, traffic patterns,

link bandwidths and packet loss rates. By exploiting this predictive tool, we

have designed LARS, a load-aware route and gateway selection algorithm that

improves the network capacity by ensuring a more balanced utilization of the

network and gateways’ resources. Using a prototype implementation in a real-

istic small-scale mesh network, we have shown that the LARS scheme signifi-

cantly outperforms the shortest path routing using a contention-aware routing

metric.



Chapter 5

Hybrid Mesh Networks

5.1 Introduction

In recent years, we have witnessed to an exceptional growth of the number of

deployed wireless local area networks (WLANs) as a result of the commercial

success of the IEEE 802.11 technology [The99], and the consequent increase in

the number of wireless users. A typical 802.11-based WLAN consists of two

different entities: access points (APs), also called base stations, which are con-

nected to the network infrastructure, and mobile clients (or stations), which are

associated with an AP that is reachable through single-hop wireless transmis-

sions. However, due to radio signal attenuation, the coverage area of a single

WLAN is quite limited. In addition, several factors such as electromagnetic

interference, fading, obstacles, etc., may impair the radio transmissions. For

these reasons, ensuring truly seamless network coverage to a mobile user can

be a challenging task.

To extend the range of WLAN systems, two approaches are traditionally

followed in real practice. On the one hand, it would be possible to increase the

transmission power of an access point in order to reach farther nodes. How-

ever, the main shortcoming of this solution is that it may lead to a poor channel

reuse because a larger number of users should access the network through the

same base station. Consequently, the contention level within each cell increases,

thus degrading the per-client throughput. Moreover, the effectiveness of this

technique is limited by the fact that the IEEE 802.11 technology operates in

87
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an unlicensed frequency spectrum (i.e., the ISM band) [The99], and national

regulations usually set stringent limits to the maximum transmission-power

levels in unlicensed bands. Alternatively, we may opt for deploying more ac-

cess points at a closer spacing, increasing the network capacity. However, a

number of reasons, including co-channel interference between nearby access

points, availability of a limited number of orthogonal non-interfering frequency

channels, as well as cost and management overheads, limit the effectiveness of

this alternative solution.

To overcome the limitations of the above-discussed approaches, several au-

thors have recently advocated a new architecture for WLANs, which integrates

ad hoc networking technologies in the network infrastructure [LBB04, KSK04,

NLP05, ABC+07]. Traditionally, mobile ad hoc networks (MANETs) are con-

ceived as an isolated collection of mobile nodes connected together over a

wireless medium, which self-organize into an autonomous multi-hop wireless

network [CG07b]. However, it is now recognized that the ad hoc network-

ing paradigm can also be applied to infrastructure-based wireless networks,

building an hybrid ad hoc network, and providing a flexible, robust and cost-

effective increase of network coverage. Specifically, we envisage an extended

WLAN in which static and mobile clients transparently communicate using

traditional wired technologies or ad hoc networking technologies. Thus, the

client traffic can be forwarded to the access points through multi-hop wireless

paths established by using an ad hoc routing protocol [ABC+07]. It is impor-

tant to underline that other classes of hybrid ad hoc networks have emerged

from this vision, such as: Multihop Cellular Networks (MCN), which combine

the features of cellular systems and ad hoc networks [LH00], and mesh net-

works, which employ a multi-hop wireless backbone to provide Internet access

to mobile users [BCG05].

Several technical challenges have to be faced in order to construct such

an hybrid ad hoc network because the characteristics of the ad hoc network-

ing (e.g., multi-hop relaying, lack of a centralized administration, etc.) differ

significantly from the conventional IP architecture. For instance, the address

autoconfiguration protocols commonly used in infrastructure WLANs, such as

the Dynamic Host Configuration Protocol (DHCP) [Dro97] or the Zeroconf

protocol [CAG05], are not directly applicable in multi-hop wireless networks.

However, a mobile device cannot participate in unicast communications until
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it has been assigned a free IP address and the corresponding subnet mask. It

is evident that pre-configuration is impractical in mobile environments, as well

as a violation of the self-organizing paradigm. Thus, an address autoconfig-

uration protocol is crucial to allow the dynamic and automatic allocation of

unique IP addresses to mobile clients. To tackle this problem we propose ex-

tensions to DHCP to enable the automatic allocation of globally routable IPv4

addresses to mobile stations in the envisaged extended WLAN1. Important

features of our proposed solution are the following: i) it is a fully distributed

and automatic scheme that does not maintain state information in the already

configured nodes, ii) it does not assume that the address allocation space is

known a priori by the new nodes, iii) it does not require changes of the legacy

DHCP-server implementation, iv) no DHCP servers are deployed in the ad hoc

component of the extended WLAN (see Section 5.3 for a detailed description

of the network architecture), v) it is designed to efficiently cope with node mo-

bility, and vi) it generates negligible and controlled protocol overheads. Note

that DHCP is usually considered not applicable to MANETs since, in case the

DHCP server is running on a mobile node, the DHCP server might not be

permanently reachable by all nodes. However, our solution is not affected by

this problem, since new nodes communicate directly with the DHCP servers

deployed on the wired part of the extended WLAN by exploiting the relay

capabilities of already configured nodes.

In principle, it may be argued that any other autoconfiguration protocol

proposed for ad hoc networks might be also employed to assign a unique

network-layer identifier to mobile stations in the envisaged extended WLAN.

However, autoconfiguration protocols for MANETs are generally designed to

select an identifier with a scope limited to the ad hoc network [WZ04]. This

approach is reasonable for stand-alone MANETs, which are not connected to

external networks, but it introduces additional complexities once we permit

the interconnection between ad hoc networks and the Internet. Specifically, if

private IP addresses are used within the MANET, a network address trans-

lator (NAT) has to be implemented on each gateway to enable IP communi-

cations. Then, the NAT-based gateway translates the source private IP ad-

dress of outgoing traffic with a globally valid IP address, which is routable on

the Internet. However, recent studies have clearly demonstrated that NAT-

1An initial version of our proposal, as well as preliminary experimental results, were
presented in [BCP08].
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based gateways are very inefficient when multi-homing (i.e., more than one

gateway in the same MANET) is allowed and the network topology is highly

dynamic [EE04, ETHE04, ABC+07]. On the contrary, in our paper [ABC+07]

we have shown that the use of globally routable IP addresses in the ad hoc net-

work permits to implement very efficient gateways that support transparent IP

communications, even in highly mobile conditions. These observations moti-

vate our efforts to use DHCP for assigning globally valid IP addresses also to

ad hoc nodes. Note that an alternative approach to configure globally routable

IP address would be to use an hardware-based addressing. In other words,

a global network prefix may be assigned a priori to the ad hoc network, and

the IP address is then completed using the node’s unique hardware interface

identifier. However, this approach requires additional features that are only

available in IPv6. In addition, it is not always true that network interfaces

have globally unique addresses, but violations of this assumption are possible.

To verify if our scheme guarantees satisfactory configuration delays and an

acceptable efficiency in terms of protocol overheads, we have implemented a

fully operational prototype and we have tested its functionalities, taking into

consideration various topology layouts, network loads and mobility conditions

([ABCP09]). Our experimental results show that: i) even if the new client is

several hops far from the DHCP server, and asymptotic TCP flows saturate

the wireless links, the configuration delays are acceptable, and ii) the protocol

overheads are negligible even if node mobility interferes with the operations of

the autoconfiguration protocol.

The remaining of this chapter is organized as follows. Section 5.2 outlines

the related work on address autoconfiguration protocols for MANETs. In Sec-

tion 5.3 we define the architecture of an extended WLAN. Section 5.4 briefly

reviews the DHCP specification. The basic idea of the proposed solution is

presented in Section 5.5, while the protocol details are described in Section 5.6.

Section 5.7 presents the experimental evaluation, and Section 5.8 concludes the

chapter with final remarks.

5.2 Related Work

Various address autoconfiguration protocols for MANETs have been proposed

in the literature, and it is out of the scope of this chapter to present a complete
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review. Rather, we focus on outlining the various approaches that have been

adopted and the features of representative solutions. The reader is referred

to [WZ04] for an exhaustive survey.

Generally speaking, autoconfiguration protocols for ad hoc networks can be

classified as stateless, stateful or hybrid solutions. Protocols following a state-

ful approach are very structured schemes, because every node has to maintain

detailed state information about the utilization of the MANET address space.

This state information is usually represented by an address allocation table

that contains the addresses currently in use within the ad hoc network. The

main challenge of this class of solutions is the maintenance of the allocation

table consistency, especially in the presence of packet losses and network merg-

ing. One of the first schemes employing a stateful approach with a distributed

allocation table is the MANETconf [NP02] protocol. With MANETconf an

unconfigured node selects a reachable MANET node as the initiator of the

address allocation procedures. The initiator selects an address that has not

been used yet (at least according to its local address table), and it broadcasts

a request containing this address to all the nodes in the MANET. An alloca-

tion is assumed to be successful only if the initiator receives a positive reply

from all the nodes in the MANET. Note that, due to message unreliability,

inconsistencies in the allocation tables are still possible, and this may lead to

unnecessary address changes or undetectable conflicts. To ensure reliable global

synchronization of the allocation tables, it is fundamental to implement reliable

broadcast mechanisms, which are generally complex and resource-consuming

protocols. To avoid maintaining complete allocation tables in each node, which

may not scale in large MANETs, the Prophet protocol [ZNM03] follows a dif-

ferent approach. Specifically, each node in the MANET maintains a function

f(n) and a state value, called seed, to generate a sequence of integers. Func-

tion f(n) is chosen in such a way that the probability to select the same integer

when different seeds are used is extremely low. When a new node, say B, wants

to join the MANET it broadcasts an address request to one of its neighbors,

say A, which selects a new seed and generates an integer applying this seed

to f(n). Then, node B will use the generated value as its IP address, and

the state value obtained from A as the seed to assign IP addresses to other

new nodes. Note that this protocol may generate duplicate addresses. Thus,

additional mechanisms are needed to detect and solve these conflicts.



92 CHAPTER 5. HYBRID MESH NETWORKS

In principle, stateless protocols are less complex solutions than stateful

schemes, because each node selects autonomously its own address and per-

forms a Duplicate Address Detection (DAD) procedure to verify its uniqueness

and resolve conflicts. However, Perkins et al. [PMW+02] proposed one of the

first schemes by adapting the IETF Zeroconf protocol to the MANET case.

The basic idea is that each new node selects a random address from a pre-

configured address space. This means that the IP address block from which

nodes have to choose their IP addresses is known in advance to each node.

After self-assigning an IP address from this allocation address space, the new

node queries all other nodes in the ad hoc network to verify if one of them is

already using this address. If the new node does not receive any negative reply

within a given timeout and after multiple tries, it will assume that the chosen

address is not currently used in the MANET. Two drawbacks can be identified

in this scheme. The first one is unreliability caused by the exclusive use of time-

outs to stop the DAD procedure, because message delays may be unbounded

in an ad hoc network. The second one is the protocol overhead generated

by the flooding of the network with address request messages. To increase

the protocol efficiency, a different strategy is described in [Vai02], called weak

DAD, which integrates the DAD mechanism with the routing protocol. More

precisely, each node generates a key at initialization time (either randomly or

based on an unique hardware ID) and distributes this key in the routing mes-

sages. Duplicate addresses are detected by receiving packets with an address

that corresponds to multiple keys. Nevertheless, conflicts cannot be detected

if two nodes select the same key and the same address. This event is unlikely

if the key length is sufficiently large. However, increasing the key length also

increases the routing protocol overheads. An optimization of this approach is

proposed in the PACMAN (Passive Autoconfiguration for Mobile Ad Hoc Net-

works) protocol [Wen05], where no additional information (i.e., keys) is sent

in the routing node messages, but every node analyzes the routing traffic to

identify anomalies. Thus, this protocol implement a passive DAD mechanism

because conflicts are detected by passively awaiting for routing events that

would not have occurred with unique addresses. PACMAN can be classified as

a hybrid scheme because every node maintains also an address allocation ta-

ble. However, these tables are not synchronized, and an unconfigured node can

request the allocation table from neighboring nodes only to expedite the con-
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figuration process. A shortcoming of this approach is that the DAD procedure

depends on the specific routing protocol used in the MANET.

Before concluding this review of related work, it is also useful to outline the

activities of the IETF AUTOCONF working group [IET07], which is studying

the standardization of mechanisms for configuring unique local and/or globally

routable IPv6 addresses. In principle, IPv6 should make the autoconfigura-

tion of unique addresses easier than IPv4 because the size of the IPv6 address

space permits each node to build its own globally routable IPv6 address by em-

bedding a globally unique hardware ID (e.g., the 48 bit IEEE MAC address).

This is the basic idea of the original IPv6 stateless address autoconfiguration

protocol [TN98], and its extension to the MANET case [Fan03]. However, no

hardware ID can be considered really globally unique. For instance, interface

drivers permit to dynamically change the MAC address. For these reasons, the

proposals that have received more attention in the research community are the

schemes that use gateway nodes to distribute within the MANET a network

prefix that can be used for configuring a (typically globally) routable IPv6 ad-

dress. One solution is described in [WMP+06], which defines both proactive

and reactive strategies to discover the gateways within the ad hoc network.

An alternative solution is described in [JNF04]. This scheme introduces the

concept of “prefix continuity”. More precisely, multiple subnets (i.e., network

prefixes) can be used in the same MANET. However, network identifiers should

be assigned to visiting nodes in such a way that any node has at least one neigh-

bor using the same prefix. In other words, the MANET should be organized in

clusters of hosts sharing the same network prefixes. This network organization

reduces the overheads introduced by flooding gateway advertisements.

5.3 Network Model

Before describing the details of the proposed extensions to DHCP, it would be

useful to illustrate the complete network architecture we consider for building

hybrid ad hoc networks interconnected to the Internet. The application sce-

nario we envisage for this system consists in providing a cost-effective, seamless

and robust wireless Internet access for nomadic users in small-scale areas, such

as campuses or enterprise buildings. The design goal is to ensure transparent

communications between static hosts, which use traditional wired technologies,
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Figure 5.1: Reference network architecture.

and mobile clients, which use more advanced ad hoc networking technologies

[ABC+07]. For the sake of clarity, in Figure 5.1 we depict the reference network

architecture we consider in our study.

As illustrated in the figure, we envision an extended WLAN, hereafter also

indicated as multi-hop WLAN, composed of a conventional LAN (the wired

component) and several ad hoc components. In this network mobile clients not

in close proximity to the fixed networking infrastructure establish multi-hop

wireless paths to communicate with each other using an ad hoc routing proto-

col. Special devices, named gateways, interconnect the wired LAN with the ad

hoc components. These gateways are static devices with multiple interfaces.

One fixed interface is used to connect the gateway to the wired LAN, while

the other wireless interface operates in ad hoc mode. Thus, a gateway can be

seen as an enhanced access point supporting ad hoc networking, rather than

infrastructure-based wireless communications. Finally, standard IP routing is

used to connect the extended WLAN to the core Internet.

In our architecture multi-homing is permitted, i.e., multiple gateways can
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be located within the same ad hoc component, and the ad hoc routing manages

the network-layer handoff of mobile nodes between gateways2. We assume that

DHCP servers are deployed in the wired component to administer the dynamic

assignment of unique IP addresses to both wired host and mobile clients tem-

porarily associated to the network. This ensures that the the extended WLAN

is a single address space, where both ad hoc and static hosts have an IP ad-

dress with the same network identifier. In our previous work [ABC+07] we

have shown that this architectural design allows transparent support for node

mobility and facilitates Intranet communications. In the following sections we

describe how an unconfigured mobile host that wants to join the multi-hop

WLAN, for brevity denoted as new node, can query the DHCP servers to ob-

tain its IP configuration parameters.

5.4 DHCP Standard

In this section we outline the DHCP specification for IPv4, i.e., DHCPv4 [Dro97].

Note that the modifications introduced with IPv6 to the original IP addressing

architecture required a complete redesign of the DHCP standard [DBV+03].

Thus, the extensions to DHCP proposed in this chapter are applicable only to

DHCPv4.

DHCPv4 (hereafter simply DHCP) is designed exploiting the client/server

model, and DHCP clients and servers interact through a series of client-initiated

request-response transactions. Obviously, the DHCP server plays a central role

in DHCP because it provides the configuration parameters to the Internet hosts

(clients) that communicate with it. In small networks it can be sufficient a sin-

gle server to support many clients, while large networks may require multiple

DHCP servers. The DHCP servers are the owners of the addresses used by all

DHCP clients and manage their use, keeping track of both the allocated ad-

dresses and the available ones. The most efficient mechanism used by DHCP

servers for assigning IP addresses is the dynamic allocation mode, which pro-

vides a time-limited address allocation. Specifically, DHCP servers assign IP

addresses to clients on a lease, and, before the lease expires, DHCP clients

should request the renewal of the lease. In this way DHCP servers can imme-

2Note that in ad hoc mode there is not link-layer handoff because mobile nodes does not
have to associate to the gateways.



96 CHAPTER 5. HYBRID MESH NETWORKS

diately reuse IP addresses that have not been renewed.

Generally speaking, the DHCP communication protocol consists of responses

issued by one or more DHCP servers in reply to different types of requests from

clients. To describe the client-server interactions it is useful to give an example

of a typical dynamic address allocation. First, when a DHCP client boots up, it

sends a DHCP Discover packet to its local physical subnet to locate available

servers. This message is a layer-2 broadcast, i.e., the destination IP address is

255.255.255.255. Each DHCP server receiving this broadcast should respond

with a DHCP Offer sent to the client’s MAC address. The DHCP Offer

includes a tentative IP address for the client, the IP address of the DHCP

server sending the response, and the lease duration. A DHCP client may re-

ceive multiple DHCP Offer messages from different DHCP servers, and the

client must choose one of the servers that replied. Then, the DHCP client

broadcast a DHCP Request message to inform all the DHCP servers that

the offer has been accepted. To this end, the DHCP Request message con-

tains the IP address of the selected DHCP server. Only that DHCP server is

allowed to respond to the request message with a DHCP ACK, which contains

the rest of the information needed by the client to start conventional IP-based

communications, including the location of a DNS server and a default Internet

gateway. The DHCP servers that made the offers that were not accepted will

return the offered IP address to their range of assignable addresses.

Since DHCP uses the unreliable User Datagram Protocol (UDP) for encap-

sulating messages, it defines a retransmission strategy to cope with message

losses. Note that DHCP clients are responsible for detecting message losses

and for all message retransmissions. Specifically, the clients adopt a retrans-

mission strategy that incorporates a randomized exponential backoff algorithm

to determine the delay between retransmissions. In general, the delay between

retransmissions is doubled up to a maximum of 64 seconds, while the delay be-

fore the first retransmission should be 4 seconds plus a random value uniformly

selected in the range [−1, 1] [Dro97].

One of the most important limitations of DCHP, which is common to several

host configuration protocols, is the reliance on broadcasts for communication.

For performance reasons, broadcasts are normally propagated only within a

local network segment, and this means that DHCP clients and DHCP servers

on different physical network segments cannot communicate directly. To elim-
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inate the necessity of having a DHCP sever on every single physical subnet, a

router (or a normal Internet host) can be configured as a DHCP Relay Agent.

A DHCP relay agent will intercept DHCP Discover and DHCP Request

packets from clients. Then, the DHCP relay can either rebroadcast the clients’

DHCP messages to other networks, or send them directly to specific DHCP

servers it was configured to contact. The DHCP server responds back to the

relay agent that, in turn, forward the servers’ replies directly to the original

client’s MAC address.

5.5 Outline of the Idea

The goal of our autoconfiguration scheme, called Ad-Hoc DHCP (AH-DHCP),

is to assign a globally routable IPv4 address to the mobile nodes of a multi-hop

WLAN using the DHCP-based mechanisms already implemented in the wired

part of the network, without requiring any change of the standard DHCP server

implementation. In this way we can assign globally routable IP addresses to ad

hoc nodes without requiring that a pre-configured IP address space is reserved

to the ad hoc components.

To enable a new node to deliver its address request to the available DHCP

servers, we exploit the DHCP relay capability. More precisely, a new node

should execute a preliminary discovery procedure to identify other wireless

nodes already associated with the multi-hop WLAN and reachable through

one-hop wireless transmissions. Then, the unconfigured node elects one of the

discovered neighbors to act as DHCP relay agent, which will forward all the

client’s DHCP messages to the known DHCP servers. The DHCP standard

does not define any specific mechanism to discover the available DHCP relay

agents, but client-originated DHCP packets are implicitly forwarded by the

relay agents located on the same physical network segment of the client. This

behavior is acceptable in wired networks because they are controlled environ-

ments, and both the location and number of DHCP relay agents are carefully

planned. Typically, DHCP relay agents are enabled only on the interfaces

of routers interconnecting different subnets. On the contrary, in a multi-hop

WLAN each wireless node is a potential DHCP relay agent that may act as

a proxy during the configuration process of a new node. Therefore, if mul-

tiple DHCP relay agents are used concurrently to pass client’s messages to
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DHCP servers, the DHCP servers may be overloaded by the simultaneous re-

quests. Moreover, multiple copies of the same DHCP messages will travel in the

multi-hop WLAN increasing the protocol overheads3. In conclusion, introduc-

ing a DHCP relay agent discovery mechanism can introduce a twofold benefit.

Firstly, it reduces the number of messages generated during the configuration

process. Secondly, it guarantees that the DHCP servers receive a single address

request from each new node joining the multi-hop WLAN.

There is another shortcoming in the original design of DHCP that prevents

its efficient use in multi-hop WLANs. Specifically, DHCP standard assumes

that nodes are static during a client-server transaction, and message losses are

infrequent. For these reasons, DHCP clients adopt a simple retransmission

strategy that relies on timeouts to detect messages losses [Dro97]. However,

a multi-hop WLAN is a dynamic environment where nodes are free to move

almost arbitrarily. Thus, the selected DHCP relay and the unconfigured node

may move out of their respective transmission ranges and become unreachable

before the address assignment is completed. This may lead to unacceptable

delays in the address allocation. Moreover, external interference or routing pro-

tocol inconsistencies can produce not negligible packet errors. Consequently,

efficient procedures should be devised to cope with node mobility, and un-

expected communication problems. To this end, our scheme incorporates a

mechanism to allow a timely detection of nodes’ movements and/or failures in

order to ensure a prompt re-selection of a new valid DHCP relay agent.

After the completion of the initial configuration procedure, each wireless

node has to periodically interact with the DHCP server to renew its address.

Some authors [NP02, WZ04] observed that it might be difficult to guarantee

a continuous access to DHCP servers since ad hoc networks can become par-

titioned due to node mobility. However, in the considered network scenarios

this limitation does not appear problematic. First of all, the multi-hop WLAN

we envision will be mostly used as a flexible and cost-effective extension of the

fixed networking infrastructure in enterprise buildings or campus facilities. In

these contexts, users are semi-static or nomadic and are interested in having a

continuous access to Internet and its centralized services (e.g., web browsing,

access to centralized data repositories, etc.). In addition, DHCP servers are

located only in the wired part of the network. Thus, until the wireless node

3An analysis of the use of the overhead associated to the use of multiple relays is reported
in Section 5.7.3.
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is able to reach an access point through a multi-hop path, it will be able to

contact the DHCP server for address renewals.

5.6 AH-DHCP Description

We assume that the gateways are the first nodes to join the multi-hop WLAN.

Note that the gateways can interact with the DHCP servers using their wired in-

terfaces. For this reason, AH-DHCP does not need an initialization procedure,

which, on the contrary, is an important task of autoconfiguration protocols for

stand-alone MANETs [NP02]. Thus, in the following we only describe the AH-

DHCP operations when a new node (other that the access point) wants to join

the multi-hop WLAN. For brevity, and whenever ambiguity does not occur,

we refer to AH-DHCP clients and AH-DHCP relay agents simply as clients

and relays. For the sake of clarity, in Figure 5.2 and Figure 5.3 we illustrate

the protocol state machines of a client and a relay agent, respectively. In these

diagrams we represent the events that initiate a transition in brackets (e.g., the

expiration of a timeout, the reception of a specific message, etc.). If a message

is generated at the end of a transition, it is represented with a box at the end

of the transition arch. Furthermore, Table 5.1 and Table 5.2 list the messages

and parameters specific to AH-DHCP.

5.6.1 DHCP Relay Discovery Phase

Let node C be a new mobile node that wants to join the multi-hop WLAN. To

this end, it has to query a DHCP server for receiving the necessary IP configu-

ration parameters. Thus, node C starts its AH-DHCP client module entering

into the “DHCP relay discovery” state. Then, node C periodically broadcasts

special messages, called Relay Discover messages (see Figure 5.2), with pe-

riod TR. Every wireless node that is already part of the multi-hop WLAN, and

is running a relay agent, after receiving a Relay Discover message, should

reply with a Relay Ack message (see Figure 5.3). This Relay Ack message

expresses the willingness of the relay agent to act as initiator of the address

configuration process for node C. Note that Relay Discover messages are

broadcast frames that can be received only if two nodes are in radio visibility,

while Relay Ack messages are unicast frames sent directly to node C’s MAC

address.



100 CHAPTER 5. HYBRID MESH NETWORKS

[yes]

INIT

JOINED

relay_cache
empty?

[TR]

[TO]

Address Request

DHCP Relay
Discovery 

DHCP Server
Discovery

send(Relay_Discover)

send(DHCP_Discover)

addr_cache
empty?

[recv(DHCP_Offer)]

send(DHCP_Request)

[recv(DHCP_Ack)]

[TP]

send(Relay_Poll)

[no]

[yes]

[TP]

send(Relay_Poll)

[no]

[recv(Poll_Ack)]

[recv(Poll_Ack)]

[TA] OR [failed polling] 

[TA] OR [failed polling] 

Figure 5.2: State machine of the AH-DHCP client’s behavior.
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Figure 5.3: State machine of the AH-DHCP relay agent’s behavior.
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Table 5.1: AH-DHCP message notation.

Message Type Message Description

Relay Discover hello-like message sent by a new node during the DHCP
relay discovery phase

Relay Ack reply of DCHP relays to Relay Discover messages

Relay Poll poll message sent by a new node to the selected DHCP
relay agent

Poll Ack reply of DHCP relays to Relay Poll messages

Each Relay Ack message transports a list of attributes characterizing the

DHCP relay capabilities, such as the remaining battery energy, the distance

(in terms of hops) between the relay and its closest gateway, if the relay is al-

ready involved in a configuration procedure for another wireless node, etc. The

identity (MAC and IP address) and the attributes of each relay that replied

to a Relay Discover message are stored in a temporary cache, called re-

lay cache. Node C allocates a fixed time, say TO, to collect the neighbors’

responses. After the expiration of this timer, node C selects the “best” relay

according to a pre-defined policy applied to the attributes of discovered relays.

In our prototype we have implemented the following strategy: the relay that

is at the minimum distance from an access point should be selected as the for-

warder of DHCP messages. Note that other mechanisms could be devised to

select a single DHCP relay agent. For instance, it could be possible to imple-

ment a timer-based response mechanism where the timer is set based on some

preferences (e.g. DHCP relays having a shorter distance from the gateways

have smaller timeout values, and may respond first). However, a DHCP relay

discovery scheme based on period broadcast messages can be easily integrated

into classical hello-like neighbor discovery schemes implemented in popular ad

hoc routing algorithms (e.g., AODV or OLSR). After selecting a DHCP relay

agent, say RA, node C can begin a conventional DHCP transaction by sending

a unicast DHCP Discover message to RA. Note that legacy DHCP clients

transmit broadcast DHCP Discover messages because they are not aware of

the available DHCP relays. On the contrary, since AH-DHCP clients scan their

neighborhood to discover available AH-DHCP relays, they can use a single re-

lay as unique initiator of the address allocation process. This avoids sending

multiple copies of the same allocation request to the DHCP servers.
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Table 5.2: AH-DHCP parameters.

Parameter Parameter Default

Type Description Value

TR repetition period of Relay Discover messages 20 msec

TO maximum duration of DHCP relay discovery phase 100 msec

TP repetition period of Relay Poll messages 50 msec

maxmiss Relay Poll 4

TA timeout for a DCHP transaction 3 sec

As described above, to increase the probability of receiving at least a re-

sponse from neighboring wireless nodes, node C periodically broadcasts new

Relay Discover messages with period TR. However, to avoid synchroniza-

tion with other AH-DHCP clients in radio visibility of node C and transmitting

Relay Discover messages, the generation of these packets should be ran-

domized. Several randomization schemes have been proposed in literature for

wireless environments, especially for multi-hop broadcasting [NTCS99]. How-

ever, during the DHCP relay discovery phase we use only local broadcasts to

discover one-hop neighbors. Thus, we may avoid sophisticated mechanisms

to reduce collision probability. For the Relay Discover messages, we sim-

ply add a variable jitter to the time instant at which a new message should

be transmitted. More precisely, if tk is the time instant at which node C

should transmit the k-th Relay Discover message, the real transmission is

scheduled at time t′k = tk+jitter, where jitter is a random value selected in

the interval [−MAXj ,MAXj ]. In our prototype implementation we selected

MAXj =0.1 · TR. Note that this randomization strategy is similar to the one

adopted in the OLSR specification [CJ03] to avoid synchronization of routing

control messages. Similarly, it is possible to have collisions involving the Re-

lay Ack replays, because node C may have a large number of neighboring

nodes with DHCP relaying capabilities. Again, we adopt as collision avoidance

strategy the randomization of Relay Ack transmissions, but we provide to

these packets a higher level of spreading by selecting a maximum jitter value

equal to 50% of TR. Finally, it is possible that after the TO expiration, node C

has not received any response. In this case, node C re-initializes the TO timer

and continues transmitting Relay Discover messages.
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5.6.2 DHCP Transaction

After sending the unicast DHCP Discover message to the selected relay RA,

node C waits in “DHCP server discovery” state for receiving a DHCP Offer

message from the DHCP sever, which the relay agent has forwarded the mes-

sage to (see Figure 5.2). As explained in the Section 5.4, each DHCP Offer

message contains the tentative configuration parameters offered by the reply-

ing DHCP server. Thus, node C, after receiving a DHCP Offer message,

extracts these configuration parameters and store them in a temporary cache,

called addr cache. Then, node C sends an unicast DHCP Request (note that

in standard DHCP, DHCP Request messages are broadcast messages) to the

selected relay, and it waits in the “Address request” state for receiving a fi-

nal DHCP ACK message from the DHCP sever, which would complete the

configuration process. When node C has received from the DHCP server the

confirmation for using the requested configuration parameters, it can start the

ad hoc routing agent and get associated to the multi-hop WLAN. It also acti-

vates its internal DHCP relay agent to intercept the requests of future nodes

that want to join the multi-hop WLAN.

It is important to note that in our solution the number of DHCP messages

received by the DHCP server is constant, and independent of the network topol-

ogy. Furthermore, the number of DHCP messages transmitted in the network

during a DHCP transaction depends only on the number of hops of the shortest

path between node C and its closest gateway. For instance, let us assume that

node C has n neighboring DHCP relays, and that the closest gateway is d+1

hops far from node C. Under the hypotheses that no DHCP messages are lost

during a DHCP transaction, it is straightforward to derive that the number of

DHCP messages transmitted in the ad hoc network is equal to 4d (a DCHP

transaction is composed of four DHCP messages, which are replicated on each

of the d links between the DHCP relay and its closest gateway), while the

DHCP server receives only two DHCP messages and generates two replies (see

Section 5.7.3 for experimental results confirming these observations). On the

contrary, activating all the n available relays generates uncontrolled overheads,

and an excessive number of messages per DHCP transaction. More specifi-

cally, the number of DHCP messages transmitted in the ad hoc network is at

least 4d·n. Note that this is a lower bound for the protocol overhead because

some of the DHCP relays may have their closest gateway further than d hops.
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Moreover, the DHCP server will receive 2n DHCP messages, generating 2n

replies. In other words, the protocol overheads increases at least linearly with

the number of neighbors of node C.

As noted in Section 5.4 each node has to periodically renew its DHCP lease

with the DHCP server. However, it may happen that the DHCP relay agent

is not able to contact the DHCP server (e.g., due to inconsistencies of routing

table, poor link qualities, etc.) and to renew its IP network parameters. In this

case the node cannot participate to the routing because its IP information have

to be considered stale. Thus, this node has to repeat the address autoconfigu-

ration process described in Section 5.6.1 to acquire new IP network parameters.

Nevertheless, it is reasonable to believe that the failure of a renewal attempt

will be a rare event, with no appreciable impact on the configuration latencies

of new nodes joining the network.

5.6.3 Message Losses and Local Node Mobility

In the previous section we have implicitly assumed that there are no DHCP

message losses. However, in real environments DHCP messages can be lost for

several reasons. For instance, it can occur that between the selected relay and

the access point there are persistent communication problems (e.g., overloaded

channels, link breakages, etc.) that make the transmission delays unlimited.

In addition, frames can be lost due to channel interference or unexpected node

crashes. Finally, being mobile, node C and the selected relay RA can move dur-

ing the DHCP transaction without remaining in radio visibility. As explained

in Section 5.4, legacy DHCP clients implement a retransmission strategy using

a randomized exponential backoff algorithm, with a maximum retransmission

delay of 64 seconds [Dro97]. Such a delay is acceptable only because DHCP

message losses are assumed extremely rare in wired networks. However, this

strategy is not adequate to cope with an highly dynamic system. To ensure

that node C is able to promptly discover a topology change, we implement a

proactive pollling mechanism in our AH-DHCP client. Specifically, during a

DHCP transaction the new node C sends periodic unicast Relay Poll mes-

sages, with period TP , to the selected DHCP relay RA, which mandatorily

replies with a Poll Ack message. If RA does not reply to maxmiss consec-

utive polls, node C can assume that relay R is not reachable anymore and it

removes that relay from the relay cache. Note that RA stops replying to node
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C’s Relay Poll messages also if it looses its connection to the gateway. The

generation period of Relay Poll messages and the maxmiss value should be

chosen as a tradeoff between the promptness in detecting topology changes,

protocol overheads and the tolerance to poll message losses. As shown in Sec-

tion 5.7.2, with a proper setting of the polling mechanisms, the increase of

address configuration latency due to node mobility can be of the order of a few

tens of milliseconds in some configurations.

After a failed polling, node C should search an alternative relay in its re-

lay cache (see Figure 5.2). However, if no alternative relays are already known,

the only choice for node C is to start a new DHCP relay discovery phase. On

the other hand, if an alternative DHCP relay is known, say RB , node C can re-

sume the DHCP transaction using this new relay. In this case, two possibilities

can occur. One possibility is that the configuration process was interrupted

before node C received a DHCP Offer message from a DHCP server. Then,

node C has to send a new unicast DHCP Discover message to RB . The

other possibility is that node C has already received a DHCP Offer message

from a DHCP server. Then, it can retrieve the offered IP parameters from the

addr cache and send a new DHCP Request message through DHCP relay

RB for the same IP parameters.

Note that the above-described polling mechanism is effective to quickly

detect communication problems between the new node and the selected relay

agent. However, if the DHCP transaction fails due to communication problems

between the selected relay agent and its gateway, the polling mechanism is

ineffective because the client will continue to receive the Poll Ack messages.

For this reason it is still necessary to implement a timeout to detect possible

losses of DHCP messages. However, we substitute the legacy exponentially

backoff algorithm used by DCHP clients to set retransmission timeouts with a

fixed timeout TA. We believe that the use of a fixed timeout is more suitable for

a highly dynamic, and potentially lossy, environment, because it allows more

prompt detection of failed DHCP transactions.

5.7 Experimental Evaluation

To verify if our proposed scheme guarantees satisfactory address configura-

tion delays and an acceptable efficiency in terms of protocol overheads, we
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have implemented a fully operational prototype of AH-DHCP, and we have

tested it in a multi-hop WLAN, composed of two access points and five mo-

bile nodes. To the best of our knowledge, stateful address autoconfiguration

protocols (e.g., MANETconf), which are the schemes most similar to our ap-

proach, have been only validated via simulations, and no implementations are

available. Note that publicly available solutions for address configurations in

hybrid ad hoc networks and mesh networks are generally based on private ad-

dressing rather than routable Internet addresses, require NAT-based gateways,

and use portions of the MAC addresses to build the internal IP address (see

for instance, the addressing scheme used in MIT Roofnet [BABM05] or in the

Microsoft Mesh Connectivity Layer [DPZ04]). Thus, their functionalities are

not comparable with our proposal. On the other hand, most experimental

mesh networks use static addressing, while commercial mesh networks employ

proprietary schemes.

For the sake of flexibility, we did not use commercial access points in our

testbed, but computers equipped with both a wired and wireless interface, and

implementing the gateway functionalities described in [ABC+07]. To develop

the AH-DHCP prototype we adopted as reference implementation the DHCP

client and relay agent public source code provided by the Internet System

Consortium (ISC), which is one of the most popular DHCP distributions for

POSIX-compliant operating systems [Int06]. Then, we made the necessary

modifications to the DHCP software modules to implement the mechanisms

described in Section 5.5. Concerning the DHCP server, we used the legacy

DHCP server deployed on our campus wired network, which the gateways were

attached to.

Regarding the hardware configuration, our testbed consists of seven Acer

Aspire 5633WLMi laptops with Intel Pro-Wireless 3945 as integrated wireless

card. All nodes use a Linux 2.6.22 kernel and run the OLSR Unik implemen-

tation in version 0.4.10, which is fully compliant with the RFC 3626 [CJ03].

The ad hoc nodes are connected via IEEE 802.11b wireless links, transmitting

at the maximum fixed rate of 11 Mbps. All nodes were located in the same

room, and the IP-tables feature of Linux was used to emulate the multi-hop

topologies. In our experiments, the background traffic is represented by persis-

tent TCP flows, i.e., long-lived TCP connections transferring infinite-size files,

and we used the iperf tool [NLA05] to generate these flows.
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It is worth pointing out that we conducted the performance tests in an area

of CNR building covered by other uncoordinated WLANs, which introduced

uncontrollable radio interference. However, we believe that the randomness

due to the external interference is well representing the characteristics of real

radio environments and it is useful to attain more realistic results. To measure

steady-state performance we have replicated each test two hundred times. The

following graphs report both the average values and the 95% confidence inter-

vals, which are generally very tight and not always easily appreciable from the

graphs.

5.7.1 IP Address Configuration Delay in Static Configu-

rations

First, we carried out a set of experiments to select the most appropriate pa-

rameter setting for the DHCP relay discovery phase. Following the notation

introduced in Section 5.6 and listed in Table 5.2, let TR be the repetition period

of Relay Discover messages, and TO the observation interval during which

the new node collects the Relay Ack messages sent by the neighboring relay

agents. In general, the new node can have several neighboring nodes already

part of the multi-hop WLAN. Hence, it is important for the client to discover

all the possible relays in order to select the best one (e.g., the relay at a shortest

distance from an access point). It is obvious that the efficiency of the DHCP

relay discovery phase depends on how frequently the new node generates Re-

lay Discover messages, and for how long it collects the relays’ replies. In

principle, the shorter the TR period, the faster should be the discovery process.

However, the closer two consecutiveRelay Discovermessages are, the higher

the probability that Relay Ack messages generated by different relays collide.

To investigate this effect we used the network layouts illustrated in Figure 5.4.

More precisely, we considered a single client C with n neighboring AH-DHCP

relays. All these potential relays are in radio visibility with the same access

point A. Thus, the distance between the client C and the access point A is two

hops. In the experiments we varied the TR parameter and we forced the client

to execute a continuous DHCP relay discovery procedure. Then, we measured

the minimum time needed to receive a Relay Ack message from all the avail-

able relays. We initially performed our test without background traffic, i.e.,

when OLSR routing messages and AH-DHCP messages are the only packets
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Gateway A

DHCP Relays

Client C

Figure 5.4: Network layouts used for measuring the efficiency of DHCP relay
discovery phase.

transmitted over the wireless links. Then, we replicated the test introducing

background traffic consisting of asymptotic TCP uplink flows opened between

each relay and the gateway. If not otherwise stated, the TCP payload size is

1024 bytes.

Figure 5.5(a) shows the minimum TO interval needed to discover all the

available relays in a network without background traffic as a function of TR and

for various n values. From the experimental results we observe that the time

needed to complete the DHCP relay discovery procedure slightly increases by

increasing the TR period and the number of relays to discover. In addition, even

for TR =10 msec (that is the shortest repetition period of Relay Discover

considered in our tests), the minimum time needed to discover a single relay

is about 40 msec. By inspecting the packets traces we found out that this is

mainly due to two reasons. Firstly, Relay Discover messages are broadcast

frames that are not protected by layer-2 retransmissions. Thus, the trans-

mission of these messages is unreliable and they can get lost in the wireless

channel. Secondly, the generation of Relay Ack packets may be subject to

a non-negligible delay because the AH-DHCP relay module has to read the

node’s routing table to fill in the list of attributes, which is delivered within

each Relay Ack massage. The user-space function we adopted to access the

internal routing table introduces up to 10 msec of delay.

We replicated the same tests adding TCP background traffic saturating the

wireless links, and Figure 5.5(b) reports the measured minimum TO interval.

As expected, the minimum time needed to discover all the neighboring relays
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Figure 5.5: Minimum duration of DHCP relay discovery phase.

increases by introducing background traffic because both collision probability

and queuing delays increase. However, with TR=20 msec, it is still possible to

discover four DHCP relays in less than 60 msec. Thus, according to our results

TR =20 msec is a reasonable trade-off between the promptness of the DHCP

relay discovery phase and the protocol efficiency (a detailed analysis of the AH-

DHCP overhead is reported in Section 5.7.3). Thus, the experimental results

shown in the rest of this chapter have been obtained by fixing TR =20 msec.

Regarding the TO interval, we express its value as a function of the TR value

as follows:

TO = m · TR +∆ ,

where m is the maximum number of Relay Discover messages a new node

can send during a single observation period, and ∆ is a guard time introduced

to absorb jitter effects. In the following tests, we set ∆=TR/2, if not otherwise

stated.

The second set of experiments we carried out aims at evaluating the total

IP address configuration delay, say Dconf , which is defined as the time interval

from the instant when the new node sends the first Relay Discover message,

and the instant at which it receives theDHCP ACKmessage with the commit-

ted IP configuration parameters. TheDconf delay can be divided into two main

components: Ddisc and Dassign. The first component Ddisc expresses the time

between the first Relay Discover message sent by the AH-DHCP client run-

ning on the new node and the election (through the unicast DHCP Discover

message sent by the AH-DHCP client to the selected relay) of the DHCP re-

lay agent acting as unique initiator of the address configuration process. It is
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intuitive to note that Ddisc ≥ TO. In general, Ddisc will be longer than TO

only if node C has not received any Relay Ack message during the initial

observation period, and it has to repeat the DHCP relay discovery procedure.

The second component Dassign expresses the time between the DHCP relay

activation and the reception of the DHCP ACK message that concludes the

IP address assignment. In other words, the Dassign value represents the dura-

tion of the DHCP transaction established between the AH-DHCP client and

the legacy DHCP server. Several factors can affect this delay, including the

processing delays introduced by relay agents and DHCP servers [PKLK04].

However, in a multi-hop WLAN system also the distance of the DHCP server

from the new node plays a crucial role in determining the Dassign value. To

estimate this component of the Dconf delay we performed several tests in the

network scenarios illustrated in Figure 5.6. More precisely, we considered a

single client C that is n wireless hops far from the access point A. Thus, at

least n−1 relays are needed to establish this n-hop path between C and A. Ob-

viously, each wireless hop adds its own medium access delay, processing delay

and queuing delay. Similarly to the results shown in Figure 5.5 we performed

our tests both without background traffic and with background traffic. In this

case, the background traffic consists of n−1 asymptotic TCP flows opened from

each relay to the gateway.

Figure 5.7(a) and Figure 5.7(b) show the IP address configuration delay

without and with background traffic, respectively, as a function of the TO value

and for different n values. As expected, there is a clear dependence of the total

configuration delay on the duration of the observation period, because Ddisc

increases almost linearly with TO (graphs are omitted due to space limitations).

Moreover, the Dconf value increases by increasing the number of hops needed

to reach the gateway. This delay increase is not significant in the experiments

without background traffic, while it is considerable with background traffic.

This is due to the increment of queuing delays caused by the TCP packets that

are buffered in the transmission queues of DHCP relay nodes. In fact, without

background traffic, the network contention induced by control messages (i.e.,

OLSR and DHCP packets) is negligible and the transmission buffers are empty

most of the time. Consequently, most of the delay accumulated along the path

is due to the processing delays introduced by DHCP relay agents. On the

contrary, with background traffic, the transmission buffers may store several
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Figure 5.6: Network layouts used for the measuring address configuration de-
lays in static configurations.

TCP packets. However, the experimental results show that the proposed au-

toconfiguration protocol ensures reasonably small address configuration delays

(shorter than 0.8 sec) even when the new joining node is distant five hops from

the gateway, and the network is fully loaded.

5.7.2 IP Address Configuration Delay in Mobile Config-

urations

In this section we evaluate the impact of node mobility on the total address

configuration delay. To this end, we consider three different network scenarios,

which are illustrated in Figure 5.8(a), Figure 5.8(b) and Figure 5.8(c). Specifi-

cally, Figure 5.8(a) represents the case of a new node C with a single neighbor-

ing AH-DHCP relay, say RA, which is two hops far from the closest gateway

GA. Thus, after the DHCP relay discovery phase node C necessarily selects RA

as the unique initiator of the address configuration process. However, before

completing the IP address assignment, node C moves out of node RA’s radio

range. In this case, the polling mechanism allows a prompt detection of this

event because node C stops receiving Poll Ack messages from RA. However,
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Figure 5.7: IP address configuration delay in static chain topologies.

node C’s relay cache is empty and it has to trigger a new DHCP discovery

phase do find another neighboring relay (i.e., node RB). In Figure 5.8(b) we

illustrate a different case, because node C has now two neighboring AH-DHCP

relay agents, both two hops away from a gateway. Therefore, after the DHCP

relay discovery phase, node C will select randomly one of the two equivalent

relays (RA in our example) to start the address configuration process. Before

completing the IP address assignment, node RA moves out of node C’s radio

range. However, node C’s relay cache is not empty (it contains also the identity

of relay RB). Thus, node C can immediately start a new address configura-

tion procedure. Finally, Figure 5.8(c) illustrates a network scenario identical

to Figure 5.8(b), but in this case the mobile node is the intermediate node

between RA (the relay selected by node C in our example) and the gateway

GA. Since node RA has lost its connectivity with the gateway, it stops replying

to node C’s polls. Note that RA becomes aware of the topology change only

when its link to the intermediate node expires4. After loosing its relay, node C

will behave exactly as in the case illustrated in Figure 5.8(b). For the sake of

brevity, hereafter we denote the first scenario as Scenario A, the second one as

Scenario B, and the last one as Scenario C. In the following we report experi-

mental results obtained by setting the period of Relay Poll messages equal

to 50 msec, and the maximum number of consecutively missed Poll Ack mes-

sages needed to declare a failed polling equal to four. This means that about

200 msec are needed by the polling scheme to declare lost a DHCP relay. Note

4In our experiments, we configured OLSR to declare lost a link after 500 ms passed without
receiving any OLSR message.
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Figure 5.8: Network layouts used for the measuring address configuration de-
lays in mobile configurations.

that the TA timeout is set to 3 seconds in our experiments, but the TA value

does not affect the system performance for the considered mobility scenarios,

where either the selected relay or the new node move while the other relays in

the network are static.

Figure 5.9(a) and Figure 5.9(b) show the IP address configuration delays

for all the three scenarios, without and with background traffic, respectively.

Background traffic consists of two asymptotic TCP flows, one from node RA

to gateway GA, and one from node RB to gateway GB . We set TR = 20ms,

as in Section 5.7.1, and we investigated three representative values for the TO

parameter. In our tests, each mobile node (i.e., node C in Scenario A, node RA
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in Scenario B, and the intermediate node between RA and GA in Scenario C)

is configured to start moving after the completion of the DHCP relay discovery

phase. Randomness is introduced in our experiments by inserting a random

delay (uniformly selected in the range [50, 100] msec) between the completion

of the DHCP relay discovery phase and the beginning of node’s movement. As

a result of this randomization, the DHCP transaction can be interrupted either

before node C receives a DHCP Offer message or before it receives the final

DHCP Ack message.

The experimental results shown in Figure 5.9 indicate that, in the consid-

ered network scenarios, the address configuration delays are acceptable (always

less than one second in Scenario A and Scenario B) and the polling mechanism

ensures a prompt detection of relay unavailability. We can observe that in Sce-

nario A the configuration delay is longer than the one measured in Scenario B.

To explain this behavior we should note that, in the former case, node C has

to perform at least two DHCP discovery phases, while in the latter case one

DHCP discovery phase may be sufficient, because in Scenario B the relay cache

contains the identity of both node RA and node RB . Consequently, the longer

the TO interval, the more significant the delay difference between Scenario A

and Scenario B. Regarding Scenario C, we can observe that the configuration

delays are significant higher than in the other two cases. The reason is that RA

becomes aware of the movement of the node that it is using as next-hop towards

the gateway only after the OLSR link timeout. In our tests, this timeout is set

to 500 ms, which corresponds to the difference in configuration delays between

Scenario B and Scenario C. However, this additional delay is independent of

our address configuration process, and it is only related to the dynamics of the

ad hoc routing protocol.

Our experimental measurements show that background traffic negatively

affects the address autoconfiguration process, which is an expected result that

reproduces the behaviors observed also in static configurations (see Figure 5.7).

Finally it is worth pointing out that the use of a temporary addr cache helps

to reduce the configuration delays in case of mobility, especially for Scenario

B. More precisely, if the DHCP transaction is interrupted after node C has

received aDHCP Offermessage from a DHCP server, node C can resume the

DHCP transaction by sending a new DHCP Request message for the same

IP parameters (which are stored in the addr cache) through a new relay (see
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Figure 5.9: IP address configuration delay measured in mobile scenarios.

Figure 5.2). This optimization avoids replicating the entire DHCP transaction

after each topology change.

5.7.3 AH-DHCP protocol overheads

In previous sections we focused on estimating the address configuration delays.

However, another performance figure particularly relevant for an autoconfigu-

ration protocol is the amount of protocol overheads generated. To evaluate this

aspect we analyzed the size of all the packets transmitted and received from the

new node when joining the multi-hop WLAN. Then, we classified the protocol

overheads into three categories representing the packets generated and received

during the DHCP relay discovery phase, the DHCP transaction and the DHCP

relay polling. Figure 5.10 and Figure 5.11 show the protocol overheads in terms

of bytes generated by/received from the end host for a few representative cases

chosen from the network scenarios illustrated in Figure 5.6 and in Figure 5.8,

respectively. On the other hand, Table 5.3 and Table 5.4 report the protocol

overheads in terms of number of packets generated by/received from the end

host.

Our results indicate that, when analyzing the overheads in terms of bytes,

the DHCP messages exchanged during the DHCP transaction are the domi-

nant protocol overheads, and that the overall AH-DHCP overheads are prac-

tically negligible (less than 1 Kbyte). This can be explained by observing

that the payload of AH-DHCP control packets (i.e., Relay Discover, Re-

lay Ack, Relay Poll and Poll Ack messages) are 44-byte long (28 bytes

for the IP and UDP headers plus 16 bytes for the payload listing the node’s at-
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tributes), while DHCP packets, in our DHCP version, are either 1472-byte

long (DHCP Discover and DHCP Request messages) or 300-byte long

(DHCP Offer and DHCP Ack messages). On the contrary, if we analyze

the protocol overheads in terms of packets, we can observe that the overhead

associated to the DHCP transaction is the smallest one, only four packets, and

it is independent of both the specific setting for AH-DHCP parameters, and the

network topology. However, it is worth pointing out that DHCP messages are

replicated on each wireless hop they traverse on the path between the selected

relay and the closest gateway. This means that to compute the overall protocol

overheads due to DHCP messages, the overheads reported in Table 5.3 should

be multiplied by n, where n is the hop distance between the selected relay and

the closest gateway. In any case, the DHCP server will receive only one copy

of each DHCP message.

As expected, the AH-DHCP overheads generated during the DHCP relay

discovery phase depend on the TO value. Specifically, the longer the TO value,

the more Relay Discovermessages are generated, and the more Relay Ack

messages are received by node C. For instance, let us consider the case TO =

70 ms in Table 5.3. Since TR =20 ms, node C sends three Relay Discover

messages and, in principle, it should receive three Relay Ack messages5. In

our test conditions, the link quality is good and messages are rarely lost due to

channel noise. Thus, the measured overhead is very close to the expected value

of six packets. Note that, with background traffic the overhead increases rather

than decreasing. The explanation of this behavior is that a single DHCP relay

discovery phase is not always sufficient to node C to discover its DHCP relay.

As shown in Figure 5.10 and Figure 5.11, the AH-DHCP overheads gener-

ated during the DHCP relay polling are independent of the TO value, but are

affected by the presence of background traffic and the number of hops between

the new node and the gateway. This is easily explained by noting that the du-

ration of the DHCP transaction (i.e., Dassign) increases when the distance be-

tween the new node and the gateway increases, especially if background traffic

disturbs the DHCP transaction (see Figure 5.7). Thus, the longer Dassign, the

more Relay Poll messages are generated, and the more Poll Ack messages

are received by node C. From the shown results it is evident that AH-DHCP

5Node C may receive less than three Relay Ack messages either because the Relay Ack
messages are lost due to channel noise/ contention, or because the relay did not receive the
Relay Discover message.
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Figure 5.10: AH-DHCP protocol overheads (in bytes) for the network scenarios
illustrated in Figure 5.6.

overheads in terms of packets are significantly higher than DHCP overheads.

However, this overhead can be reduced by adjusting the repetition periods of

Relay Discover and Relay Poll messages. In addition, the number of

generated messages is quite low and it is reasonable to believe that it has no

negative impact on the access delay of data packets.

Similar considerations can be derived by analyzing Figure 5.11. The main

difference we can notice is that the protocol overheads generated by the DHCP

transactions in Scenario A are higher than the ones generated in Scenario B

and Scenario C. This can be explained by observing that in Scenario B and Sce-

nario C, if the mobile node moves after node C has received a DHCP Offer

message, then node C can resume the DHCP transaction by sending a new

DHCP Request message directly to relay RB . On the contrary, in Scenario

A node C has always to restart a completely new DHCP transaction after losing

the radio visibility with relay RA. Therefore, a higher number of DHCP mes-
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Table 5.3: AH-DHCP protocol overheads (in packets) for the network scenarios
illustrated in Figure 5.9.

2-hop chain 5-hop chain

w/o bck. with ack. w/o bck. with ack.

TO traffic traffic traffic traffic

70 ms

DHCP relay discovery 5.95 6.72 5.96 7

Polling 4.08 6.11 4.95 18.2

DHCP transaction 4 4 4 4

150 ms

DHCP relay discovery 13.02 13.29 13.26 13.40

Polling 4.02 6 5.47 20.4

DHCPtransaction 4 4 4 4

Table 5.4: AH-DHCP protocol overheads (in packets) for the network scenarios
illustrated in Figure 5.11 for TO=70 ms.

Scenario A Scenario B Scenario C

DHCP relay discovery
w/o back. traffic 19.1 13.52 13.6

with back. traffic 20.6 14.22 14.27

Polling
w/o back. traffic 6.8 5.95 16

with back. traffic 16.8 11.8 21.86

DHCP transaction
w/o back. traffic 6.02 5.64 5.75

with back. traffic 6.62 5.76 5.90

sages are generated in Scenario A than Scenario B, resulting in higher protocol

overheads. However, as reported in Table 5.4, less than two DHCP messages

have to be retransmitted, on average, to complete the DHCP transaction. In

addition, we can observe that the polling overhead is maximum for Scenario

C because relay RA keeps replying to the Relay Poll messages until the ad

hoc routing protocol does not declare lost its connection to the gateway. On

the other hand, Scenario A has the highest overhead for the DHCP relay dis-

covery phase because at least two separate discovery procedures are necessary

to discover relay RA and relay RB , while in both Scenario B and Scenario C

the two relay are discovered during the first initial DHCP discovery phase.
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(b) Scenario A, with background traffic
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Figure 5.11: AH-DHCP protocol overheads (in bytes) for the network scenarios
illustrated in Figure 5.9.

5.8 Conclusions

In this chapter we described AH-DHCP, an address autoconfiguration protocol

for multi-hop WLAN. The main goal of our work was to prove the applicability

of DHCP, originally designed to provide configuration parameters to hosts in a
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fixed network, also when traditional WLANs integrate ad hoc networking tech-

nologies to discover and maintain multi-hop wireless path within the network.

The basic idea was to take advantage of DHCP relay capabilities available in

already configured nodes. To this end, we proposed extensions to DHCP to

enable a new node to dynamically choose a reachable relay agent as the unique

initiator of the configuration procedure. Then, this relay transparently passes

all the client-originated messages to the DHCP servers located in the wired part

of the network. Our proposed solution can tolerate messages losses and node

mobility because it implements appropriate mechanisms to promptly react to

persistent communication problems and topology changes.

Experiments conducted with a prototype implementation of AH-DHCP

have shown that our solution ensures short address configuration delays and

low protocol overheads, even when node mobility or background traffic inter-

feres with the operations of the autoconfiguration protocol. For future work,

we intend to investigate mechanisms to reduce the impact of multi-hop for-

warding on address assignment delays in large-scale multi-hop WLANs, e.g.,

by introducing a hierarchy of DHCP relay agents. Another possible research

direction is the extension of our solution to IPv6.



Chapter 6

Mesh Networks: An

Application Scenario

6.1 Introduction

Today’s modern society is considered an Information society because the cre-

ation, circulation and manipulation of information are activities that pervade

many aspects of our cultural, economical and social life. Consequently, govern-

ments, economy and society in general, are becoming increasingly dependent

on Information & Communication Technologies (ICT), which are the means

of providing information. For these reasons, the communications infrastruc-

tures used to transport information are considered a critical asset of our so-

ciety, such as the transportation and power supply infrastructures, and they

should be protected and secured. The need to ensure resiliency, security and

dependability of our communications systems is made more compelling by the

tight interdependence between the information infrastructure and other criti-

cal infrastructures. For instance, security problems, breakdowns and failures

in the information systems may create widespread damage in transportation

or energy infrastructures. In addition, the nature and extent of the threats

jeopardizing our communications infrastructures are considerable higher today

than in earlier times. As well explained by the European Security Research

Advisory Board in its 2006 report “modern crises are progressively changing

their character from ‘predictable’ emergencies. . . to unpredictable catastrophic

121
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events” [ESA06], and current communications networks are not designed to

withstand unplanned and unexpected disruptive events such as natural or man-

made disasters. In fact, in assessing the communication breakdowns that have

taken place in the aftermath of events of the magnitude of 9/11, Katrina hur-

ricane or London bombings, when many mission-critical networks were down

and unavailable, it has been observed that “telecommunications was the great-

est single area of concern” [Lon06, UK 06]. It is also important to highlight

that, during a crisis or an emergency situation, the availability of a reliable and

dependable communications system is also fundamental to allow first respon-

ders, rescue teams and public safety agencies operating in the disaster area to

carry out disaster relief operations. In fact, all the disaster and crisis man-

agement activities rely on the exchange of information between government

entities, operators of critical infrastructures, and rescue teams, as well as on

the interaction of first responders with citizens and victims. In the following

discussion, we will primarily concentrate our attention on this communication

scenario, i.e., the provision of resilient and flexible communications services in

a disaster zone for Public Protection Disaster Relief (PPDR) missions.

The experiences gathered after the most recent large disasters (e.g., In-

dian Ocean tsunami in 2004) or massive terrorist attacks (e.g. 9/11 airplane

crashes in 2001 or Madrid train bombings in 2004) have permitted the clear

identification of the missing capabilities of existing communications systems

to provide the necessary support for PPDR applications. Among the most

important shortcomings that have been identified by various forums and com-

mittees [Lon06, UK 06, US 06, US 05, Hat05] it is useful to note: the lack of

sufficient robustness and resiliency to disruptive events, the limitations in the

interoperability between private networks operated by public safety agencies,

the difficulties for integrating private networks with the core communications

infrastructures, the lack of flexibility and versatility in the communications

services, and the limited support of priority communications in public net-

works. To effectively address the above issues, we advocate the use of self-

organizing architectures exploiting the ad hoc networking paradigm to realize

a resilient and versatile communications system meeting the requirements of a

disaster response system. Traditionally, mobile multi-hop ad hoc networks (also

MANETs) are conceived as groups of devices that self-organize into peer-to-

peer networks by establishing multi-hop wireless connections [Ahm07, CCL03].
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Therefore, it is intuitive that first responders may use the ad hoc network-

ing technologies to quickly set up on-demand communications services between

their handheld devices, enabling a reliable dissemination of vital information,

as well as an effective collaboration in time-critical relief operations. However,

in the recent years, the MANET research has achieved important results in

successfully exploiting the multi-hop ad hoc networking to build various types

of specialized networks, such as mesh networks, vehicular networks, sensor net-

works and opportunistic networks, which have been designed to support well-

defined application requirements [CG07a]. For instance, mesh networks provide

rapidly deployable wireless extension to legacy communications infrastructures;

vehicular networks apply the MANET technology to the inter-vehicles commu-

nications; sensor networks are designed to support monitoring applications in

general; and opportunistic networks are an extension of MANET technology

to cope with intermittently connected networks. We expect that these emerg-

ing technologies will provide most of the missing communications capabilities

needed to develop a dependable, secure and rapidly deployable communications

system for mission-critical scenarios and emergency response.

In this chapter we present the main characteristics and properties of these

emerging technologies with special emphasis on mesh, vehicular, sensor and

opportunistic networks ([Anc07]). The focus of our discussion is to explain

how these networking solutions will facilitate the development of flexible and

easily deployable communications systems that would be resilient to disruptive

and unplanned events. While the maturity of these technologies is sufficient

to predict the readily deployment in all the typical situations characterizing

PPDR scenarios, there are still several open research and technical challenges

that have to be addressed to realize an information sharing system for disaster

response fully integrated with the existing communications infrastructures. In

particular, in our discussion we will give special attention to aspects such as

interoperability among multiple heterogeneous networks, autonomic network

management, and QoS protection.

The remaining of this chapter is organized as follows. Section 6.2 illus-

trates the reference disaster scenarios that exemplify the communications chal-

lenges that characterize first responders’ emergency response operations. In

Section 6.3 we analyze the missing technological capabilities necessary to de-

velop the next-generation of resilient, rapidly deployable and secure commu-
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nications systems for PPDR applications. In Section 6.4 we outline the most

consolidated international initiatives aiming at promoting the security research

in the PPDR area. Section 6.5 reviews the most recent advances in the deploy-

ment of mesh, opportunistic, vehicular, and sensor networks. In Section 6.6 we

discusses some of the most important research challenges. Finally, Section 6.7

draws concluding remarks.

6.2 Background

To identify the communications challenges that emerge after a security inci-

dent, and to highlight the communications capabilities needed during disaster

relief operations, we consider a reference scenario, where a natural or manmade

disaster devastates the communications infrastructures and first responders are

involved in the emergency response.

First of all, we observe that the today public telecommunications networks

are characterized by the considerable heterogeneity of the technologies and

architectures adopted to provide communications services, either at the local

or geographical scale. At one extreme, these networks are based on wired

and wireless narrowband technologies (e.g. leased telephone lines, cellular and

satellite systems, etc.), and they are mainly used to provide voice communi-

cations and a limited support of data transmissions. On the other extreme,

these networks employ broadband wired and wireless technologies (e.g., WiFi,

Wi-MAX, optical networks, etc.) to support more complex multimedia com-

munications. However, these systems have common characteristics such as the

dependence on dedicated infrastructures, the adoption of a centralized manage-

ment for the communications resources, and the use of point-to-point links to

interconnect the devices to other devices or control units. In case of an incident

that causes partial damages to the network infrastructures (either turning some

point-to-point links down or making some devices non functioning), large por-

tions of these communications systems may stop working properly. To reduce

the risk of suffering communications-service interruptions during a disruptive

event, the most critical components of large-scale telecommunications networks

are usually replicated. However, the experiences gathered from the most re-

cent security incidents and disasters (e.g. 9/11 attacks or Katrina hurricane)

have highlighted that this approach is not effective to ensure communications
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Figure 6.1: Communications infrastructure partially damaged: backup wireless
links are established to activate mesh-mode communications.

system resiliency because these backup systems are generally unable to handle

the huge traffic volumes generated in the wake of a crisis situation. The solu-

tion we envisage for dealing with the damages that an incident may cause to

the legacy communications systems is to reuse what remains available of the

infrastructure by establishing additional wireless backup links if possible (e.g.,

satellite links), and substituting point-to-point links with multi-hop wireless

connections to form a more reliable wireless mesh backbone. This scenario is

illustrated in Figure 1, which exemplifies an urban environment where an in-

cident has interrupted wired links (represented by red crosses in the picture),

and communicating devices establish alternative wireless links using satellites

or terrestrial antennas.

In addition to re-establish the public communications systems in a disas-

ter area, it is fundamental to rapidly deploy a communications platform that

may guarantee an acceptable level of communication to first responders, rescue
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workers, and any other Public Safety user operating in the disaster area. This

temporary on-demand communications network may be created by establishing

multi-hop ad hoc communications between the handheld devices carried by first

responders and/or communicating devices (i.e., wireless routers) transported

by rescue land vehicles or helicopters deployed on the disaster area. These spe-

cialized networks may be operated in parallel to the legacy networks or tightly

integrated with them as an extension or replacement of a too seriously damaged

communications infrastructure (see Figure 2). Note that, for first responders,

it is necessary to have also access to the legacy wireless infrastructure networks

to stay in contact with remote command and control centers.

In addition to deploying powerful wireless communications devices, the

emergency response personnel may spread out across the disaster area tiny

sensing devices. These sensing devices will form a sensor network that may

provide a useful tool to remotely monitor a location or situation in real time,

assisting first responders in the decision process and coordination activities

during emergency response and security operations, as well as to detect and

predict threats (e.g. the presence of toxic substances after a chemical plant

explosion, or the imminent collapse of a building after and earthquake).

In extreme cases, a disruptive event may produce so extensive damages to

bring down almost all the existing network infrastructures. Moreover, because

of the prohibitive environmental conditions, it might be impractical to spread

around a sufficient number of rescue vehicles so as to create well-connected ad

hoc networks. In this context it is more likely to envisage the case of “clouds”

of connected handheld devices (e.g., palmtops carried by first responders) that

will be just sporadically connected to each other, and, possibly, to the surviv-

ing part of the infrastructure. These communication clouds will be extremely

dynamic, as the rescue teams will move, and wireless links will appear and

disappear. In the extreme case, a single, disconnected, user can form a com-

munication cloud. Traditional networking approaches will fail to preserve the

communications services in such scenario because they require a continuous

end-to-end path between communicating endpoints, computed by a routing

protocol, while such continuous paths will seldom be available in a security

incident area. On the contrary, opportunistic networking techniques enable

end-to-end paths even when communication endpoints are not connected at

the same time to the same network by exploiting the store-carry-and-forward
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Figure 6.2: Communications infrastructure heavily compromised: heteroge-
neous and interoperable self-organizing wireless networks are deployed.

approach. It is evident that devices should have highly versatile communica-

tions capabilities to efficiently operate in a network that would be extremely

dynamic, heterogeneous and mainly disconnected, formed by possibly isolated

devices. In addition, in this disaster scenario, where communications will be

extremely challenged as a consequence of infrastructure disruptions, communi-

cations opportunities will be a scarce resource to be sparingly managed. It is

then critical to ensure that critical data are made available to the right set of

users, by avoiding congestion and data unavailability.

6.3 Thoughts for practitioners

From the analysis of the previous reference scenario, as well as the analy-

sis of other global and homeland security scenarios, we can identify the user

requirements associated to typical public safety, emergency and disaster ap-
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plications. These user requirements will be the basis to derive the technical

requirements for the design of resilient, rapidly deployable and secure com-

munications systems for PPDR applications [MHB07]. The most important

technical requirements we have identified are the following:

1. Ubiquitous access – Public safety mobile radio networks must function in

all areas served by first responders and involving disaster victims. This

should include underground places, rural areas, remote or under-served

areas, and challenged environments that were subjected to devastations.

In addition, the seamless support of user mobility should be an integral

part of the system design.

2. Resiliency – Natural and manmade disasters may cause partial, or even

extensive, disruptions of the terrestrial communications infrastructures.

However, a resilient communications system must be designed to survive

to damages and failures, and to ensure the continuity of communication

services, at least for critical applications. To this end, centralized archi-

tectures should be avoided because more prone to failures and clearly less

re-configurable.

3. Fast deployment – To effectively deal with emergency situations a com-

munications system for PPDR applications should be easily and rapidly

deployable, and the communications services should be operational very

quickly.

4. Self-organization – It is crucial that public safety networks implement ad-

vanced self-management capabilities in order to limit as much as possible

human operations and maintenance, guaranteeing that the network prop-

erly operates despite unplanned and unexpected events. Self-organization

is also a prerequisite to provide fast and dynamic deployment of tempo-

rary, on demand, communications network in disaster areas.

5. Interoperability – Emergency operations require the involvement of sev-

eral groups of first responders operating for different agencies and au-

thorities. Seamless communications between different units do not re-

quire only common procedures, but also interoperable equipments and

communication protocols. In addition, private networks owned by public
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safety agencies should be easily integrable with the public networks used

by citizens to favor the information collection and distribution.

6. QoS – Emergency response management and disaster relief operations

very often rely on the timely exchange of critical information (e.g. via

voice or images/video) between first responders, and on providing cor-

rect and updated information to people. Therefore, the communications

system used by first responders should provide QoS support to meet the

stringent requirements of real-time flows. In addition, priority schemes

should be integrated in the public communications networks to ensure

that vital communications for first responders are not hindered by legacy

data transmissions during emergency situations.

7. Security – Standard security properties should be assured also in a dis-

ruptive environment. However, in addition to protecting the privacy of

the communications, in emergency scenarios it is also important to pro-

vide a reliable establishment of trust relationships among users in order

to guarantee the secure identification of devices and users.

Although the technical requirements for reliable communications infrastruc-

tures to be used in PPDR operations are well defined, the recent disaster ex-

periences have revealed that the existing solutions are unable to provide an

adequate support for these situations. Traditionally, public safety agencies

have relied on dedicated wireless systems to support communications between

teams of first responders. In particular, it was generally believed that the re-

liability and security of the public Internet is inadequate for mission-critical

functions. On the contrary, the allocation of dedicated spectrum for public

safety applications, as well as the adoption of more stringent reliability and

security requirements than the ones considered in commercial networks, should

make dedicated systems sufficiently robust to operate also during emergency

situations. For these reasons, industry standards for implementing narrow-

band private mobile radio systems, e.g. ETSI standard TETRA in Europe

or APCO25 in the USA, have been developed in last decade, facilitating the

deployment of these networks. However, a central lesson underscored by recent

disruptive events (e.g. Katrina hurricane or London bombings) is that pri-

vate mobile radio systems maintained by public safety agencies were outdated

and incompatible [Lon06, UK 06, US 06, US 05, Hat05]. Specifically, these ag-
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ing technologies were too limited to meet the growing demands of emergency

communication services, because they were designed primarily for voice com-

munications and lack other important capabilities such as high-speed data com-

munications. Moreover, teams of first responders from different agencies were

not able to communicate due to lack of interoperability between their private

networks. This severely hindered the capability of first responders to acquire,

process, and disseminate vital information. In addition, the wireless communi-

cations systems used by the first responders and law enforcement communities

were unable to support seamless and interoperable communications with the

legacy telecommunications networks used by citizens. This made impossible to

distribute early warnings and updated information to people at disaster areas.

The inefficiencies in the design or deployment of their private networks led

first responders and emergency managers to switch to public mobile networks

to provide emergency services during large-scale disasters. However, terrestrial

communications infrastructures (also called Land Mobile Radio systems, or

LMR), such as traditional 3G cellular systems or emerging metro-scale broad-

band wireless access technologies, are generally based on centralized architec-

tures where central units have full control over each cell. Thus, fundamental

system functionalities, as access control, connection establishment, support

of mobility, etc. relay on the existence and the availability of the network

infrastructure itself. Consequently, centralized architectures suffer the main

drawback of collapsing when the centralized infrastructure is out of order, and

when unplanned or unexpected disruptive events occur. For example, disasters

as New Orleans flooding destroyed all available network infrastructures. Nowa-

days, the only practical solution to deal with partial or total unavailability of

LMR systems is to use satellite communications. However, satellite systems

are seen as a fallback technology, suitable only for outdoor communications

and subject to the availability of a satellite to act as a relay station between

earth terminals. The lack of radio communications ability within buildings

represented a notable failing of public safety LMRs and one that has led to

tragic results during emergency situations such as 9/11 [UK 06, US 05].

Even if available, commercial telecommunications systems often were severely

overloaded during emergencies. All the reports from governments and experts

investigating the causes of the communication failure during recent natural or

manmade disasters highlighted that commercial systems are often the most un-
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reliable during critical incidents when public demand overwhelms the system

[Hat05]. Unfortunately, prioritization schemes to reserve dedicate resources to

emergency calls or to limit resource usage by low priority users are rarely im-

plemented in commercial systems, or have not appropriate objectives. In fact,

if congestion occurs in normal conditions, network operators assign greater

importance to flows that have greater revenue-generating capability. On the

contrary, during exceptional conditions like emergencies or disasters, network

operators should consider more valuable the traffic generated by users involved

in disaster relief operations.

The above analysis of the shortcomings of the existing, either public or

private, communications systems for PPDR applications points out that the

development of new networking technologies capable of providing the needed

degree of reliability and dependability is fundamental. This need, as well as the

growing threat perception, has boosted both private and public investments

in researching novel security solutions. As explained in the following, these

research initiatives have rapidly converged to an increasing consensus about

the fact that the most mature and best suited networking paradigm fulfilling

the requirements of PPDR applications is the ad hoc networking paradigm

[ESA06]. In fact, being peer-to-peer networks formed by mobile devices with

self-organizing capabilities, multi-hop ad hoc networks represent a key techno-

logical driver to deploy more resilient communications systems. To support this

claim, in the following sections we firstly outline the most important national

and international research programs that have been established in the sector

of national and civil security, with special attention to the communications

concerns. Then, we discuss how the recent advances in ad hoc networking may

be successfully applied to realize a practical communications system for PPDR

applications.

6.4 International Initiatives

A series of national and international initiatives have been established to bring

together national governments, international organizations, industrial stake-

holders, academia and emergency response communities and to set up the

agenda of long-term security research. All these initiatives have identified the

development of novel IT solutions to deploy dependable, versatile and secure
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communications infrastructures, as a key investment area.

One of the first examples of this new approach to address global security

challenges is represented by the establishment in the USA of the Department of

Homeland Security (DHS), whose primary aim is to define a high-level strategic

plan to coordinate all the organizations and institutions involved in the secu-

rity missions and emergency response. To accomplish this ambitious goal, the

DHS has created, among the others, the Directorate for Science and Technology

(S&T Directorate) that aims at driving the development of technologies and ca-

pabilities in support of the homeland security. To this end a variety of agencies

and programs have been established to promote the research on the security

challenges identified by the DHS strategic plan. In particular, the SAFECOM

program has been activated to improve interoperable communications nation-

wide through the definition of non-proprietary standards, open architectures,

common operational procedures and communications systems ensuring inter-

operable voice and data capabilities for emergency response. In addition, the

Homeland Security Advanced Research Projects Agency (HSARPA) is launch-

ing new solicitations and funding programs on a broad range of topics to pro-

mote the research and development efforts of innovative security solutions. In

particular, HSARPA is now promoting the development of novel communi-

cations and information systems supporting more effective and coordinated

decision-making processes and crisis management through reliable information

acquisition and assessment. In this context, the development of more robust

and flexible sensor networks is considered of paramount importance, because

much of the security mission involves the monitoring of various environments,

and the prediction and detection of threats to these environments.

Collaborative programs have been also established between Europe and

USA for the coordination and development of joint specification of standards

for Public Safety and Emergency (PS&E) scenarios. The most important ex-

ample of these joint initiatives is the Project MESA (Mobility for Emergency

and Safety Applications). Specifically, MESA is a standardization Partnership

Project established between the European Telecommunications Standards In-

stitute (ETSI) and the Telecommunications Industry Association (TIA) in the

USA, whose original purpose was to elaborate a joint specification of next-

generation mobile broadband technology to be deployed for the PS&E. Since

2002, the vision has evolved towards the definition of a set of interconnection
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standards between heterogeneous systems, i.e., following the so-called ‘systems

of systems’ approach.

Another relevant European initiative jointly funded by the European Com-

mission and the European Space Agency, is GMES (Global Monitoring for

Environment and Security). Since 2001, the GMES group is working on the im-

plementation of European-level policies and information services dealing with

environmental monitoring and security needs. The GMES approach is based

on the observation and the understanding of the phenomena of the terrestrial

environment through satellite and ground systems. This information is then

provided to all the organizations involved in environmental management and

security enforcement.

Although these programs have obtained important results, the European

states felt the need to develop a longer-term perspective in the field of secu-

rity research. For these reasons, in April 2005 it was created the European

Security Research Advisory Board (ESRAB) to draw the strategic lines for

European security research and to recommend the most adequate instruments

to implement it. The key findings of ESARB [ESA06], and the experience

formed with the Preparatory Action for Security Research (PASR, 2004-2006),

have been taken into account in the definition of the Security theme in the

7th Framework Programme (FP7). Specifically, four priority missions have

been identified: protection against terrorism and organized crime, border se-

curity, critical infrastructure protection, and restoring security in case of crisis

[Eur06]. Then, from the analysis of the requirements of these security missions,

the technology capabilities needed to meet these requirements have been identi-

fied, such as robust communications capabilities, improved situation awareness

and interoperable command and control capabilities. For these reasons, ad

hoc networking technologies, by providing decentralization, flexibility, reliabil-

ity and adaptability as intrinsic features, should be key components of future

communications systems for PPDR applications.

6.5 MASS Solutions for Public Safety Applica-

tions

The ad-hoc networking concept is not new, having been around in various forms

for over 30 years. The initial development of ad hoc wireless communications
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for military and tactical purposes can be dated back to 1972, when the DARPA

agency initiated the Packet radio Network (PRN) program. The initial concept

was then expanded in follow-up programs such as the Survivable Radio Net-

work (SURAN) initiative in 1983 and the Global Mobile (GloMo) Information

program in 1994. However, a real boost in the ad hoc networking research was

given by the creation in 1997 of an IETF (Internet Engineering Task Force)

working group, called MANET WG. The mission of this working group was

to “standardize IP routing? protocol functionality suitable for wireless routing

application” in multi-hop dynamic network topologies. A decade of intensive

research in this filed has generated a considerable number of different routing

algorithms, although only a few of them have been successfully deployed in real

ad hoc networks. In parallel, several research projects in the area of mobile ad

hoc networks had been lunched by academia. The extensive research activities

conducted in the ad hoc networking field have developed both the theoretical

and technical background for the deployment of multi-hop ad hoc networks

[CCL03, CG07b]. However, despite the massive research efforts that have been

dedicated to this field in the last two decades, it is quite recent the success-

ful application of the ad hoc networking paradigm in real world applications

that are appearing on the mass market. The explanation of this apparent con-

tradiction is that, initially the research on MANETs adopted quite unrealistic

assumptions: large-scale and totally decentralized networks capable of support-

ing any type of legacy TCP/IP applications. On the contrary, as discussed in

[CG07a], the recent success of the ad hoc networking technologies is due to the

adoption of a more pragmatic approach and the exploitation of ad hoc network-

ing paradigm to extend the Internet and to support well-defined application

requirements. Among the various classes of ad hoc networks that are under de-

ployment, we believe that mesh, vehicular, sensor, and opportunistic networks

are of particular interest and importance for PPDR scenarios, because they

can be considered fundamental building blocks of the next-generation of de-

pendable, and rapidly deployable communications systems for mission-critical

scenarios. In the following we present an overview of the most recent advances

in the design and the deployment of these emerging networks, and we discuss

their relevance to the PPDR scenario.
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6.5.1 Mesh networks

Mesh networks are hybrid MANETs, where dedicated nodes, namely mesh

routers, communicating wirelessly through multi-hop paths construct a wire-

less backbone. The wireless backbone may have a (limited) number of connec-

tions with the existing wired infrastructure to provide a flexible and “low cost”

extension of the Internet [BCG05]. Mobile/nomadic users obtain a multi-hop

connectivity through the wireless backbone to communicate directly to each

other, or to access the Internet via the closest mesh router. The use of multi-

ple independent paths increases the availability and dependability of the wire-

less backbone through resilience to operational anomalies or security attacks.

Therefore, the mesh technology can be used to rapidly deploy a high-capacity

backbone in an area where the terrestrial infrastructures are partially collapsed,

as shown in Figure 1.

The growing interest in mesh applications has boosted the industrial efforts

to offer diverse wireless mesh solutions. Some vendors have focused on stan-

dard wireless technologies, such as IEEE 802.11 (aka WiFi) and IEEE 802.16

(aka WiMax) [EMSW02]. However, on top of the standard 802-based wire-

less connectivity, they adopted proprietary networking software solutions that

cannot interoperate. For these reasons, various IEEE standardization groups

are also actively working on including wireless mesh networking techniques in

the specifications of wireless technologies. The most mature example of these

standardization activities is the IEEE 802.11s working group, that is working

to introduce advanced meshing capabilities in the WiFi technology [IEE06].

Another limitation of the existing solutions for building mesh network, as we

will extensively discuss in Section 5, is the lack of reliable self-configuration

procedures that can dynamically adapt to varying network conditions. Never-

theless the ability to use traditional wireless technologies, e.g. 802.11, for mesh

networking, makes their development easier and less expensive. The RoofNet

project at MIT [Bic05] demonstrated that it is possible to provide a city such as

Boston, with broadband access with an 802.11b-based wireless network back-

bone infrastructure. Specifically, RoofNet consists of a limited number of nodes,

positioned on roofs operated on a volunteer basis, which dynamically create the

backbone and support mesh networking. Another example of real mesh appli-

cation, which is relevant for our reference scenario, is the Quail Ridge Reserve

Wireless Mesh Network project [CG07a], an effort to provide a wireless com-
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munications infrastructure to a wildlife reserve. Aim of the project is to benefit

on-site ecological research and to provide continuous and real-time monitoring

of the environment. Finally, CalMesh, which is deployed on the UCSD campus

and the San Diego County, is a specific example of an experimental mesh net-

work for emergency and crisis scenarios, which provides first responders with

a local network to communicate to each other and, in case, to the Internet

[Dil07].

6.5.2 Vehicular Ad Hoc Networks

Vehicular Ad hoc NETworks (VANETs), are emerging as one of the most suc-

cessful specializations of (pure) MANETs, which is expected to rapidly pen-

etrate the market. Traditional VANETs use ad hoc communications for per-

forming efficient driver assistance and car safety. In this sense, VANETs can

be viewed as fundamental components of any Intelligent Transportation Sys-

tem (ITS) [You06, Tor05]. However, a vehicular network may be also used

to perform efficient data distribution between vehicles and users during emer-

gency situations as shown in Figure 2. Note that VANETs have a relevant

advantage compared to traditional MANETs, as they rarely have constraints

related to the devices’ capacities (in terms of space, computation and power).

VANETs necessitate a minimum of equipped vehicles for efficiently work, thus

they did not fully exploited their potential benefits for civilian applications

yet. However, VANETs research is pushed by both industrial and government

organizations. Thus, VANET systems are one of the fields where MANET re-

search can achieve its full potential. Examples of this effort can be found in

projects such as the European FleetNet. In FleetNet, vehicles exchange short

messages with local information. The messages inform the drivers about ob-

stacles or traffic jams ahead, beyond the view of the driver’s vision or of the

vehicle sensors. Additional projects, such as the European Project CarTALK

2000 exploited the development of cooperative driver assistance systems and

the development of self-organizing ad hoc radio network as a communication

basis with the aim of preparing a future standard. CarTALK uses both direct

and multi-hop communications for the data transfer, empowered with position

and spatial awareness. Similarly, in the US, several projects are involved in

this area, in some cases integrating VANET into a broader view, including

mesh or grid networking as in VMesh/VGrid or the PORTAL project. There
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is also a large involvement from the military and, since 2004, DARPA sponsors

the Urban Challenge, where fully autonomous ground vehicles must conduct

simulated military supply missions in an urban area. It is evident that all the

knowledge developed in these projects will be useful also for the development

of VANETs in emergency and crisis scenarios, when the equipments forming

the vehicular network are transported by rescue land (e.g. trucks) or flying

(e.g., helicopters) vehicles. For instance, in [Roc07] an inter-vehicular com-

munication system is described, which is able to quickly discover and transmit

real time multimedia information from around a crisis area to approaching first

responders’ vehicles.

6.5.3 Sensor networks

Among ad hoc networks, wireless sensor networks have a special role. The aim

of a sensor network is to collect information about events occurring in the sen-

sor field. To this end, sensor nodes, which are tiny, low-power and low-resources

communicating devices with sensing capabilities, are deployed in the monitor-

ing area, and the information collected by sensor nodes is generally delivered to

collecting centers, also called sinks, by exploiting a wireless multi-hop ad hoc

network. In some applications the retrieval of sensors’ readings can be imple-

mented in a more efficient way by introducing mobile nodes inside the network

(e.g., robots) that move inside the sensors field collecting the information from

sensor nodes via ad hoc wireless communications and then move close to the

collecting center for delivering the sensed data. Alternatively, the sink node

can move in the sensor filed (e.g., unmanned helicopters flying over the sensor)

collecting data from each sensor node. In addition, the robots (actuators) can

be used not only to collect data but can also be able to perform actions on the

sensor field depending on the detected events. For example, a robot can be used

to remove explosives. Therefore, sensor and actuators networks can be success-

fully applied in several security scenarios. In military and tactical contexts, one

of the major applications of sensor network is considered the target localization

and target tracking. To this end, a variety of different physical measurements

have been developed to detect the target presence and its position [LH07]. In

parallel, many sensor networks have been developed for civilian applications,

mainly for habitat and environmental monitoring. A very famous example of

this type of applications is the Great Duck Island Habitat Monitoring project, a
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collaborative project between Intel and the University of California at Berkeley

to deploy a sensor network on Great Duck Island, Maine, for monitoring migra-

tory seabirds and the microclimates in and around nesting burrows. Another

more recent example is the CitySense project, which is deploying an urban scale

sensor network for monitoring weather conditions and air pollutants in the city

of Cambridge, Massachusetts. Note that the technologies and protocols devel-

oped to deploy these real-world sensor networks for environmental monitoring

represent also the basis for sensor networks targeting mission-critical appli-

cation scenarios, such as surveillance, intruders’ reconnaissance and tracking,

tracking of goods and vehicles, detection of nuclear, biological and chemical

attack, underwater surveillance for harbor control, etc. [Lop07].

6.5.4 Opportunistic Networks

Opportunistic networks constitute a medium-term application of general-purpose

MANETs for providing connectivity opportunities to pervasive devices when no

direct access to the Internet is available. One of the main limitations of legacy

MANETs is the fact that partitioning causes the failure of ongoing communica-

tions, and/or nodes that are temporarily disconnected from the network cannot

communicate. In opportunistic networks the information delivery is still multi-

hop, but intermediate nodes store the messages when no forwarding opportu-

nity towards the final destination(s) exists and exploit any contact opportunity

with other mobile devices to forward information. In other words, this evolu-

tion of MANETs opportunistically exploits mobility, which resulted “hostile”

for legacy ad hoc networks, and local forwarding in order to take advantage

of the temporary wireless links when distributing information. Therefore, this

networking paradigm has a huge potential for significantly improving the ca-

pability of first responders to reestablish effective communications in a crisis

area, as shown in Figure 2 and discussed in [Lil07]. Note that, the opportunis-

tic networking has several application scenarios beyond the PPDR scenarios,

especially for pervasive computing and autonomic environments [PPC06]. For

instance, the IRTF Delay Tolerant Networking (DTN) Research Group is work-

ing to standardize architecture and protocols for enabling Internet services in

networks with intermittent connectivity where continuous end-to-end connec-

tivity cannot be assumed. The DTN architecture is suitable to interconnect

systems of different scales, ranging from small-size networks formed by single
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mobile devices sparsely deployed in the environment, to interplanetary networks

bringing together Internet-like network trunks sporadically connected through

satellite links. DakNet or Saami network connectivity (SNC) are good exam-

ples of the potential applications of opportunistic and delay tolerant networks.

DakNet aims at providing low-cost connectivity to rural villages in India, by

exploiting mobile relays (i.e. access points mounted on buses, motorcycles, and

even bicycles) passing by the village kiosks and exchanging data with them

wirelessly. SNC use DTN architecture to provide network connectivity to the

nomadic Saami population. The KiosNet Project is another example of op-

portunistic network application in developing countries to provide a variety

of services such as birth, marriage, and death certificates, land records, and

consulting on medical and agricultural problems.

6.6 Directions for future research

In the last two decades, the research on MANET technologies has laid the foun-

dations to understand the intrinsic limitations and constraints introduced by

multi-hop wireless communications and the absence of an authority managing

and controlling the network. As discussed in Section 4, these extensive research

activities not only have generated a considerable amount of technical papers,

but they have also contributed to the development of several classes of real

ad hoc networks, namely mesh networks, VANETs, WSN and delay tolerant

networks, which will have a key role in the deployment of disaster-response

communications systems. However, the specific requirements of safety applica-

tions pose new technical challenges that have not been adequately addressed

so far. In the following we elaborate on the research issues that still need to be

solved to realize practical and efficient systems.

6.6.1 Autonomic network management

The development of self-organizing capabilities is a fundamental prerequisite

of any resilient communications system, because the communications devices

should be able to react to the variations in the operating conditions without hu-

man intervention. In a sense, wireless multi-hop networks, being infrastructure-

less peer-to-peer networks, represent an excellent example of self-organized

networks, because computing devices must coordinate with each other to per-
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form all the networking functions. However, most of the research efforts in

the MANET community have been dedicated to the development of routing

protocols for mobile multi-hop ad hoc networks, producing an incredible num-

ber of algorithms. On the contrary, the self-organization property is a mul-

tifaceted concept that incorporates a variety of capabilities. Specifically, self-

organization includes self-healing, which refers to the ability of the network

to detect, localize and repair failures automatically; self-configuration, which

is the capacity of automatically generating the set of appropriate configura-

tions parameters to operate in the current environment; and self-optimization,

which is the capability to adapt the network in order to achieve relevant ob-

jectives (e.g., desired QoS levels). Consequently, the deployment of a truly

self-organized network requires the adoption of a holistic approach that takes

into account the interplay between all the various self-capabilities.

The ultimate objective of an autonomic network-management module should

be to design an autonomic network management architecture, where the net-

work itself helps to detect, diagnose and repair failures, as well as to adapt its

configuration and optimize its performance. However, the management of wire-

less networks in general is by far more complex than the management of wired

networks, because wireless communications are affected by the irregularity and

instability of the channel conditions that cause non-uniform and variable ra-

dio coverage areas. In addition, radio interference may lead to unpredictable

behaviors and dramatically performance degradations. Moreover, in a disaster

scenario, additional complexities arise because the parts of the communications

network are deployed on demand in an unplanned manner. Thus, nodes may

malfunction, be incorrectly configured or isolated. Individual link and node

failures can easily cause network partitions. Network monitoring is a key tool

to build the knowledge of the current status of the network and to discover

the operating environment characteristics. Each device should not only collect

local information, but also cooperate with other devices to build a representa-

tion of the entire network status. The collected information is the fundamental

basis to detect anomalies and to trigger alerts to neighboring nodes or control

units. The diagnostic tool responsible for the interpretation of the network

state may adopt various policies such as a rule-based (i.e., the normal network

state is codified though a set of admissible behaviors) or traffic-based (i.e., a set

of normal traffic signatures characterizes the proper behavior of the network)
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analysis engine. After an alert, additional diagnostic tests should be executed

to verify the root cause of the problem and to automatically trigger the most

appropriate countermeasure, such as to isolate trouble links and nodes, to re-

allocate channels, to find alternative multi-hop paths or to balance network

loads.

Since the research on the self-management of ad hoc networks is in a very

preliminary phase, a few solutions can be identified, which are usually tailored

for mesh networks. One example is the Distributed Ad hoc Monitoring (DA-

MON) [Ram04] system, which uses agents to monitor network behaviors and

send collected measurements to central data repositories. However, the use of

centralized analysis does not make this system suitable for challenged environ-

ments. A more recent proposal is described in [QBRZ06], which describes a

diagnostic system that employs trace-driven simulations to detect faults and

perform root cause analysis in mesh networks. While a simulation-based ap-

proach may be useful to model the complex interaction between the several

factors that affect the network behavior, the time required to simulate a large-

scale network impedes the utilization of this solution for real-time network

management.

6.6.2 Network interoperability

Ensuring interoperable wireless communications among the devices belonging

to first responders is a key requirement to effectively respond to manmade

and natural disasters. The harmonization of the various standards employed

by public safety agencies, as well as the shift towards open architectures and

non-proprietary standards will both be crucial factors in favor of the device

interoperability. However, due to the different national and international reg-

ulations on spectrum allocation, it is extremely difficult to predict a global

harmonization of radio systems in the short/medium term. For instance, US

and other developed countries are planning to allocate parts of the frequency

bands now used for analog TV for public safety purposes [Peh06], while those

bands will continue to be used in many developing countries for broadcasting

analog TV signals. A promising technological approach to overcome these con-

straints is to promote the use of cognitive radios and software-defined radios

(i.e. software reconfigurable radios, or SDR) in the devices used by first re-

sponders. Specifically, cognitive radios are special SDRs that can adjust their



142 CHAPTER 6. MESH NETWORKS: AN APPLICATION SCENARIO

transmission and reception parameters and algorithms according to multiple

factors, such as radio spectrum occupancy or current state of the environment.

This radio concept opens the way to more efficient radio resource management,

but it also represents a potential solution for frequency coordination issues,

limitations of available spectrum and problems of incompatible equipments.

For these reasons, the design of cognitive radios for public safety applications

is emerging as a very active research area [Ron05, Paw05], and two major

research directions can be identified. On the one hand, there are still techno-

logical obstacles to build cheap and highly flexible SDR equipments supporting

different modulation schemes and operating on large spectrum. On the other

hand, the development of efficient spectrum sensing capabilities and the design

of conflict resolution algorithms are still open issues where insufficient results

have been obtained. For instance, in [Gan05] a cooperative spectrum sensing

framework is proposed, where cognitive radios can exchange local sensing re-

sults to obtain an accurate estimate of unused frequency bands, and even the

locations of the other radios, as well as to reduce detection times. In [NC06], a

game theoretic framework is developed to model the efficiency of adaptive and

distributed channel allocation for cognitive radios. However, it is not clear the

tradeoff between the overheads needed to coordinate the frequency allocations

and the network performance improvement.

6.6.3 QoS protection

Until recently, the design of mechanisms and policies to support QoS levels

and the design of a resilient communications infrastructure appeared as two

separated and uncorrelated research domain areas. However, after the analy-

sis of communication breakdowns during recent disasters it is clearly emerged

that the survivability of the communications infrastructure and end-to-end con-

nectivity is not sufficient to guarantee the survivability of the communications

services. For instance, in the final report of the 9-11 Commission it was pointed

out that, although the cellular telecommunications networks were not destroyed

by the terrorist attacks, the first responders where unable to use them because

severely congested by the huge number of simultaneous connection attempts.

In other words, in crisis response the network workloads can overwhelm the

available network capacity such that the minimum application requirements of

real-time traffic (e.g., voice communications) cannot be met. On the contrary,
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in emergency situations it is fundamental to ensure that critical data are made

available to the right set of users, avoiding congestion and data unavailability

[BF04]. For these reasons, novel mechanisms are needed to support QoS in ad

hoc networks to guarantee different QoS levels, which are appropriate to the in-

formation criticality and the network mission. It is evident that a system-wide

QoS notion requires that the QoS support be implemented in each MANET

protocol. However, it is also true that a QoS-aware routing protocol is the

basis of any QoS solution for MANETs, because the ad hoc routing protocol

is responsible for finding the relaying nodes that can meet the applications’

requirements. For these reasons, especially in the last years, the MANET

research focus has shifted from routing protocols maintaining best-effort end-

to-end connectivity between mobile devices to the provision of diverse and more

complex QoS attributes. These research activities have produced a consider-

able number of solutions, and the major contributions are outlined in [HIT07].

However, most of these potential solutions have neglected the importance of

QoS robustness, namely the capacity of maintaining with high probability the

QoS guarantees regardless of network variations such as individual link or node

failures. Thus, the design of policies and mechanisms to obtain reliable and

adaptive QoS support is still an open issue. An interesting direction for fu-

ture research in the area of reliable QoS is the use of preemptive strategies.

For instance, in [Ayy06] the authors proposed to use preemptive selection of

routes according to predictive stability measures. Admission control strate-

gies and segregation of dedicated network resources are also promising areas

of investigation. As an example, [BF04] described an architecture composed

of geographically distributed ticket servers to identify the priority that should

be given to a blow in stressed networks, and to limit resource usage by low

priority users.

6.7 Conclusions

In this chapter we have advocated the adoption of ad hoc networking tech-

nologies to address the fragility of our communications infrastructure, which

has been dramatically exposed in the aftermath of recent natural and man-

made disasters. In fact, in the recent years the significant advances in ad hoc

networking technologies have led to the development of various types of spe-
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cialized networks, such as mesh networks, vehicular networks, sensor networks

and opportunistic networks, which are of particular interest and importance

for PPDR scenarios. In addition, the ad hoc networking paradigm intrinsically

provides flexibility, self-configurability and fully decentralized operations, which

are necessary requirements to deploy the future generation of dependable, ver-

satile and secure communications systems for PPDR applications. However,

there are several open technical challenges that have to be addressed to realize

this vision of a survivable communications system in disaster scenarios. For

instance, it is unacceptable to have a communications network that partially

stops working correctly during a crisis. Therefore, the focus is on providing

continuous communication services, even with degraded performance. In other

words, for modern disaster scenarios the focus should move from traditional

QoS provision to QoS protection, with a native support of prioritization of

emergency network traffic. Second, interoperability between devices, commu-

nication paradigms and network architectures is a prerequisite for an effective

implementation of PPDR operations. However, the design of very specialized

MANET-based networks has largely neglected the interoperability concerns.

Finally, in disaster scenarios the human intervention for the bootstrap, config-

uration, maintenance and adaptation of the communications infrastructures is

impossible. Therefore, self-management capabilities should be native function-

alities and an integral part of the network design, so that the network itself may

help to detect, diagnose and repair failures, as well as to adapt its configuration

and optimize its performance.
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Conclusions

In this thesis we have addressed different key problems for wireless mesh net-

works (WMN). First, we have proposed an analytical predictive tool, developing

a queuing network model capable to predict the network capacity and used it in

a load aware routing protocol in order to provide, to the end users, a quality of

service based on the throughput. We have then extended the queuing network

model and introduced a multi-class queuing network model to predict analyti-

cally the average end-to-end packet delay of the traffic flows among the mobile

end users and the Internet. Second, we have proposed a auto-configuration

solution to extend the coverage of a WMN by interconnecting it to a Mo-

bile Ad Hoc Network (MANET) in a transparent way for the infrastructure

network (i.e., legacy Internet interconnected to the wireless mesh network).

Third, we have implemented two real testbed prototypes of the proposed solu-

tions as a proof-of-concept, both for the load aware routing protocol and the

auto-configuration protocol. Finally we have discussed the issues related to

the adoption of ad hoc networking technologies to address the fragility of our

communications infrastructure and to build the next generation of dependable,

secure and rapidly deployable communications infrastructures.

Going in more details, differently from other studies on WMNs, in Chapter 2

we have considered heterogeneous WMNs, which are wireless mesh networks

where gateways’ backhaul links may have various speeds. A practical example

can be a wireless mesh networks evolved into a converged infrastructure used to

share the Internet connectivity of sparsely deployed fixed lines with heteroge-
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neous capacity, ranging from ISP-owned broadband links to subscriber-owned

low-speed connections. Focusing on this scenario, we have developed a queuing

network model to analyze the network capacity as a function of several system

parameters, including locations of gateways, traffic patterns, link bandwidths

and packet loss rates. By exploiting this predictive tool, we have designed

LARS, a load-aware route and gateway selection algorithm that improves the

network capacity by ensuring a more balanced utilization of the network and

gateways’ resources. Using simulations and a prototype implementation in a

realistic small-scale mesh network, we have shown that our scheme significantly

outperforms the shortest path routing using a contention-aware routing metric,

providing up to 240% throughput improvement in relevant network scenarios.

An important outcome of our analysis is that some mesh nodes may obtain

substantially lower throughput, or on the contrary can get more overloaded,

than others depending on several factors, including locations of gateways, traf-

fic patterns and link capacities. Hence, exploiting the analytical prediction

of these events, the overall network performance is significantly improved by

LARS by taking into account the residual capacity of network paths and gate-

ways’ connection to the Internet in the route and gateway selection processes,

while traditional routing protocols for ad hoc networks, both proactive (e.g.

OLSR or TBRPF) and reactive (e.g. DSR), are not able to exploit these infor-

mation. In Chapter 4 we have validated our solution and shown its feasibility

in a real small scale testbed.

In Chapter 3 we have shown that extending the model to a multi-class

queuing network model it can be effectively used not only to characterize the

maximum achievable throughput, including both the download and upload

traffic among the mobile end users and the Internet, but it can also be an

analytical tool to predict the average end-to-end delay. The prediction is based

on the analytical estimation of the queuing model statistical moments and using

them to predict the average delay introduced by each node queuing system in

the network. The validation of the model against a simulation shows a good

prediction in relevant scenarios.

In Chapter 5 we described AH-DHCP, an address autoconfiguration pro-

tocol for multi-hop WLAN, such as WMNs. The main goal of our work was

to prove the applicability of DHCP, originally designed to provide configura-

tion parameters to hosts in a fixed network, also when traditional WLANs
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integrate ad hoc networking technologies to discover and maintain multi-hop

wireless path within the network. The basic idea was to take advantage of

DHCP relay capabilities available in already configured nodes. To this end,

we proposed extensions to DHCP to enable a new node to dynamically choose

a reachable relay agent as the unique initiator of the configuration procedure.

Then, this relay transparently passes all the client-originated messages to the

DHCP servers located in the wired part of the network. Our proposed solution

can tolerate messages losses and node mobility because it implements appropri-

ate mechanisms to promptly react to persistent communication problems and

topology changes. Experiments conducted with a prototype implementation of

AH-DHCP have shown that our solution ensures short address configuration

delays and low protocol overheads, even when node mobility or background

traffic interferes with the operations of the autoconfiguration protocol.

In Chapter 6 we have advocated the adoption of ad hoc networking tech-

nologies to address the fragility of our communications infrastructure, which

has been dramatically exposed in the aftermath of recent natural and man-

made disasters. In fact, in the recent years the significant advances in ad hoc

networking technologies have led to the development of various types of spe-

cialized networks, such as mesh networks, vehicular networks, sensor networks

and opportunistic networks, which are of particular interest and importance

for PPDR scenarios. In addition, the ad hoc networking paradigm intrinsically

provides flexibility, self-configurability and fully decentralized operations, which

are necessary requirements to deploy the future generation of dependable, ver-

satile and secure communications systems for PPDR applications. However,

there are several open technical challenges that have to be addressed to realize

this vision of a survivable communications system in disaster scenarios. For

instance, it is unacceptable to have a communications network that partially

stops working correctly during a crisis. Therefore, the focus is on providing

continuous communication services, even with degraded performance. In other

words, for modern disaster scenarios the focus should move from traditional

QoS provision to QoS protection, with a native support of prioritization of

emergency network traffic. Second, interoperability between devices, commu-

nication paradigms and network architectures is a prerequisite for an effective

implementation of PPDR operations. However, the design of very specialized

MANET-based networks has largely neglected the interoperability concerns.
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Finally, in disaster scenarios the human intervention for the bootstrap, config-

uration, maintenance and adaptation of the communications infrastructures is

impossible. Therefore, self-management capabilities should be native function-

alities and an integral part of the network design, so that the network itself may

help to detect, diagnose and repair failures, as well as to adapt its configuration

and optimize its performance.

We believe there are several related aspects that are worth being further in-

vestigated in future works. Although our queuing network model based analysis

considers packet losses due to channel errors, we have used an idealized CSMA-

based MAC protocol, which primarily captures location-dependent contention

issues due to differences in the number of contending nodes at both endpoints of

each communication link. Even if this basic CSMA model can provide accurate

expressions, the extension of our analysis to a real MAC protocol implement-

ing practical collision avoidance mechanisms is a challenge that needs to be

addressed.

On hybrid WMN auto-configuration, we intend to investigate mechanisms

to reduce the impact of multi-hop forwarding on address assignment delays in

large-scale multi-hop WLANs, e.g., by introducing a hierarchy of DHCP relay

agents. Another possible research direction is the extension of our solution to

IPv6.

Other directions for future works include the delay analysis and character-

ization of the maximum achievable throughput for network using other MAC

protocols, such as TDMA-based access schemes. Furthermore, various strate-

gies can be devised to select the initial subset of optimal routes between the

mesh nodes and the available gateways. For instance, delay may be a more

significant metric to use for real-time traffic. However, jointly considering ca-

pacity and end-to-end delay constraints in the routing process is still an open

research area. Finally, the extension of our routing method to deal with intra-

mesh traffic in addition to Internet traffic is an ongoing activity.
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