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Chapter 1

Introduction

In the last few decades, semiconductor technology has been character-
ized by an impressive decrease in device size and a similar increase in
performance. In particular, according to the Moore’s law, the number
of transistors, based on the Complementary Metal-Oxide Semiconductor
(CMOS) silicon-based technology, which can be placed on an integrated
circuit are expected to double approximately every two years. The trend
is continued for more than half a century and is not expected to stop
until 2015 or later. Actually, the 32 nm technology modules is now be-
ing used by the major chipmakers for industrial production. In addition,
the first solutions to the extraordinary challenges in scaling, transistor
architecture, lithography technique posed by the 15 nm technology node
start to be investigated.

However, in a near future, power dissipation, presence of uninten-
tional doping and of single-atom defect distributions will make further
miniaturization more difficult and less convenient. Indeed, despite agres-
sive downscaling results in higher device density and device frequency
and in the reduction of supply voltage and power dissipation of indi-
vidual transistors, the total power dissipation per unit area and the
electrical current in the subthreshold regime increase inversely with the
device dimensions, therefore degrading the ratio of ON to OFF-state
currents ION/IOFF and limiting DC performance figures. On the other
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2 Chapter 1. Introduction

hand, new emerging materials may represent a great opportunity for the
development of alternative technology for nanoelectronics.

In this context, the development of devices based on carbon nan-
otubes [1] or on the recently synthetised graphene [2], the two-dimensional
form of carbon with atoms ordered in a honeycomb lattice (Fig. (1.1)),
has represented in the last decade an appealing opportunity to go be-
yond silicon CMOS. It may be one of the most promising and versatile
materials ever discovered. The strong interest in graphene electronics
has been driven by its extraordinary properties, such as an high mobil-
ity even at room temperature [3, 4, 5, 6], a large mean free path [7] and
the near massless (relativistic-like) behavior of its charge carriers [8]. It
is also one of the most strongest and lightest materials known to hu-
mankind. However, in despite of many advantages, graphene presents
also a defect. Indeed it is a semimetal, i.e. it has no bandgap, and
thus is unsuitable for use as a channel in a field-effect transistors. In
order to open a bandgap, graphene has to be laterally confined, as in
a Graphene NanoRibbon (GNR), or has to be rolled up as a Carbon
NanoTube (CNT). Alternatively, graphene can be hydrogenated by ex-
posing it to a stream of hydrogen atoms to produce graphane [9, 10],
or it can be used to realize a graphene bilayer transistor [11], where the
mirror-like simmetry of the two layers is broken by the electric field of
the gate electrodes, opening a widely tunable electronic bandgap.

In 2008, 1 nm-wide GNR transistors were created [12]. They were
only one atom thick and 10 atoms across, with a size not much larger
than that of a molecule. They were not only smaller than the smaller
silicon transistors, but they could also represent the absolute physical
limit of Moore’s law governing the shrinking size and growing speed of
computer processors. However, graphene can not only be used for the
realization of super-small transistors. Indeed, new type of graphene-
based, flash-like storage memory, more dense and less lossy than any
existing storage technology have been created [13], and graphene films
can be also exploited to creat new ultracapacitors to store and transmit
electrical power [14]. In addition, due to its strength, flexibility and
light-sensitivity, graphene could improve the efficiency of solar cells and
LEDs [15]. It can also aid the production of next-generation devices like
flexible touch screens, photodetectors and ultrafast lasers, replacing rare
and expensive metals like platinum and indium, performing the same
tasks with greater efficiency at a fraction of the cost.

In this thesis, we study fundamental properties of transport and
noise in quasi-one dimensional (1D) devices, with particular attention
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Figure 1.1: A two-dimensional graphene sheet (From Wikipedia, the free

encyclopedia.)

to carbon-based devices. The thesis has two main themes.

The first theme is shot noise in one-dimensional transistors based
on carbon nanotubes (CNTs) and silicon nanowires (SNWs). In these
quasi-1D devices, electrical noise places serious limits on device perfor-
mance, due the reduced amount of electron charge in the channel, where
electron count can be of the order of few units, leading to an extreme
sensitiveness of device performance to charge fluctuations. Of course,
noise may represent a hindrance to signal detection. More likely, it can
be used to probe the kinetics of electrons by investigating the inter-
action between carriers, which affect noise by controlling their relative
motion and is particularly important in nanoscaled conductors due to
the reduced electrostatic screening.

Pauli exclusion principle and Coulomb repulsion represent the main
types of interaction affecting noise. As known, Pauli principle alone sup-
presses noise. Indeed electrons are fermions. As a consequence, due to
the wave nature of electrons, Pauli principle restricts the occupation of
quantum-mechanical states and spread electrons more uniformly among
the available wave-packets, thus regulating the electron flow and reduc-
ing shot noise below the full value predicted for completely uncorrelated
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carriers. Instead, Coulomb repulsion can either suppress or enhance
electrical noise and in general its contribution to shot noise cannot be
neglected. For example, noise enhancement, due to Coulomb force, has
been already observed in resonant tunneling diodes [16], because of the
positive feedback between successive electrons tunneling into resonant
states of the quantum well. Instead in ballistic CNT and SNW-FETs
many questions still remain unanswered. Indeed, although noise mea-
surements [17] points out the need to build a theoretical model including
also many-body corrections, so far this issue has not yet received signif-
icant attention [16]. Here we address the problem of the shot noise eval-
uation under the conditions of the interplay between Pauli and Coulomb
interactions in ballistic CNT and SNW-FETs.

The second theme is mobility in graphene nanoribbons. Despite the
fact that suspended 2D graphene has an intrinsic mobility at room-
temperature several orders of magnitude larger than that of bulk semi-
conductors, state-of-the art GNRs present many scattering sources, which
strongly limit electron transport [12, 18]. Indeed, although atomically
smooth edges and clean GNR samples are essential for many applica-
tions, to open a gap of just 1 eV in graphene would mean making GNRs
narrower than 2 nm with single atom precision, something which is diffi-
cult by exploiting conventional physico-chemical methods. Defects [19],
in the bulk and at the edge, impurities [20], phonon scattering [21]
and surface phonon scattering [22] due to the polar nature of gate di-
electrics used in such devices, strongly degrade mobility with respect to
2D graphene flakes. On the other hand, experiments do not allow to
isolate each scattering source in order to evaluate its impact on mobil-
ity: only the total electron mobility can be measured. In this context,
theory can be of great help to individually evaluate the impact of each
scattering source on mobility. In particular, device simulations on an
atomistic scale, presented in chapter 4, may represent a very useful tool
to understand effects observed experimentally or even to predict new
effects in nanoscaled channels, which the present technology is not able
to pattern.

Of course, in order to assess if graphene-based electronics represents
a real alternative to silicon CMOS, simulations have also to be per-
formed for the best possible case scenarios, which in a near future could
be reached, when only lattice vibrations are present and all extrinsic
scattering sources have been suppressed. Indeed phonon scattering rep-
resents the unavoidable scattering mechanism at a finite temperature,
in the case of an ideally perfect GNR, and provides useful informations
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of the potential for the material in electronics, either for devices or in-
terconnects [23]. Actually, although many theoretical works have been
published concerning transport limited by electron-phonon scattering in
2D graphene [24, 25, 26, 22, 27, 28], very few indications are present in
GNRs [21]. Here a very accurate full-band approach to evaluate low-field
phonon-limited mobility in GNRs is proposed.

1.1 Organization of the thesis

In the next section of Chapter 1, we introduce the non-equilibrium Green
function method, due to its importance in order to solve quantum trans-
port problems.

Chapter 2 is mainly devoted to the theoretical background exploited
in order to compute shot noise in quasi-one dimensional Field Effect
Transistors (FETs). In particular, we present a novel expression for the
shot noise power spectral density in quasi-one dimensional conductors
electrostatically controlled by a gate electrode, that includes the effects
of Coulomb interaction and of Pauli exclusion among charge carriers,
the main types of interaction that have a clear effect on noise. In this
sense, this expression extends the well known Landauer-Büttiker noise
formula to include the effect of Coulomb interaction inducing fluctu-
ations of the potential in the device region. This approach is based
on evaluating the statistical properties of the scattering matrix and on
a second-quantization many-body description. In the last part of the
chapter, we present instead the simulation methodology. In particular,
statistical properties are obtained by means of Monte Carlo simulations
on an ensemble of different configurations of injected states, requiring
the solution of the Poisson-Schrödinger equation on a three-dimensional
grid, with the non-equilibrium Greens functions formalism.

In chapter 3, by means of the simulation methodology presented in
the previous chapter, we show in a series of examples about (13,0) CNT-
FET and SNW-FET that failure to consider the effects of Coulomb
interaction on noise leads to a gross overestimation of the noise spec-
trum. In particular, the suppressed noise observed in these devices can
be overestimated up to the 180% by only using the Landauer-Büttiker
formula, i.e. by considering only the Pauli exclusion principle. However,
correlations among electrons can also lead to an enhanced noise, or su-
perpoissonian noise. Actually, this is the subject of the last section in
chapter 3, where we predict noise enhancement in (25,0) CNT-FETs, due
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to peculiar shape of the density of states in the channel, which gives rise
to a positive correlation between trapping of holes from the drain into
quasi-bound states in the channel and thermionic injection of electrons
from the source.

In chapter 4 we investigate the main scattering mechanisms affecting
mobility in state-of-the-art GNRs using detailed atomistic simulations.
We consider carrier scattering due to acoustic and optical phonons, edge
roughness, single-atom defects, and ionized impurities, by exploiting a
methodology based on simulations of statistically meaningful ensembles
of nanoribbon segments. Edge disorder and defects heavily affects mo-
bility at room temperature in narrower nanoribbons due to quantum
localization phenomena, whereas charged impurities and phonons are
hardly the limiting factors. Results are also favorably compared to the
few experiments available in the literature.

Finally, in chapter 5 we focus our attention on phonon-limited mo-
bility in GNRs. Indeed, with the progressive improvement of graphene
preparation methods and the consequent realization of clean graphene
samples, understanding the role of phonon scattering in graphene-based
electronics becomes of primary importance, since the coupling between
electrons and the semiconductor lattice determines the ultimate intrin-
sic mobility limit of any electronic devices. In particular, we use a full
band approach to investigate the low-field phonon-limited mobility in
sub-10-nm armchair GNRs. Scattering rates are obtained within the de-
formation potential approximation, whereas the mobility is calculated by
means of the Kubo-Greenwood formula. Mobility close to 500 cm2/Vs is
found for 1 nm-wide GNRs, corresponding to coherence length of ≈10 nm
or smaller, very far from the ballistic limit. When depositing GNRs on
HfO2, surface phonons largely degrade mobility down to 100 cm2/Vs
even for small temperatures (≈ 100 K). Polaron formation is observed
in armchair GNRs, with a band gap renormalization of ≈ 118 meV for
1 nm-wide GNRs.

1.2 The NEGF formalism

The Non-Equilibrium Green Function (NEGF) formalism [29, 30, 31,
32] provides a powerful tool for the development of atomic-level quan-
tum mechanical simulators that are needed for nanoscale devices, such
as those based on Carbon Nanotubes (CNTs) or Silicon NanoWires
(SNWs). The NEGF formalism essentially consists of four steps.
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The first step consists in identifying a suitable basis set to be used for
the representation of the Hamiltonian matrix H for the isolated channel.
In this step, the self-consistent potential computed by solving the elec-
trostatic and transport equations has to be properly included in H. The
second step is to compute the self-energy matrices ΣS and ΣD which
describe the coupling between the channel and the source (S) and drain
(D) reservoirs. Scattering processes can be also considered by properly
considering an additional self-energy ΣSC . For the sake of simplicity,
in the following only ballistic transport will be treated. After H, ΣS

and ΣD are known, the third step is to compute the retarded Green’s
function as:

G(E) =
1

(E + i0+) I − H − ΣS − ΣD

(1.1)

Once G is known, all physical quantities of interest can be derived.

1.2.1 Basis set for Hamiltonian of the isolated chan-
nel

Now we address the question of how we can calculate the Green’s func-
tion. In the following we will assume for simplicity a 1D sistem along
the x direction, which anyway retains all properties useful for the under-
standing of the method. Generalization to systems having a larger com-
plexity can be found in specialized papers on the subject [30, 31, 32, 33].
The 1D Schrödinger equation for the channel coupled to source and drain
leads reads:

HΨ(x) = EΨ(x) (1.2)

where H is the Hamiltonian defined as:

H = − ~
2

2m

d2

dx2
+ EC + U(x) (1.3)

where EC is the conduction band minimum, whereas U(x) is the self-
consistent potential and m is the effective mass.

To obtain a matrix representation for H, we use a discrete lattice
in real space [29, 30]: we choose a lattice whose points are located
at xn = (n − 1)a, where a is the lattice constant and n is an integer
(Fig. (1.2)). In particular, 1 ≤ n ≤ N denote lattice points in the chan-
nel, whereas n ≤ 0 and n ≥ (N+1) refer to points in the source and drain
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0 2 3

a

lead S conductor lead D

NN−11

x=0

x

Nx=x =(N−1)a

Figure 1.2: A 1D conductor connected to two semi-infinite leads (source
(S) and drain (D)) discretized into a lattice.

leads. Now we adopt the method of finite differences to approximate the
derivative operators. Assuming a to be small, the first derivative can be
approximated as:

dΨ

dx

∣∣∣∣
x=xn

=
Ψn+1 − Ψn

a
, (1.4)

where Ψn = Ψ(x = xn). The second derivative reads instead:

d2Ψ

dx2

∣∣∣∣
x=xn

=
Ψn+1 + Ψn−1 − 2Ψn

a2
, (1.5)

With this approximation, Eqs. (1.2) and (1.3) become:

(HΨ)x=xn
= −t0Ψn+1 + (EC + 2t0 + Un) Ψn − t0Ψn−1 = EΨn , (1.6)

where t0 = ~
2/(2ma2) and Un = U(x = xn). Eq. (1.6) give us the desired

matrix representation for the Hamiltonian operator of a 1D system:

H =




· · · −t0 0 · · · · · · 0 0

−t0 Ũ0 −t0 0 · · · 0 0

0 −t0 Ũ1 −t0 0 0 0

0 0
. . .

. . .
. . . 0 0

0 0 0 −t0 ŨN −t0 0

0 0 0 0 −t0 ŨN+1 −t0
0 0 0 0 0 −t0 · · ·




(1.7)

where Ũn = EC + 2t0 + Un.
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It is worth noticing the similarity of the discretized Hamiltonian to
the tight-binding Hamiltonian. Indeed in the latter model, the wave-
function is expressed in terms of localized atomic orbitals and the cou-
pling between orbitals on neighboring sites is given by the hopping ma-
trix element. In our case the local potential Ũn at each lattice point
corresponds to the energy of the orbital localized at the site xn, whereas
t0 is the hopping matrix element between orbital on nearest neighboring
sites. Note also that the N × N central block H0:

H0 =




Ũ1 −t0 0 0 0

−t0 Ũ2 −t0 0 0

0
. . .

. . .
. . . 0

0 0
. . .

. . .
. . .

0 0 0 −t0 ŨN




N×N

(1.8)

represents the Hamiltonian of the isolated channel.

1.2.2 Self-energies

As can be seen in Eq. (1.7), since the channel is connected to semi-
infinite leads, H is infinite dimensional. In order to properly describe
an open system with non-reflecting boundaries, the matrix H cannot be
arbitrarily truncated at some points in the leads. The advantage of the
use of the NEGF formalism to solve the transport equation is to truncate
the infinite interaction submatrices of source and drain contacts in H by
means of the self-energies [29, 30]. For closed systems there is a little
reason to use Green’s function. Instead for open systems the Green’s
function method allows to focus on the device of interest and to replace
the effect of all external reservoirs with self-energy functions, which are
matrices of the same size as the channel Hamiltonian, even for semi-
infinite contacts. This is the key concept of the NEGF method. In the
following, we will consider separately the coupling between the channel
and the source, and the channel and the drain. Later, we will combine
the two results in order to consider the most general situation of coupling
with either the source and drain reservoirs.

The self-energy ΣS accounting for the source leads on the left can be
obtained in the following way. We start from the Schrödinger equation
for the wavefunction Ψ1 = Ψ(x = 0). By means of Eq. (1.6), it reads:

(EC + 2t0 + U1) Ψ1 − t0Ψ2 − t0Ψ0 = EΨ1 . (1.9)
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Then we consider an incident plane wave with wavevector k1 in the source
lead. The wave is partially reflected in the source and partially trans-
mitted in the drain, therefore for x ≤ 0 the more general wavefunction
reads:

Ψ(x) = eik1x + re−ik1x x ≤ 0 (1.10)

where r is the reflection coefficient. As a consequence:

Ψ(x = 0) = Ψ1 = 1 + r (1.11)

and

Ψ(x = −a) = Ψ0 = e−ik1a + reik1a (1.12)

By exploiting Eqs. (1.11) and (1.12), we can express Ψ0 as a function of
Ψ1:

Ψ0 = Ψ1e
ik1a −

(
eik1a − e−ik1a

)
(1.13)

As a result, we can finally eliminate Ψ0 from Eq. (1.9), by substituting
Eq. (1.13) in Eq. (1.9):

EΨ1 −
[(

EC +2t0+U1−t0e
ik1a

)
Ψ1−t0Ψ2

]
= t0

(
eik1a−e−ik1a

)

(1.14)

As can be seen in Eq. (1.14), all we need in order to account exactly for
the semi-infinite source lead is to put a term −t0e

ik1a to (H0)11 = Ũ1

in Eq. (1.8) and to add a term t0
(
eik1a−e−ik1a

)
to the right side of

Eq. (1.14).
For the drain lead on the right a similar procedure can be followed.

We consider the Schrödinger equation for the wavefunction ΨN = Ψ(x =
(N − 1)a):

(EC + 2t0 + UN ) ΨN − t0ΨN+1 − t0ΨN−1 = EΨN . (1.15)

Since the plane wave incident in the source lead is partially trasmitted
in the drain lead, we can write:

Ψ(x) = t′eik2x x ≥ xN = (N − 1)a (1.16)

where k2 is the wavector in the drain region and t′ is the source-to-drain
transmission coefficient. In order to eliminate ΨN+1 from Eq. (1.15),
ΨN+1 has to be expressed as a function of ΨN :

ΨN+1 = t′eik2Na = eik2aΨN . (1.17)
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Figure 1.3: The introduction of the self-energy terms allows to replace
a conductor connected to semi-infinite leads (a) by an equivalent finite
conductor with self-energy terms (b).

By substituting Eq. (1.17) in Eq. (1.15), we finally obtain:

EΨN −
[(

EC + 2t0 + UN − t0e
ik2a

)
ΨN − t0ΨN−1

]
= 0 . (1.18)

Similar to the case of the source lead, we have just to add the term
−t0e

ik2a to (H0)NN = ŨN in order to account for the semi-infinite drain
lead. In conclusion, the introduction of the self-energies, which describes
the effect of the coupling between leads and conductor, allows us to
replace an infinite open system with a finite one (Fig. (1.3)).

The effective Hamiltonian N ×N accounting for open boundary con-
ditions reads:

H = H0 + ΣS + ΣD , (1.19)
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where H0 is given in Eq. (1.8), whereas ΣS reads:

ΣS =




−t0e
ik1a 0 0 0 0

0 0 0 0 0

0
. . .

. . .
. . . 0

0 0
. . .

. . .
...

0 0 0 0 0




N×N

(1.20)

and ΣD is:

ΣD =




0 0 0 0 0
0 0 0 0 0

0
. . .

. . .
. . . 0

0 0
. . .

. . .
...

0 0 0 0 −t0e
ik2a




N×N

(1.21)

Eq. (1.2) can be finally espressed as:

[EI − H0 − ΣS − ΣD]Ψ = G−1Ψ = iγS , (1.22)

where Ψ reads:

Ψ =




Ψ1

...

...
ΨN




N×1

(1.23)

and γS is the so-called broadening function, for a reason which will be
clear in the following [29, 30]:

γS =




−i t0
(
eik1a − e−ik1a

)

0
...
0




N×1

=




i
[
(ΣS)11 − (ΣS)

∗
11

]

0
...
0




N×1

(1.24)

From a theoretical point of view, γS can be seen as an external excitation,
whereas G give us the response to this excitation: Ψ = iGγS. As already
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remarked, we have assumed only source injected states. If one considers
instead only states injected from the drain, the broadening function for
the drain contact γD is obtained [30]:

γD =




0
...
0

−i t0
(
eik2a − e−ik2a

)




N×1

=




0
...
0

i
[
(ΣD)NN − (ΣD)

∗
NN

]




N×1

(1.25)

As a consequence, when the coupling with the drain extensions is taken
into account, Eq. (1.22) has to be modified in the following form:

[EI − H0 − ΣS − ΣD]Ψ = G−1Ψ = iγD . (1.26)

We would like also to remark that there are two factors that distin-
guish ΣS and ΣD from ordinary Hamiltonians. First, they are energy
dependent. Second, we can write:

H0 + ΣS + ΣD =

(
H0 +

ΣS + ΣS
†

2
+

ΣD + ΣD
†

2

)

+

(
ΣS − ΣS

†

2
+

ΣD − ΣD
†

2

)

= H̃0 − i
ΓS

2
− i

ΓD

2
(1.27)

where

H̃0 = H0 +
ΣS + ΣS

†

2
+

ΣD + ΣD
†

2
(1.28)

and

ΓS = i
[
ΣS − ΣS

†
]

, ΓD = i
[
ΣD − ΣD

†
]

(1.29)

where ΓS and ΓD are the N × N broadening functions [29, 30]. By
comparing Eqs. (1.29) to Eqs. (1.24) and (1.25), we can note that γS

and γD represent the first and the last columns of the matrices ΓS and
ΓD, respectively.

As can be seen in Eq. (1.27), the self-energy terms have two effects.
First, they change the Hamiltonian from H0 to H̃0, which in turn mod-
ifies the eigenstates and eigenenergies. Second, and more importantly,
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they introduce an imaginary part to the energy determined by the broad-
ening functions ΓS and ΓD: (H0 +Σ), where Σ = ΣS +ΣD, is not Her-
mitian, since in general the self-energies are not Hermitians. As a result,
the eigenenergies of (H0+Σ) are complex and this leads to a broadening
of the energy levels from delta functions into functions which could have
a non-Lorentzian shape, since the imaginary part of the eigenenergies
are in general energy dependent [29]. In particular, the eigenergy of the
n-th eigenstate can be expressed as:

ǫn = ǫn0 − ∆n − i

(
βn

2

)
(1.30)

where ǫn0 is the eigenenergy of the isolate conductor described by H0

[Eq. (1.8)]. The time-depending wavefunction of the n-th eigenlevel of
(H0 + Σ) reads:

Ψn(x, t) = e−iǫnt/~ Ψn(x, t = 0) = e−i(ǫn0−∆n)t/~ e−t βn/(2~). (1.31)

According to Eq. (1.31), ∆n represents the shift in the energy due a
modification of the dynamics of an electron inside the channel by the
coupling with the leads, whereas βn is related to the fact that an electron
injected in the channel can eventually disappear through one of the leads
going out to infinity [29]. In addition, since |Ψn(x, t)|2 represents the
probability to find an electron in the position x at the time instant t,
according to Eq. (1.31) the quantity ~/βn represents the average time
an electron remains in state n before it escapes out into the leads [29].

1.2.3 Computation of the Green Function

Solving Eq. (1.2) is equivalent to solve BG = I, i.e.

G = B−1 , (1.32)

where B = EI−H0−ΣS−ΣD = EI−H0−Σ and Σ = ΣS +ΣD. The
straighforward way is to calculate G by directly inverting the matrix B
[Eq. (1.32)] for each energy grid point. From a computational point of
view, this can be very expensive. Significant numerical savings can be
obtained for systems where the form of B is block-tridiagonal [33]. In
this case G can be computed by a recursive algorithm without inverting
the large matrix B. In addition, only the evaluation of the diagonal
blocks of G is required in order to finally compute the electron density
of the system [33].
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As a final remark, it can be shown that the expression of the Green’s
function in terms of the eigenstates of the Hamiltonian reads [34]:

G (x, x′, E) =
∑

n

Ψn(x)Φ∗n(x′)

E − ǫn
, (1.33)

where Ψn is an eigenstate of the effective Hamiltonian (H0+Σ), whereas
Φn is an eigenstate of the effective Hamiltonian (H + Σ†), where {Ψn}
and {Φn} form a bi-orthonormal set having the property

∫
Φn(x)Ψ∗m(x)dx = δnm , (1.34)

and in general Ψn 6= Φn, since the operator (H0 + Σ) is not Hermitian.
Note also that, unlike the case of isolate channel, the coupling to the
leads make the eigenenergies complex, so that there are no singularities
of G (x, x′, E) for real value of the energy E [29].

1.2.4 Carrier density and current

Once G is computed, the spectral function A can be calculated as [29]:

A = i
[
G − G†

]
. (1.35)

The spectral function plays the role of a generalized density of states
inside the conductor accounting for the coupling to the leads. The reason
will be clear in the following. In particular, by means of Eqs. (1.29)
and (1.32), we can write:

G−1 −
[
G†
]−1

= Σ† − Σ = iΓ , (1.36)

where Γ = ΓS + ΓD.
If one multiplies Eq. (1.36) by G from the left and by G† from the

right, the following result is obtained:

G† − G = iGΓG† = i2
[
G − G†

]
= iA , (1.37)

and thus:

A = GΓG† . (1.38)

By means of Eqs. (1.30) and (1.33), the spectral function can be also
expressed as:

A (x, x′, E) =
∑

n

Ψn(x)Φ∗n(x′)
βn

(E − ǫn0 + ∆n)
2

+
(

βn

2

)2 , (1.39)
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The diagonal elements of the spectral function represents the local Den-
sity of States (DOS):

D(x,E) =
1

2π
A(x, x,E) . (1.40)

This can be easily verified in the limit βn → 0, i.e. in the long-lived
eigenstates limit. Indeed, by using Eq. (1.40) and (1.39), we obtain:

D (x,E) =
∑

n

1

2π
Ψn(x)Φ∗n(x)

βn

(E − ǫn0 + ∆n)
2

+
(

βn

2

)2 →

→
∑

n

δ (E − ǫn0 + ∆n) |Ψn(x)|2 (1.41)

as βn → 0, which represents the expected form for the local DOS of
long-lived eigenstate [29].

The total density of states is therefore given by the trace of the
spectral function A, i.e. by the integration of Eq. (1.40) over the channel:

D(E) =
1

2π
Tr [A(x, x,E)] =

1

2π

∫
A(x, x,E)dx

=
∑

n

1

2π

βn

(E − ǫn0 + ∆n)
2

+
(

βn

2

)2 , (1.42)

where we have exploited Eq. (1.34). In the long-lived eigenstates limit
βn → 0, Eq. (1.42) reduces to:

D(E) =
∑

n

δ (E − ǫn0 + ∆n) , (1.43)

as we would expect.
Since electron states in the reservoirs are filled according to the Fermi

statistics, the total charge density n(x) within the device is computed
by accounting for states injected from both contacts, i.e. by integrating
the local density of states of source and drain reservoirs (DS(x,E) and
DD(x,E), repectively) over energy E, weighted with the appropriate
Fermi function f :

n(x) =
∑

α=S,D

[
−e

∫ +∞

EN

Dα(x,E)f (E − EFα) dE

+ e

∫ EN

−∞

Dα(x,E) [1 − f (E − EFα)] dE

]
, (1.44)
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where e is the electron charge, EN is the charge neutrality level and EFS

(EFD) is the Fermi level in the source (drain) contact.
In order to compute n(x) self-consistently, the NEGF transport equa-

tion (1.32) is solved self-consistently along with the Poisson equation,
until convergence is reached. In particular, Eq. (1.32) is solved in order
to obtain G and thus the carrier density n(x). Then the Poisson equa-
tion is solved in order to give a better evaluation of the potential. The
iteration between the Poisson and the NEGF equations continues until
the self-consistency is achieved. Finally, the source-to-drain current is
computed by means of the two-terminal Landauer formula [35]:

I =
2e

h

∫
T (E) [fS (E) − fD (E)] , (1.45)

where T (E) = Tr
(
ΓSGΓDG†

)
is the source-to-drain transmission func-

tion [29] and the factor 2 in Eq. (1.45) accounts for the spin degeneracy.

1.2.5 Quasi-one dimensional systems: Carbon Nan-
otubes

As a final remark, the method which we have presented in this section
for a simply 1D system can be directly generalized to the case of quasi-
1D system, such as those composed by CNTs [31, 32]. The first step
is to identify a set of atomistic orbitals to describe the physics for car-
rier transport and then to represent the Hamiltonian matrix H0 for the
isolated channel in this basis. Generally, a tight-binding approximation
accounting for one pz orbital per carbon atom as the basis set is used.
Therefore, the size of H0 is the total number of carbon atoms NC in the
transistors channel.

It is found that H0 is a tridiagonal matrix [31]. In particular, if
n is the number of carbon atoms in each ring, the NC × NC Hamilto-
nian matrix for the CNT channel H0 is a block tridiagonal matrix with
n × n submatrix describing the coupling between carbon atoms within
a ring or between neighbor rings. Since the self-energies ΣS and ΣD

accounting for open-boundary conditions are sparse with only one diag-
onal nonzero block, also in this case the effective Hamiltonian (H0 +Σ)
in the real space is tridiagonal. However, due to the huge dimension of
the matrix H, the real space approach can be computationally very ex-
pensive. Even by applying the recursive method, which is applicable to
a tridiagonal matrix, the computational cost is O(n2 × NR), where NR

is the number of carbon rings (NC = n × NR) [31]. In order to relieve
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the computational burden, a mode space approach can be needed. The
size of the matrix (H0 +Σ) is changed to (MNR)× (MNR), where M is
the number of modes contributing to transport. If M < n, then the size
of the problem is reduced from (n×NR) to (M ×NR). Since the trans-
formed Hamiltonian is also block-tridiagonal, the recursive algorithm for
computing the Green’s function G can be applied. Details can be found
in Ref. [31].



Chapter 2

Statistical theory of shot
noise in the presence of
electron-electron
interaction

As quasi one-dimensional field-effect transistors (FETs), based for ex-
ample on Carbon Nanotubes (CNTs) or Silicon NanoWires (SNWs),
are increasingly investigated as a possible replacement for conventional
planar FETs, it is important to achieve complete understanding of the
properties of shot noise of one-dimensional conductors electrostatically
controlled by a third (gate) electrode. Shot noise is particularly sensitive
to carrier-carrier interaction, that in turn can be particularly significant
in one-dimensional nanoscale conductors, where electrons are few and
screening is limited [36].

Low frequency 1/f noise in quasi one-dimensional conductors has
been the subject of interest for several authors [37, 38, 39], whereas few
experimental papers on shot noise have recently been published [40, 17].

Due to the small amount of mobile charge in nanoscale one-dimensional
FETs, even in strong inversion, drain current fluctuations can heavily

19
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affect device electrical behavior. Of course, noise is an unavoidable and
undesirable feature of electron devices, and its effect must be minimized
or kept within tolerable levels for the operation of electronic circuits.
From a more fundamental point of view, it is also a rich source of infor-
mation on electron-electron interaction, which cannot be obtained from
DC or AC electrical characteristics.

The main sources of noise are injection from the contacts into the
device region, through the random occupation of states around the Fermi
energy at the contacts, and partial transmission of electrons through the
conductor, which gives rise to the so called partition noise. The main
types of interaction that have a clear effect on noise are Pauli exclusion,
which reduces fluctuations of the rate of injected electrons by limiting the
occupancy of injected states, and Coulomb repulsions among electrons,
which is the cause of fluctuations of the potential in the device region,
that often suppress, but sometimes enhance the effect of fluctuations in
the rate of injected electrons.

The combined effect of Pauli exclusion and Coulomb repulsion on
shot noise has been investigated in the case of ballistic double gate
MOSFETs [41], in planar MOSFETs [42] and in resonant tunneling
diodes [43, 44, 45]. There are still few attempts [16] to a complete quan-
titative understanding of shot noise in ballistic CNT- and SNW-FETs.
Indeed, when addressing a resonant tunneling diode one can usually
adopt an approach that exploits the fact that the two opaque barriers
break the device in three loosely coupled regions (the two contacts and
the well), among which transitions can described by Fermi golden rule,
as has been done in Refs. [43, 44, 45]. This is not possible in the case
of a transistor, where coupling between the channel and the contacts is
very good.

Another important issue is represented by the fact that the widely
known Landauer-Büttiker’s noise formula [46, 47], does not take into
account the effect of Coulomb interaction on shot noise through poten-
tial fluctuations. Indeed, recent experiments on shot noise in CNT-based
Fabry Perot interferometers [17] show that in some bias conditions many-
body corrections might be needed to explain the observed noise suppres-
sion. Other experiments show that at low temperature suspended ropes
of single-wall carbon nanotubes of length 0.4 µm exhibit a significant sup-
pression of current fluctuations by a factor smaller than 1/100 compared
to full shot noise [40]. However, this experimental result is not supported
by a convincing interpretation, since possible explanations extend from
ballistic transport in a small number of tubes within a rope, to diffusive
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transport in a substantial fraction of the CNTs.
In this chapter, we present an expression for the shot noise power

spectral density of ballistic quasi-one dimensional channels based on a
statistical approach relying on quantities obtained from Monte Carlo
(MC) simulations of randomly injected electrons from the reservoirs.
This expression, derived within the second quantization formalism, gen-
eralizes the Landauer-Büttiker’s noise formula including the effects of
Coulomb interaction, that is significant for a large class of devices,
and in particular for one-dimensional conductors. In the last two sec-
tions we present the simulation methodology used to compute the noise
power spectrum, based on the self-consistent solution of the 3D Poisson
and Schrödinger equations, within the non-equilibrium Green’s function
(NEGF) formalism [48].

2.1 Generalization of the Landauer-Büttiker
formula to include Coulomb repulsion

According to Milatz’s theorem [49], the power spectral density of the
noise current in the zero frequency limit can be written as S(0) =
lim1/ν→∞ [2/ν · var(I)], where ν is the injection rate of a carrier from a
contact and var(I) is the variance of the current. According to Ref.[50],
ν can be expressed as ν = ∆E/(2π~) where ∆E is the energy discretiza-
tion step, i.e. the minimum energy separation between injected states.
Indeed, the contribution to the current of a transverse mode in the en-
ergy interval ∆E can be expressed in the zero temperature limit by the
Landauer-Büttiker formula as 〈dI〉 = e/(2π~)∆E. On the other hand
〈dI〉 = eν, from which ν = ∆E/(2π~) derives. Finally, the power spec-
tral density of shot noise at zero frequency can be expressed as:

S(0) = lim
ν→0

2

ν
var(I) = lim

∆E→0
4π~

var(I)

∆E
. (2.1)

The variance of the current can be derived by means of the second quanti-
zation formalism, which allows a concise treatment of the many-electron
problem.

Let us consider a mesoscopic conductor connected to two reservoirs
[source (S) and drain (D)], where electron states are populated according
to their Fermi occupation factors (Fig. 2.1). For simplicity, we assume
that the conductor is sufficiently short as to completely neglect inelastic
scattering events. Thermalization occurs only in the reservoirs. At zero
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DRAIN

m=1,..., WS
n=1,...,WD

SOURCE channel

bSm

a a
Sm Dn

Dnb

Figure 2.1: Annihilation operators for ingoing (aSm, aDn) and outgoing
electron states (bSm, bDn) in a two terminal scattering problem (m =
1, ...,WS ; n = 1, ...,WD).

magnetic field and far from the interacting channel, the time-dependent
current operator at the source can be expressed as the difference between
the occupation number of carriers moving inward (N+

Sm) and outward
(N−Sm) in each quantum channel m [46]:

I(t) =
e

h

∑

m∈S

∫
dE
[
N+

Sm(E, t) − N−Sm(E, t)
]

, (2.2)

where

N+
Sm(E, t) =

∫
d(~ω)a+

Sm(E) aSm(E + ~ω) e−iωt ,

N−Sm(E, t) =

∫
d(~ω)b+

Sm(E) bSm(E + ~ω) e−iωt . (2.3)

The introduced operators a†Sm(E) and aSm(E) create and annihilate,
respectively, incident electrons in the source lead with total energy E
in the channel m (Fig. 2.1). In the same way, the creation b†Sm(E) and
annihilation bSm(E) operators refer to electrons in the source contact
for outgoing states. The channel index m runs over all the transverse
modes and different spin orientations.

The operators a and b are related via an unitary transformation (n =
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1, ...,WS) [46]:

bSn(E) =

WS∑

m=1

rnm(E)aSm(E)+

WD∑

m=1

t′nm(E)aDm(E) , (2.4)

where WS and WD represent the number of quantum channels in the
source and drain leads, respectively, while the blocks r (size WS × WS)
and t′ (size WS ×WD), describe electron reflection at the source (r) and
transmission from drain to source (t′) and are included in the scattering
matrix s as [51]:

s =

(
r t′

t r′

)
. (2.5)

The dimensions of s are (WS + WD) × (WS + WD). Blocks t and r′

in Eq. (2.5) are related to source-to-drain transmission and reflection
back to the drain, respectively. In the following, time dependence will
be neglected, since we are interested to the zero frequency case.

If we denote with |σ〉 a many-particle (antisymmetrical) state, the oc-
cupation number in the reservoir α in the channel m can be expressed as
σαm(E) = 〈a†αm(E)aαm(E)〉σ. Pauli exclusion principle does not allow
two electrons to occupy the same spin orbital, therefore σαm(E) can be
either 0 or 1. In addition, since fluctuations of the potential profile along
the channel due to Coulomb interaction between randomly injected car-
riers affect the transmission of electrons, the scattering matrix elements
have to depend on the occupation numbers of all states in both reser-
voirs: s(E) = s [σS1(E), σS2(E), · · · , σD1(E), σD2(E), · · · ]. Let us stress
the fact that, as pointed out in Ref. [46], whenever a finite channel is
connected to semi-infinite leads, the channel can be considered as a small
perturbation to the equilibrium regime of the contacts, and independent
random statistics can be used for both reservoirs.

According to Ref. [46], current fluctuations can be evaluated by intro-
ducing an ensemble of many electrons states {|σ1〉, |σ2〉, |σ3〉, · · · , |σN 〉}
and by weighting each state properly, i.e. by finding its statistical av-
erage, denoted by 〈 〉s. Each reservoir α (α = S,D) is assumed to be at
thermal equilibrium, so that its average occupancy can be described by
the Fermi-Dirac statistics fα. As a consequence, the statistical average
of σαm(E) reads [46]:

〈σαm(E)〉s = 〈〈a†αm(E)aαm(E)〉σ〉s = fα(E) . (2.6)
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Neglecting correlations between the occupation numbers of the same
quantum channel at different energies, or between different channels at
the same energy, we obtain [46]:

〈σαm(E)σβn(E′)〉s = fα(E)fβ(E′) (2.7)

for α 6= β or m 6= n or E 6= E′. Including Eq. (2.6) in Eq. (2.7) and
exploiting the relation σαm(E)2 = σαm(E), the average of the product
of two occupation numbers can be expressed as:

〈σαm(E)σβn(E′)〉s = fα(E)fβ(E′) + δ(E−E′)δαβδmn

[fα(E)−fα(E)fβ(E′)] , (2.8)

where δ(E − E′), δαβ , δmn are Kronecker delta functions.
In order to compute the average current along the channel and the

power spectral density of the current fluctuations, we need to write the
expectation values of the products of two and four operators [46]:

〈a†αm(E)aβn(E′)〉σ = δ(E − E′)δαβδmnσαm(E) ; (2.9)

〈a†αm(E)aβn(E′)a†γk(E′′)aδl(E
′′′)〉σ =

δ(E−E′′′)δ(E′−E′′)δαδδmlδβγδnkσαm(E) [1 − σγk(E′′)]

+ δ(E−E′)δ(E′′−E′′′)δαβδnmδγδδklσαm(E)σγk(E′′) (2.10)

where the first contribution in Eq. (2.10) refers to exchange pairing (α =
δ, β = γ, m = l, n = k), while the second to normal pairing (α = β,
γ = δ, m = n, k = l) [46]. For the sake of simplicity, in the following we
denote the expectation 〈〈 〉σ〉s as 〈 〉.

By means of Eqs. (2.4) and (2.9) the average current reads:

〈I〉 =
e

h

∫
dE

{
∑

n∈S

〈
[
t†t
]
nn

σSn〉s −
∑

k∈D

〈
[
t′†t′

]
kk

σDk〉s
}

=
e

h

∫
dE

{
∑

n∈S

〈
[̃
t
]
S;nn

σSn〉s −
∑

k∈D

〈
[̃
t
]
D;kk

σDk〉s
}

,

(2.11)

where
[̃
t
]
α;lp

≡
[
t†t
]
lp

if α = S and
[
t′†t′

]
lp

if α = D (l, p ∈ α). The

unitarity of the matrix s has also been exploited, from which the rela-
tion r†r + t†t = 1 follows. It is easy to show that for a non-interacting
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channel, i.e. when occupancy of injected states does not affect transmis-
sion and reflection probabilities, Eq. (2.11) reduces to the two-terminal
Landauer’s formula [35]:

〈I〉 =
e

h

∫
dE Tr

[
t†t
]
(fS(E) − fD(E)) , (2.12)

where the relation s = st has been exploited, so that t′ = tt and
Tr
[
t′†t′

]
= Tr

[
t†t
]
. In general, we can observe that for an interacting

channel Eq. (2.11) provides a different result with respect to Landauer’s
formula, because fluctuation of transmission probabilities induced by
random injection in the device, is responsible for rectification of the cur-
rent. The effect is often very small, but not always [52]. However, it
cannot be captured by Landauer’s formula, as other many-particle pro-
cesses affecting device transport properties [53, 54].

The mean squared current reads:

〈I2〉 =
( e

h

)2
∫

dE

∫
dE′
∑

m,n∈S

{
〈N+

Sm(E)N+
Sn(E′)〉−〈N+

Sm(E)N−Sn(E′)〉

− 〈N−Sm(E)N+
Sn(E′)〉 + 〈N−Sm(E)N−Sn(E′)〉

}

= F++ + F+− + F−+ + F−− . (2.13)

This expression consists of four terms, related to states at the source
contacts, that can be evaluated by means of Eqs. (2.9) and (2.10): the
first one (F++) represents the correlation of fluctuations in two ingoing
streams, the second and the third ones (F+−, F−+) describe the correla-
tions of the fluctuations of the ingoing and outgoing streams, the fourth
one (F−−) refers to two outgoing streams.

The first term F++ can be expressed as:

F++ =
( e

h

)2
∫

dE

∫
dE′

∑

m,n∈S

〈σSm(E)σSn(E′)〉s , (2.14)

since 〈σ2
Sm(E)〉s = 〈σSm(E)〉s = fS(E) ∀m ∈ S. Correlations between

ingoing states are established through the statistical expectation values
of each couple of occupancies of states injected from the source. The
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second contribution F+− reads:

F+− = −
( e

h

)2
∫

dE

∫
dE′
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m,l∈S

〈
(
1 −

[̃
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)
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′)〉s

+
∑
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k∈D

〈
[̃
t(E′)

]
D;kk

σSm(E)σDk(E′)〉s
}

, (2.15)

since σ2
αl(E) = σαl(E) ∀l ∈ α (α = S,D), due to the Pauli exclusion

principle. In Eq. (2.15) correlations between ingoing and outgoing states
are obtained by summing on each statistical average of the product of
two occupation numbers of injected states, weighted with the reflection
(1 −

[̃
t(E′)

]
S;ll

=
[
r†r(E′)

]
ll
) or transmission probability (

[̃
t(E′)

]
D;kk

)

of outgoing channels.
By exploiting the anticommutation relations of the fermionic opera-

tors a, it is simple to demonstrate that the third term F−+ is identical
to F+−. Indeed:

〈N−Sm(E)N+
Sn(E′)〉 = 〈N+

Sn(E′)N−Sm(E)〉 . (2.16)

Finally, the fourth term F−− reads:
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− 2
( e

h

)2

∆E

∫
dE
∑

k∈D

∑

p∈S

〈
[
t′†r
]
kp

[
r†t′

]
pk

σDkσSp〉s

+ 〈
[

e

h

∫
dE

(
∑

l∈S

[̃
t
]
S;ll

σSl−
∑

k∈D

[̃
t
]
D;kk

σDk

)]2

〉s

+ 2
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〈σSl(E)σSp(E
′)〉s . (2.17)
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Equation (2.17) contains all correlations between outgoing electron states
in the source lead, where outgoing carriers at the source can be either
reflected carriers incident from S or transmitted carriers injected from
D. By means of the Eqs. (2.14), (2.15) and (2.17), we find the mean
squared current:

〈I2〉 =
( e

h

)2
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(2.18)

Finally, from Eqs. (2.1), (2.11) and (2.18) the noise power spectrum can
be expressed as:

S(0) =

(
e2

π~

)∫
dE
∑

α=S,D

∑

l∈α

〈
[̃
t
]
α;ll

(
1 −

[̃
t
]
α;ll

)
σαl〉s

−
(

e2

π~

)∫
dE

∑

α=S,D

∑

l,p∈α

l 6=p

〈
[̃
t
]
α;lp

[̃
t
]
α;pl

σαlσαp〉s

− 2

(
e2

π~

)∫
dE
∑

k∈D

∑

p∈S

〈
[
t′†r
]
kp

[
r†t′

]
pk

σDkσSp〉s

+
4π~

∆E
var

{
e

h

∫
dE

(
∑

n∈S

[̃
t
]
S;nn

σSn−
∑

k∈D

[̃
t
]
D;kk

σDk

)}
.

(2.19)

Equation (2.19) is the main theoretical result of this chapter: the power
spectral density of the noise current is expressed in terms of transmission
(t, t′), reflection (r) amplitude matrices, and properties of the leads, such
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as random occupation numbers of injected states. Let us point out that,
although our derivation starts from Eq. (2.2), which is valid only far
from the mesoscopic interacting sample, Eq. (2.19) allows to take into
account both Pauli and Coulomb interactions through the dependence of
t, t′ and r on actually injected states. Let us note that we go beyond the
Hartree approximation by considering different random configuration of
injected electron states for different many-particle systems [55, 52].

There is a crucial difference with respect to Landauer-Büttiker’s for-
mula, since Eq. (2.19) enables to consider fluctuations in time of the
potential profile along the channel induced by the electrostatic repul-
sion between randomly injected electrons from the leads. Essentially, for
each random configuration of injected states from both reservoirs, we
consider a snapshot of device operation at a different time instant. All
statistical properties — in the limit of zero frequency — can be obtained
by considering a sufficient ensemble of snapshots.

Let us discuss some physical limits of interest. First, we consider the
case of zero temperature. In such condition the Fermi factor for popu-
lating electron states in the reservoirs is either 0 or 1, and all snapshots
are identical, so the fourth term in Eq. (2.19) disappears. In addition,
we can remove the statistical averaging in Eq. (2.19) and the first three
terms lead to the following expression of the noise power spectrum:

S(0) =
2 e2

π~

∫ EF S

EF D

dE
(
Tr
[
t†t
]
−Tr

[
t†tt†t

])
, (2.20)

where EFS and EFD are the Fermi energies of the source and drain
contacts, respectively. Such terms can be identified with partition noise
(PN) contribution. More in detail, the first term of Eq. (2.19) is associ-
ated to the quantum uncertainty of whether an electron injected in the
mode l from the reservoir α is transmitted through or reflected by the
barrier.

The second term of Eq. (2.19) contains instead (l 6= p):

[
t†t
]
lp

[
t†t
]
pl

=
∑

k,q∈D

t∗kltkpt
∗
qptql . (2.21)

Each term of the sum can be interpreted as the coupling between a
transmission event from channel p ∈ S into channel k ∈ D and from
channel l ∈ S into channel q ∈ D: such a coupling is due to time-reversed
transmissions from k into l and from q into p.
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In the same way, the third term of Eq. (2.19) contains

[
t′†r
]
kp

[
r†t′

]
pk

=
∑

l,n∈S

t∗klrlpr
∗
nptkn , (2.22)

that represents the coupling between carriers transmitted from n ∈ S
into k ∈ D and reflected from p ∈ S into l ∈ S. The second and third
terms provide insights on exchange effects. Indeed, in such terms, con-
tributions with k 6= q and l 6= n, respectively, are complex and they
represent exchange interference effects (fourth-order interference effects)
in the many-particle wave-function due to the quantum-mechanical im-
possibility to distinguish identical carriers [50]. In the Results section, we
will be concerned with identical reservoirs, i.e. identical injected modes
from the contacts. In this case the diagonal terms of the partition noise
(first term and part of the third term in Eq. (2.19)) will be referred as
on-diagonal Partition Noise (PN ON), while the off-diagonal ones (sec-
ond term and part of the third term in Eq. (2.19)) will be denoted as
off-diagonal contribution to the partition noise (PN OFF).

Now let us assume that the number of quantum channel in the source
is smaller than the one in the drain (WS ≤ WD) and let us consider the
case of potential barrier wide with respect to the wavelength, so that one
may neglect tunneling. In such a situation, the reflection amplitude ma-
trix r is equal to zero for energies larger than the barrier maximum EC ,
whereas the transmission amplitude matrix is zero for energies smaller
than EC . By means of the unitarity of the scattering matrix s, follows
t†t = IS for E > EC , where IS is the identity matrix of order WS . Due
to reversal time symmetry, there are WS completely opened quantum
channels in the drain contact and WD − WS completely closed. In this
situation only the fourth term in Eq. (2.19) survives and the noise power
spectral density becomes:

S(0) =
2 e2 WS

π~

∫ +∞

EC

dE [fS(1−fS) + fD(1−fD)]

=
2 e2kT WS

π~
[fS(EC) + fD(EC)] . (2.23)

When EFS = EFD such term obviously reduces to the thermal noise
spectrum 4kTG, where G = (e2 WSfS(EC))/(π~) is the channel con-
ductance at equilibrium. The fourth term in Eq. (2.19) can be therefore
identified with the Injection Noise (IN) contribution.

Equation (2.19) describes correlations between transmitted states
coming from the same reservoirs [second term in Eq. (2.19)] and between
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transmitted and reflected states in the source lead (third term), with a
contribution of opposite sign with respect to the first term. The negative
sign derives from Eq. (2.10), in which exchange pairings include a minus
sign due to the fermionic nature of electrons. Note that Eq. (2.19) can
be expressed in a symmetric form with respect to an exchange between
the source and the drain contacts. Indeed, by exploiting the unitarity of
the scattering matrix, the third term becomes:

−
(

e2

π~

)∫
dE
∑

k∈D

∑

p∈S

〈
[
t′†r
]
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(
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)∫
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∑

k∈D

∑

p∈S

〈
[
r′†t
]
kp

[
t†r′

]
pk

σDkσSp〉s , (2.24)

which establishes correlations between transmitted and reflected states
in the source and drain leads.

Now let us consider the limit when transmission and reflection ma-
trices do not depend on random occupation numbers of injected states,
i.e. a non fluctuating potential profile is imposed along the channel. By
exploiting the reversal time symmetry (s = st, so that t′ = tt), the
unitarity of the scattering matrix, Eq. (2.19) reduces to:

S(0) =
2 e2
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 , (2.25)

where Tα =
∑

l 6=p∈α

[̃
t
]
α;lp

[̃
t
]
α;pl

and the sum does not run on the spin.

Equation (2.25) then reduces to:

S(0) =
2 e2
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∫
dE
{
[fS(1−fS) + fD(1−fD)] Tr

[
t†tt†t

]
+

[fS(1−fD)+fD(1−fS)]
(
Tr
[
t†t
]
−Tr

[
t†tt†t

])}
, (2.26)
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which is the well-known Landauer-Büttiker noise formula [46]. Let us
note that Eq. (2.20) can be recovered as well from Eq. (2.26). Indeed at
zero temperature the stochastic injection vanishes since random statis-
tics coincides to the Fermi factor. In the same way, Eq. (2.23) might
be derived from Eq. (2.26), since in this case noise is only due to the
thermionic emission contribution and fluctuations of the potential pro-
file do not play any role in noise.

2.2 Computational methodology

In order to properly include the effect of Coulomb interaction, we self-
consistently solve the 3D Poisson equation, coupled with the Schrödinger
equation with open boundary conditions, within the NEGF formalism,
which has been implemented in our in-house open source simulator Nan-

oTCAD ViDES [56]. For what concerns the boundary conditions of Pois-
son equations, Dirichlet boundary conditions are imposed in correspon-
dence of the metal gates, whereas null Neumann boundary conditions
are applied on the ungated surfaces of the 3D simulation domain. In
particular the 3D Poisson equation reads

~∇ ·
[
ǫ~∇φ (~r)

]
= − (ρ (~r) + ρfix (~r)) , (2.27)

where φ is the electrostatic potential, ρfix is the fixed charge which
accounts for ionized impurities in the doped regions, and ρ is the charge
density per unit volume

ρ (~r) = −e

∫ +∞

Ei

dE
∑

α=S,D

∑

n∈α

DOSαn (~r,E) σαn(E)

+ e

∫ Ei

−∞

dE
∑

α=S,D

∑

n∈α

DOSαn (~r,E)[1−σαn(E)] , (2.28)

where Ei is the mid-gap potential, DOSαn(~r,E) is the local density of
states associated to channel n injected from contact α and ~r is the 3D
spatial coordinate.

From a computational point of view, modeling of the stochastic in-
jection of electrons from the reservoirs has been performed by means of
statistical simulations taking into account an ensemble of many electron
states, i.e. an ensemble of random configurations of injected electron
states, from both contacts [52, 55]. The whole procedure is sketched
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in Fig. 2.2 in the form of a flow diagram. In particular, the whole en-
ergy range of integration (Eqs. (2.19) and (2.28)) has been uniformly
discretized with energy step ∆E. Then, in order to obtain a random
injection configuration, a random number ℜ uniformly distributed be-
tween 0 and 1 has been extracted for each electron state represented by
energy E, reservoir α and quantum channel n [57]. More in detail, the
state is occupied if ℜ is smaller than the Fermi-Dirac factor, i.e. σSn(E)
[σDn(E)] is 1 if ℜ < fS(E) [fD(E)], and 0 otherwise (Fig. 2.3).

The random injection configuration generated in this way has been
then inserted in Eq. (2.28) and self-consistent solution of Eqs. (2.27)
and (2.28) and the Schrödinger equations has been performed. Once
convergence has been reached, the transmission (t, t′) and reflection (r)
matrices are computed. The procedure is repeated several times in order
to gather data from a reasonable ensemble. In our case, we have verified
that an ensemble of 500 random configurations represents a good trade-
off between computational cost and accuracy. Finally, the power spectral
density S(0) has been extracted by means of Eq. (2.19).

In the following, we will refer to self-consistent Monte Carlo simu-
lations (SC-MC), when statistical simulations using the procedure de-
scribed above, i.e. inserting random occupations σSn(E) and σDn(E) in
Eq. (2.28), are performed. Instead we will refer to self-consistent (SC)
simulations when the Poisson-Schrödinger equations are solved consid-
ering fS and fD in Eq. (2.28). SC-MC simulations of randomly injected
electrons allow to consider both the effect of Pauli and Coulomb inter-
action on noise.

From a numerical point of view, particular attention has to be posed
on the choice of the energy step ∆E. As a test, we have verified that if we
perform MC simulations, keeping the potential profile along the channel
fixed and exploiting the one obtained by means of SC simulation, the
noise power spectrum computed in this way reduces to the Landauer-
Büttiker’s limit, as already proved in an analitical way [Eq. (2.26)]: we
refer to such simulations as non-self consistent Monte Carlo simulations
(non SC-MC). In Fig. 2.4 the noise power spectrum computed by keep-
ing fixed the potential profile along the channel and performing statisti-
cal non SC-MC simulations of randomly injected electrons is shown for
four energy steps. As already proved in Eq. (2.25), the convergence to
Landauer-Büttiker’s limit is ensured for all the considered energy steps:
as can be seen, ∆E = 5 ×10−4 eV provides faster convergence as com-
pared to the other values with a relative error close to 0.16%.

Let us point out that the NEGF formalism computes directly the
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Figure 2.2: Flow diagram showing the procedure used in the statistical
simulations. Starting from the self-consistent potential φ̃ achieved by
modelling the occupancy in the reservoirs by means of the Fermi statis-
tics, we extract random occupation numbers for all states in the source
and drain contacts. Then the Schrödinger and Poisson equations are
solved self-consistently until convergence of the potential φ is reached,
obtaining a sample to include in the ensemble, from which the noise
power spectrum has been extracted by means of Eq. (2.19).
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for a given potential as a function of current sample number for four
different energy steps. b) Relative deviation of S(0) with respect to
Landauer-Büttiker’s limit (2.26). The simulated structure is the SNW-
FET shown in Fig. 3.1.
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total Green’s function G of the channel and the broadening function of
the source (ΓS) and drain (ΓD) leads, rather than the scattering matrix
s, that relates the outgoing waves amplitudes to the incoming waves
amplitudes at different reservoirs. In order to obtain the matrix s, we
have exploited the Fisher-Lee relation [58], which expresses the elements
of the s-matrix in terms of the Green’s function G and transverse mode
eigenfunctions (see Appendix B).

2.3 Concluding remarks

In this chapter we have described a novel and general approach to
study shot noise in ballistic quasi one-dimensional CNT-FETs and SNW-
FETs. By means of a statistical approach within the second quantiza-
tion formalism, we have shown that the Landauer-Büttiker noise formula
[Eq. (2.26)] can be generalized to include also Coulomb repulsion among
electrons. This is possible via the dependence of the transmission and re-
flection matrices upon the actual occupation of injected states in the de-
vice, through the potential fluctuations in the device region. This point
is crucial, since we will show in chapter 3 that by only using Landauer-
Büttiker noise formula, i.e. by neglecting such dependence and therefore
considering only Pauli exclusion principle, one can overestimate shot
noise by as much as 180 %.

In the last section we have instead presented the methodology fol-
lowed in order to quantitatively evaluate shot noise in CNT-FETs and
SNW-FETs. In particular, Monte Carlo simulations are performed by
self-consistently solving the electrostatics and the transport equations
within the NEGF formalism, for a large ensemble of snapshots of de-
vice operation, each corresponding to a different configuration of the
occupation of injected states.
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Chapter 3

On the shot noise in
quasi-1D FETs computed
by means of Monte Carlo
simulations

The progressive miniaturization of electron devices has led to a very
limited number of carriers in the channel [36] down to few units. Signal-
to-noise ratio can rapidly degrade, as noise power scales more slowly
than signal power with size reduction, and can therefore be critical
for nanoscale device operation. In the last decade, efforts have been
addressed towards the investigation of electrical noise in nanoscale de-
vices, focusing on diffusive mesoscopic conductors [59, 60, 61, 62, 63],
nanoscale Metal-Oxide-Semiconductor Field-Effect Transistors (MOS-
FETs) [42, 64, 65] and on carbon-based electronic devices [66, 17, 57,
52, 55].

When carriers are highly correlated, either sub- or super-poissonian
noise can be observed. In particular, noise enhancement has been ob-
served in resonant tunneling diodes [43, 44], due to the positive corre-
lation between electrons tunneling into the quantum well caused by the

37
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computed by means of Monte Carlo simulations

interplay between the density of states in the well and electrostatics.

In the first part of this chapter, by using the methodology based on
statistical Monte Carlo simulations with states randomly injected from
the contacts [52, 55] presented in chapter 2, a shot noise suppression
is computed in (13,0) CNT-FETs and SNW-FETs [52, 55]. In partic-
ular, by comparing the noise power spectrum calculated by means of
Monte Carlo simulations to that computed by means of the Landauer-
Büttiker noise formula, i.e. considering only Pauli exclusion principle,
a comprehensive understanding of the effect of Coulomb repulsion on
noise emerges. The partition and the injection noise components are
also calculated, as well as the importance of exchange interference noise
contribution is highlighted [55, 67]. In addition, a comparison between
shot noise and thermal noise is also perfomed and the effect of scaling
of device length and oxide thickness on noise is predicted [52].

In the second part of this chapter, we instead predict a shot noise
enhancement in (25,0) CNT-FETs [68, 69]. Unlike resonant tunneling
diodes, the noise enhancement in (25,0) CNT-FETs is due to a different
mechanism, i.e. the modulation of electron injection from the source
due to the transfer of holes between the drain and the channel. The
temperature and frequency ranges where the noise enhancement would
be measurable are also investigated.

3.1 Simulated devices

The approach described in the previous chapter has been used to study
the behavior of shot noise in quasi-1D channel of CNT-FETs and SNW-
FETs with identical reservoirs (Fig. 3.1). We consider a (13,0) CNT
embedded in SiO2 with oxide thickness equal to 1 nm, an undoped chan-
nel of 10 nm and n-doped CNT extensions 10 nm long, with a molar
fraction f = 5 × 10−3. The SNW-FET has an oxide thickness (tox)
equal to 1 nm and the channel length (L) is 10 nm. The channel is
undoped and the source and drain extensions (10 nm long) are doped
with ND = 1020 cm−3. The device cross section is 4×4 nm2. From a
numerical point of view, a pz-orbital tight-binding Hamiltonian has been
assumed for CNTs [70, 71], whereas an effective mass approximation has
been considered for SNWs [72, 73] by means of an adiabatic decoupling
in a set of two-dimensional equations in the transversal plane and in a
set of one-dimensional equations in the longitudinal direction for each
1D subband. For both devices, we have developed a quantum ballistic



3.2. DC Characteristics 39

metal gate

metal gate

tox=1nm

tox=1nm

4nm

1nm 1nm
4nm

d=
1n

m

tox=1nm

1nm

metal gate

metal gate

tox=1nm

1nmL = 10 nm

L = 10 nm

Figure 3.1: 3-D structures and transversal cross sections of the simulated
CNT (top) and SNW-FETs (bottom).

transport model with semi-infinite extensions at their ends. A mode
space approach has been adopted, since only the lowest subbands take
part to transport. In particular, we have verified that four modes are
enough to compute the mean current both in the ohmic and saturation
regions. All calculations have been performed at room temperature (T =
300 K).

3.2 DC Characteristics

In Fig. 3.2, the transfer characteristics for different drain-to-source biases
VDS computed performing SC and SC-MC simulations are plotted as a
function of the gate overdrive VGS − Vth in the logarithmic scale, both
for CNT and SNW devices. In particular the threshold voltage Vth for
the CNT-FET at VDS = 0.05 V and 0.5 V is 0.43 V, whereas we obtain
Vth = 0.13 V for VDS = 0.05 V and 0.5 V for the SNW-FET. As can
be noted, SC and SC-MC simulations give practically the same results
for CNT-FET, except in the subthreshold region where an interesting
rectifying effect of the statistics emerges in the Monte Carlo simulations
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ber of electrons in CNT-FETs and SNW-FETs channel, evaluated for
VDS= 0.5 V and 0.05 V.

for a drain-to-source bias VDS = 0.5 V.

Instead, the rectifying effect is larger for SNW-FET, differences up
to 30 % between the drain current 〈I〉 computed by means of SC-MC
and SC simulations can be also observed in the above threshold regime.
In particular, for a gate voltage VGS = 0.5 V and a drain-to-source volt-
age VDS = 0.5 V, the drain current 〈I〉 holds 2.42 × 10−5 A applying
Eq. (2.11), and 1.89 × 10−5 A applying Landauer’s formula (2.12). Cur-
rent in the CNT-FET transfer characteristics increases for negative gate
voltages due to the interband tunneling. Indeed, the larger the nega-
tive gate voltage, the higher the number of electrons that tunnel from
bound states in the valence band to the drain, leaving positive charge
in the channel, which eventually lowers the barrier and increases the off
current [74].

In the inset of Fig. 3.2 the average number of electrons inside the
channel of a CNT and SNW-FET for two different biases VDS = 0.5 V



3.3. Shot noise suppression in (13,0) CNT-FETs and
SNW-FETs 41

10
-3

10
-2

10
-1

10
0

10
1

current (µA)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1
F

an
o 

fa
ct

or

SC-MC
non SC-MC
LB’s formula

10
-6

10
-4

10
-2

10
0

10
2

current (µA)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

SC-MC
non SC-MC
LB’s formula

Full shot noise

Pauli

Pauli +

CNT

a)

Coulomb

SNW

b)
Full shot noise

Pauli +
Coulomb

Pauli
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applying Eq. (2.26) and dotted line (triangles) by means of non SC-MC
simulations.

and 0.05 V is shown. As can be seen, only very few electrons contribute
to transport at any give instant, which requires us to attently evaluate
the sensitivity of such devices to charge fluctuations: the smaller the
drain-to-source voltage, the larger the average number of electrons in
the channel, since, for low VDS , carriers are injected from both contacts.

3.3 Shot noise suppression in (13,0) CNT-
FETs and SNW-FETs

Let us now focus our attention on the Fano factor F , defined as the
ratio of the computed noise power spectral density S(0) and the full
shot noise 2e〈I〉, F = S(0)/(2e〈I〉). In Fig. 3.3, the Fano factor for
both CNT-FETs and SNW-FETs is shown for VDS= 0.5 V as a function
of drain-to-source current 〈I〉. Let us discuss separately the effects of
Pauli exclusion alone and concurrent Pauli and Coulomb interactions.
Triangles in Fig. 3.3 refer to F computed by means of non SC-MC sim-
ulations on 104 samples, while diamonds to results obtained by means



42
Chapter 3. On the shot noise in quasi-1D FETs

computed by means of Monte Carlo simulations

of Landauer-Büttiker’s formula, applying Eq. (2.26). As expected the
two approaches give the same results for both structures. Solid lines
refer to S(0) computed by means of Eqs. (2.19) and (2.1) and SC-MC
simulations, i.e. Pauli and Coulomb interactions simultaneously taken
into account.

In the sub-threshold regime (〈I〉 < 10−9 A, VGS − Vth < −0.2 V),
drain current noise is very close to the full shot noise, since electron-
electron correlations are negligible due to the very small amount of mo-
bile charge in the channel.

From the point of view of Eq. (2.26), for energies larger than the
top of the barrier, we have fD(E) ≪ fS(E) ≪ 1 and the integrand in
Eq. (2.26) reduces to Tr

[
t†t(E)

]
fS(E). Instead, for energies smaller

than the high potential profile along the channel,
[
t†t(E)

]
nm

≪ 1

∀n, m ∈ S, so that we can neglect Tr
[
t†tt†t

]
in Eq. (2.26), with re-

spect to Tr
[
t†t
]
. Since fD(E) ≪ fS(E), the integrand in Eq. (2.26) still

reduces to Tr
[
t†t(E)

]
fS(E). The Fano factor then becomes

F =
S(0)

2e〈I〉 ≈
2 e2

π~

∫
dE Tr

[
t†t(E)

]
fS(E)

2e e
π~

∫
dE Tr [t†t(E)] fS(E)

= 1 (3.1)

In the strong inversion regime instead (〈I〉 > 10−6 A, VGS−Vth > 0 V),
the noise is strongly suppressed with respect to the full shot value. In
particular for a SNW-FET, at 〈I〉 ≈ 2.4 × 10−5 A (VGS − Vth ≈ 0.4 V),
combined Pauli and Coulomb interactions suppress shot noise down to
22% of the full shot noise value, with a significant reduction with re-
spect to the value predicted without including space charge effects as in
Ref. [75], while for CNT-FET the Fano factor is equal to 0.27 at 〈I〉 ≈
1.4 × 10−5 A (VGS −Vth ≈ 0.3 V). Indeed, an injected electron tends to
increase the potential barrier along the channel, leading to a reduction
of the space charge and to a suppression of charge fluctuation. Let us
stress that an SC-MC simulation exploiting Eq. (2.19) is mandatory for
a quantitative evaluation of noise. Indeed, by only considering Pauli ex-
clusion principle through formula (2.26), one would have overestimated
shot noise by 180 % for SNW-FET (〈I〉 ≈ 2.4 × 10−5 A, VGS − Vth ≈
0.4 V) and by 70 % for CNT-FET (〈I〉 ≈ 1.4 × 10−5 A, VGS − Vth ≈
0.3 V) [57, 52].

Now let us focus our attention on the partition PN (first three terms
in Eq. (2.19)) and injection IN (fourth term in Eq. (2.19)) noise compo-
nents of the Fano factor F . In Figs. 3.4 and 3.5 the contributions to F of
PN and IN noises are shown, as a function of the gate overdrive VGS−Vth
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for a drain-to-source bias VDS = 0.5 V for CNT-FETs and SNW-FETs,
respectively: results have been obtained by means of SC-MC simulations.
In particular, Figs. 3.4a and 3.5a refer to the on-diagonal contribution
to the partition noise (open squares), to the injection noise (solid tri-
angles up) and to the complete Fano factor (solid circles) obtained by
means of Eq. (2.19), i.e. Pauli and Coulomb interactions simultaneously
considered. We present also the Fano factor (open diamonds) computed
by applying Eq. (2.26) on the self-consistent potential profile, i.e. when
only Pauli exclusion principle is included. In Figs. 3.4b and 3.5b we show
the contribution of the off-diagonal partition noise to F , which provides
a measure of mode-mixing and of exchange interference effects [55, 67].

As shown in Fig. 3.4a, the dominant noise source in ballistic CNT-
FETs is the on-diagonal partition noise and the noise due to the intrinsic
thermal agitations of charge carriers in the contacts (injection noise),
which is at most the 36 % of the partition noise (VGS − Vth ≈ −0.1 V).
Nearly identical results are shown for SNW-FETs, with the exception
of a stronger contribution given by the injection noise, up to the 86 %
of the on-diagonal partition term (VGS − Vth ≈ −0.2 V). Moreover, the
behavior of the two noise components, as a function of VGS −Vth, is very
similar for both CNT- and SNW-FETs: F tends to 1 in the subthreshold
regime, while in strong inversion regime shot noise is strongly suppressed.

It is also interesting to observe that the off-diagonal contribution to
partition noise, due to exchange correlations between transmitted states
and between transmitted and reflected states, has a strong dependence
on the height of the potential profile along the channel (variation of
5 orders of magnitude for CNT-FETs) and is negligible for quasi one-
dimensional FETs. In particular, for CNT-FETs such term is at most
5 orders of magnitude smaller than the on-diagonal partition noise or
injection noise in the strong inversion regime (VGS −Vth ≈ 0.3 V), while
in the subthreshold regime its magnitude still reduces (about 10−11 for
VGS − Vth ≈ -0.4 V). For SNW-FETs we have obtained similar results:
the off-diagonal partition noise is indeed at most 5 orders of magnitude
smaller than the other two contributions.

In such conditions, transmission occurs only along separate quantum
channels and an uncoupled mode approach is also accurate. Indeed,
off-diagonal partition noise provides an interesting information on the
strength of the mode-coupling which, as already seen, is very small. In
particular, neglecting this term, results obtained from Eq. (2.19) can be
recovered as well.
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Figure 3.4: Contributions to the Fano factor in a CNT-FET of the on-
diagonal and off-diagonal partition noise and of the injection noise (re-
spectively on-diagonal and off-diagonal part of the first three terms, and
fourth term in Eq. (2.19)) as a function of the gate overdrive VGS − Vth

for a drain-to-source bias VDS = 0.5 V. a) The on-diagonal partition
(PN ON, open squares), the injection (IN, solid triangles up) and the
full noise (solid circles) computed by means of SC-MC simulations are
shown. The Fano factor computed by exploiting Landauer-Büttiker’s
formula (2.26) and SC simulations (open diamonds) is also shown. b)
Off-diagonal partition noise contribution (PN OFF) to F due to correla-
tion between transmitted states and between transmitted and reflected
states.
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Figure 3.5: Contributions to the Fano factor in a SNW-FET of the
on-diagonal and off-diagonal partition noise and of the injection noise,
obtained for VDS = 0.5 V, as a function of the gate overdrive VGS − Vth

in a SNW-FET. In a) the on-diagonal partition, the injection and the
full noise computed by means of SC-MC simulations (both Pauli and
Coulomb interactions taken into account) are shown together with results
obtained by means of Eq. (2.26). b) Off-diagonal partition noise due
to correlation between transmitted states and between transmitted and
reflected states.
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3.3.1 On the importance of exchange interference ef-
fects on current fluctuations

In the previous discussion, carriers from different quantum channels do
not interfere. However, since we deal with a many indistinguishable
particle system, such effects can come into play. To this purpose, we
investigate in more detail two examples in which exchange pairings, that
include also exchange interference effects, give a non negligible contri-
bution to drain current noise. In the past exchange interference effects
have been already predicted for example in ballistic conductor with an
elastic scattering center in the channel [76], in diffusive four-terminal
conductors of arbitrary shape [77] and in quantum dot in the quantum
Hall regime [78], connected to two leads via quantum point contacts.

In the first case we discuss, mode-mixing does not appear, i.e. the
non-diagonal elements of the matrices t†t and t′†r are negligible with
respect to the diagonal ones. Since the off-diagonal partition noise is
negligible and since in the third term in Eq. (2.19) only contributions
with indices l = n = k = p survive, exchange interference effects do not
contribute to electrical noise. We consider a CNT-FET at low bias con-
dition: VDS = 50 mV. In Fig. 3.6a the on-diagonal partition noise, the
injection noise and correlations due to the off-diagonal partition noise,
evaluated performing statistical SC-MC simulations, are shown. In this
case, on-diagonal correlations between transmitted and reflected states
in the source lead (in the same quantum channel) extremely affect noise.
Indeed, at the energies at which reflection events in the source lead are
allowed, also electrons coming from D can be transmitted into the inject-
ing contact S, since the corresponding energy states in D are occupied
and the barrier height is small. Instead the exchange correlations rep-
resented by the off-diagonal partition noise are negligible, since they
are at least 5 order of magnitude smaller than the other three terms in
Eq. (2.19). Note that the noise enhancement obtained both in the in-
version and subthreshold regimes is due to the fact that at low bias the
current 〈I〉 becomes small, while the noise power spectrum S(0) tends
to a finite value, because of the thermal noise contribution.

Let now consider the situation in which modes are coupled and ex-
change interference effects, through the off-diagonal partition noise, con-
tribute to drain current fluctuations. We consider the interesting case
in which a vacancy, i.e. a missing carbon atom, is placed at the cen-
ter of the channel of a (13,0) CNT-FET. From a numerical point of
view, this defect can be modelled by introducing a strong repulsive po-
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Figure 3.6: a): Contributions to the Fano factor F by the on-diagonal
partition noise (open squares), and the injection noise (solid triangles
up) as a function of the gate overdrive VGS − Vth, for a drain-to-source
bias VDS = 50 mV. The simulated device is a CNT-FET. The full noise
computed by means of SC-MC simulations (solid circles, both Pauli and
Coulomb interactions taken into account) and applying Eq. (2.26) (open
diamonds, only Pauli exclusion considered) is also shown. b): Contribu-
tions to F by the on-diagonal and off-diagonal partition noise and by the
injection noise (exploiting Eq. (2.19)) as a function of the gate overdrive
for a CNT-FET with a vacancy in a site at the center of the channel.
The drain-to-source bias is 0.5 V. c): Self-consistent midgap potential
obtained by using the Fermi statistics for a gate voltage VGS = 0.7 V
and a bias VDS = 0.5 V. Z is the transport direction along the channel,
X is a transversal direction. The simulated device is the same of b).
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tential (i.e. +8 eV, much larger than the energy gap of a (13,0) CNT:
Egap ≈ 0.75 eV) in correspondence of such site, thus acting as a barrier
for transmission in the middle of the channel (Fig. 3.6c).

In Fig. 3.6b the three noise sources in Eq. (2.19) (on- and off-diagonal
partition noise, injection noise) are plotted as a function of the gate volt-
age VGS in the above threshold regime for VDS = 0.5 V, along with the
full Fano factor computed performing SC and SC-MC simulations. Re-
markably, in this case a mode space approach taking into account all
modes (i.e. 13) is mandatory in order to reproduce all correlation ef-
fects on noise. As can be seen, off-diagonal exchange correlations gives
rise to a not negligible correction to the Fano factor [55] (≈ 4 % of
the full Fano factor at VGS = 0.8 V). We observe that such correla-
tions are only established between transmitted electrons states (second
term in Eq. (2.19)), while correlations between reflected and transmit-
ted electron states (third term in Eq. (2.19)) are negligible since almost
all electrons injected from the receiving contact D are reflected back
because of the high bias condition. In this chapter we have assumed
phase-coherent quantum transport at room temperature. Our tools can-
not include electron-phonon interaction, that a room temperature may
play a role even in nanoscale devices. Ref. [79] has considered the effect of
electron-phonon scattering and has neglected Coulomb interaction: they
find that electron-phonon scattering increase shot noise in the above
threshold regime, due to the broadening of the energy range of electron
states contributing to transport.

3.3.2 Shot noise versus thermal channel noise

According to the classical approach for the formulation of drain current
noise, channel noise is tipically described in terms of a “modified” ther-
mal noise, as S(0) = γST , where ST = 4KBTgd0 is the thermal noise
power spectrum at zero drain-to-source bias VDS , kB is the Boltzmann
constant, γ is a correction parameter and gd0 = (∂〈I〉/∂VDS)VDS= 0 is
the source-to-drain conductance at zero VDS .

Although the classical formulation accurately predicts drain current
noise in long channel MOSFETs, where γ is equal to 1 in the ohmic
region and 2/3 in saturation [49], it underestimates noise in short channel
devices. In particular, experimental evidences [80] of an excess noise in
short channel MOSFET have been explained in terms of the limited
number of scattering events inside the channel which is uneffective in
suppressing the non-equilibrium noise component [81], or in terms of a
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revised classical formulation by considering short channel effects, such
as the carrier heating effect above the lattice temperature [82].

Actually, it can clearly be seen that non equilibrium transport easily
provides γ > 1 and that the cause of γ > 1 is simply due to the fact
that channel noise can be more properly interpreted as shot noise. For
example, in the particular case of ballistic transport considered here, we
can plot γ as S(0)/ST as a function of the gate voltage in Fig. 3.7c. As
can be seen, values of γ larger than 1 can be easily observed in weak
and strong inversion. The strange behavior of γ as a function of the
gate voltage is simply due to the fact that one uses an inadequate model
(thermal noise) corrected with the γ parameter to describe a qualitatively
different type of noise, i.e. shot noise.



50
Chapter 3. On the shot noise in quasi-1D FETs

computed by means of Monte Carlo simulations

0 0.05 0.1 0.15 0.2 0.25

# of electrons/L (nm
-1

)

0.4

0.5

0.6

0.7

0.8

0.9

1

F
an

o 
fa

ct
or

 
a) b)

LB (A)
LB (B)
LB (C)

0 0.05 0.1 0.15 0.2 0.25

# of electrons/L (nm
-1

)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

Pauli

Full shot noiseFull shot noise

Pauli+
Coulomb

SC-MC (A)
SC-MC (B)
SC-MC (C)

Figure 3.8: Fano factor as a function of the average number of elec-
trons inside the channel per unit length for three different (13,0) CNT-
FETs: (A) tox= 1 nm, L= 6 nm, (B) tox= 1 nm, L= 10 nm and (C)
tox= 2 nm, L= 10 nm. In a) only the effect of the Pauli principle is shown
[Eq. (2.26)]; in b) the effect of both Pauli and Coulomb interactions is
considered. The drain-to-source bias VDS is 0.5 V.

3.3.3 Effect of scaling on noise

Let us now discuss the effect of scaling on noise, focusing our attention
on a (13,0) CNT-FET. One would expect that an increase of the oxide
thickness would reduce the screening induced by the metallic gate, so
that the Coulomb interaction would be expected to produce a larger
noise suppression. For example, in the limit of a multimode ballistic
conductor without a gate contact, significantly suppression of about two
order of magnitude with respect to the full shot value has been shown
by Bulashenko et al [16].

However, Ref. [16] exploits a semiclassical approach assuming a large
number of modes and the conservation of transversal momentum, i.e. the
role of the transversal electric field induced by the gate voltage is com-
pletely neglected. In our case only four modes contribute to transport,
while the top and bottom gates of the simulated devices partially screen
the electrostatic repulsion induced by the space charge in the channel on
each injected electron, so that a smaller noise suppression than the one
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achieved in Ref. [16] can be expected.

The Fano factor as a function of the average number of electrons
inside the channel for unit length, computed by means of SC simulation
and applying Eq. (2.26), for three CNTs with different oxide thickness
tox and channel length L is shown in Fig. 3.8a: it shows results for CNT
with tox= 1 nm, L= 6 nm (A), CNT with tox= 1 nm, L= 10 nm (B), and
CNT with tox= 2 nm, L= 10 nm (C). Fig. 3.8b shows the Fano factor
computed by performing SC-MC simulations and applying Eqs. (2.19)
and (2.1). As can be seen, if the Fano factor is plotted as a function of
the number of electrons per unit length, as in Fig. 3.8, curves are very
close to one another, and effects of scaling are predictable.

3.4 Enhanced shot noise in CNT-FETs

A pz-orbital tight-binding Hamiltonian has been adopted, considering
four transversal modes [70]. All simulations have been performed at
room temperature, self-consistently solving the 3D Poisson and Schrödinger
equations within the Non-Equilibrium Green’s Functions (NEGF) for-
malism by means of our open-source simulator NanoTCAD ViDES [56]
and considering almost 1000 statistical configurations of incoming states
of the many-particle system. In order to evaluate the zero-frequency
noise power spectrum S(0), we have exploited the statistical approach
derived in Refs. [52, 55] and presented in Chapter II, that extends
Landauer-Buttiker’s approach by including the effect of Coulomb in-
teraction.

Noise current power spectral density at zero frequency S(0) can be
expressed as S(0) = SPN (0) + SIN (0), where SPN and SIN represent
the partition and the injection noise contributions, respectively.

A measure of correlation between charge carriers is the so-called Fano
factor F ≡ S(0)/(2eI) ≡ FPN +FIN , where the term 2eI corresponds to
the full shot noise spectrum, whereas FPN ≡ SPN (0)/(2eI) and FIN =
SIN (0)/2eI.

By neglecting the effect on noise of Coulomb interaction among elec-
trons, and in particular the dependence of the transmission and reflection
matrices upon the actual occupation of injected states in the device [52,
55], S(0) reduces to the result from Landauer [47] and Büttiker [46]
SLB(0), that only includes the correlation among charge carriers due to
their fermionic nature (Pauli exclusion principle). In a similar way, we
introduce FLB ≡ SLB(0)/(2eI).
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The considered device is a double gate CNT-FET (Fig. 3.9a): the
nanotube is a 2 nm diameter zig-zag (25,0) CNT with a band gap
Eg = 0.39 eV. The oxide thickness is 1 nm, the channel is undoped and
has a length LC of 10 nm. Source (S) and Drain (D) extensions are 10
nm long and doped with a molar fraction f = 5×10−3. For comparison
purposes, we also consider a (13,0) CNT-FET (Eg = 0.75 eV) with the
same device geometry and doping profile [52, 55]. In Fig. 3.9b the tunnel-
ing current component and the total current are reported as a function
of the gate overdrive VGS−Vth for a (25,0) CNT-FET (Vth = 0.36 V). As
can be observed, the tunneling component is at least two orders of mag-
nitude smaller than the total current, which therefore is almost equal to
the thermionic component.

The Fano factors for a (25,0) and a (13,0) zig-zag CNT are plotted as
a function of gate overdrive in Figs. 3.10a-b. Noise enhancement occurs
only in the case of the (25,0) CNT (F > 1) [68, 69]. If one neglects
Coulomb interaction among carriers, the Fano factor (FLB) is smaller
than one. The whole shaded area in Fig. 3.10a indicates the shot noise

enhancement due to the Coulomb interaction.

For (13,0) CNTs, instead, Coulomb interaction suppresses noise be-
low the value predicted by only including Pauli exclusion, as already
observed in Refs. [52, 55]. The different behavior is strictly associated
to the different amplitude of the injection noise (FIN in Fig. 1), that is
much larger for (25,0) CNTs. For both CNTs, in the deep sub-threshold
regime, full shot noise is obtained, since carriers are so scarce in the
channel that correlations are irrelevant.

Shot noise enhancement in the (25,0) CNT-FET can be explained
with the help of Fig. 3.11 [68, 69]. EC and EV are the conduction and
valence band edge profiles in the channel, respectively, whereas ECS

(ECD) is the conduction band edge at the source (drain), and EBS is
the energy level of the quasi-bound state in the valence band. When
the drain Fermi level EFD roughly aligns with EBS , holes in the con-
duction band in correspondence of the drain can tunnel into the bound
state shifting downwards EC in the channel by −e2/(CT LC), where CT

is the total geometrical capacitance of the channel per unit length. As
a result, thermionic electrons injected from the source can more eas-
ily overcome the barrier. Instead, when a hole leaves the bound state,
the barrier increases by the same amount, reducing thermionic injec-
tion. The noise enhancement is fully due to current modulation due to
trapping/detrapping of holes in the bound state.

Since (13,0) CNTs have a much wider gap (Eg = 0.75 eV), EV in



3.4. Enhanced shot noise in CNT-FETs 53

-0.8-0.6-0.4-0.2 0 0.2
VGS-Vth (V)

10
-3

10
-2

10
-1

10
0

10
1

10
2

cu
rr

e
n
t 
(µ

A
)

total current
tunneling current

(25,0) CNT

METAL GATE

oxt   = 1 nm

ox

d= 1.98 nm
1 nm

OXIDE

METAL GATE

L= 30 nm

t   = 1 nm

1 nm

b)

a)

Figure 3.9: (a) Sketch of the simulated (25,0) double gate CNT Field
Effect Transistor. (b) Transfer characteristics and tunneling current for
(25,0) CNT-FETs.



54
Chapter 3. On the shot noise in quasi-1D FETs

computed by means of Monte Carlo simulations

-0.6 -0.4 -0.2 0 0.2 0.4
VGS-Vth (V)

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3

F
an

o 
fa

ct
or

 

Full shot 

Pauli

Pauli +
Coulomb

noise

(25,0)

(13,0)

a) b)
noise

Full shot 

CNT

CNT
F
FLB
FIN
FPN

-0.6-0.4-0.2 0 0.2 0.4
VGS-Vth (V)

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1

Figure 3.10: Fano factor as a function of the gate overdrive for a) (25,0)
and b) (13,0) CNT-FETs for VDS = 0.5 V. The different contributions
FLB , FIN , FPN and the total Fano factor F are shown.

source channel drain source channel drain
z

��

b
C

e
_

hVE

b
V

EVD

b
C

E
BS

gE

E
VS

ni n nin

E
FS E

C
(a)

ECS

E
FD

CD
E

FSE (b)

ECS E
C

E
FD

E
CD

VDE

b
V

E
V

E
VS

E
BS

+ + + +

Figure 3.11: If an excess hole tunnels from the drain into a bound state
in the intrinsic channel (a), the conduction band bC and valence band
bV edge profiles are shifted downwards and more thermionic electrons
can be injected in the channel, enhancing current fluctuations (b).



3.4. Enhanced shot noise in CNT-FETs 55

the channel is always below ECD in the drain, and hole injection is
completely inhibited, as well as noise enhancement.

The effect just illustrated resembles generation-recombination noise
in semiconductors [83], since bound states in the valence band act like
traps. Three remarkable differences can however be found: (i) the chan-
nel in this case is defect-free, and the trap-like behavior depends on the
particular bias condition; (ii) the generation-recombination process in
this case is associated to a spatial movement of charge (drain-channel)
and is therefore similar to what observed in Refs. [64, 65] for MOS ca-
pacitors; (iii) in classical generation-recombination noise current fluctu-
ations are due to fluctuations of the number of charge carriers, whereas
here transport is elastic and current fluctuations are due to fluctuations
in the occupation of injected states for electrons and holes and to the
induced fluctuations of the potential barrier.

To justify our assertion, let us focus on the local density of states
(LDOS) computed for the (25,0) CNT. In Figs. 3.12a-b the LDOS av-
eraged on each carbon ring is shown as a function of the coordinate
along the transport direction z for two gate voltages in correspondence
of the peaks in Fig. 3.10a, i.e. VGS = 0 V and 0.3 V, and a drain-
to-source bias VDS = 0.5 V: two localized states appear in the valence
band, due to the local confinement. Since the energy of the highest
quasi-bound state is close to the drain Fermi energy, hole tunneling in
and out of the channel can occur, with a zero net current flow. As shown
in Fig. 3.10a, shot noise enhancement (F = 1.22) is observed whenever
the applied gate voltage roughly aligns EBS with EFD, i.e. in the range
-0.4 V< VGS − Vth < 0.1 V.

In Figs. 3.13 and 3.14, we show the scatter plots obtained from Monte
Carlo simulations. In particular, Figs. 3.13a-b show EC as a function
of the number of injected thermionic electrons for VDS = 0.5 V and
VGS = 0.7 V for (13,0) CNTs (F = 0.27) and 0 V for (25,0) CNTs
(F = 1.15). As can be noted in Fig. 3.13a, the net result of an electron
entering the channel of the (25,0) CNT is a decrease of the conduction
band in the channel, that is at first counterintuitive, and opposite to the
trend observed in (13,0) CNTs [52, 55] (Fig. 3.13b). The different behav-
ior is not due to a different screening of the gate field, since the quantum
capacitance in the channel e ∂Qtot/∂EC (Qtot is the net charge in the
channel) is expected to be positive in both cases (Figs. 3.14a-b). How-
ever, it is fully consistent with the interpretation proposed above for the
noise enhancement in (25,0) CNT. Actually, the apparently strange be-
havior of Fig. 3.13a is due to the positive correlation between holes in the
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The bias VDS is 0.5 V. Conduction band maximum EC as a function of
the number of electrons transmitted in the channel for (a) (25,0) and (b)
(13,0) CNTs.
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CNTs.

quasi-bound state and thermionic electrons. This is further confirmed
by Fig. 3.14c, which highlights a strong correlation between statistical
fluctuations of holes and electrons in the channel, as proved by the al-
most unity correlation factor (R = 0.96). In addition the slope of the
line is close to 0.5, which means that for every two holes that are injected
in the channel, electron count in the channel roughly increases by one.

To highlight the correlation between electrons and holes we can divide
the states injected from the reservoirs in 4 regions: regions I (E > ECS)
and II (E ≤ ECS) refer to source injected states, whereas regions III
(E > EV ) and IV (E ≤ EV ) to drain injected states. Regions II and
III of course do not contribute neither to transport, nor to charge fluc-
tuations. Instead turning on random injection of states only for region
I or IV, the enhancement disappears (Fig. 3.15), pointing out that the
positive correlation between hole interband tunneling from the drain and
thermionic electron injection from the source is key to enhancement. In
addition, the total injection noise obtained by randomizing the statistics
everywhere can be roughly expressed as the sum of the injection noise
contributions obtained by separately randomizing the statistics in re-
gions I and IV. Partition noise is instead not affected by the considered
statistics (Fig. 3.15), because it is fully taken into account by the shot
noise formula [52, 55].
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Significantly, lowering the temperature (Fig. 3.16a) suppresses shot
noise enhancement by reducing the injection noise, due to the suppres-
sion of the hole trapping-detrapping process. Therefore, at T=77 K
(Fig. 3.16b) noise enhancement disappears, although a maximum in the
injection noise can still be observed when EBS almost aligns with EFD.

It is also interesting to evaluate the cutoff frequency fH of shot noise
enhancement, which in this case is limited by the process of charging
and discharging channel with holes: it is therefore the cutoff frequency
of an R-C circuit, where C is the total capacitance of the channel, and
R is the quasi-equilibrium resistance between drain and channel [68, 69].
In order to do that, we need to evaluate C from Fig. 3.14a, obtaining
C ≈ 5.5 aF.

Then we need to compute the conductance G = 1/R between the
channel and the drain due to interband tunneling. Following Bardeen [84],
tunneling can be treated as an electronic transition between energy lev-
els in different regions. The matrix element for a transition at energy E
from a state in the conduction band bC at the drain into a state in the
valence band bV in the channel can be expressed as [85]:

M(E) = ~
2T (E)JV (E)JC(E) (3.2)

where JV (E) (JC(E)) is the current probability incident on the barrier
from S (D) (Fig. 3.17a), while T (E) is the transmission probability of
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Figure 3.15: F , FPN and FIN when randomizing the occupancy at dif-
ferent energy regions and at different reservoirs (source (S): I,II; drain
(D): III, IV) for VGS = 0 V. Blue shaded areas indicate energy regions
where the occupancy is randomized.
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the interband barrier, which has been evaluated by considering the band
profile in correspondence of the source constant and equal to the value
assumed at source/channel interface (Fig. 3.17b), as in Ref. [86].

The transition probability per unit time is given by the Fermi’s golden
rule:

ν(E) =
2π

~
|M(E)|2 ρV (E) (3.3)

where ρV (E) is the density of states in bV in the channel. The tunneling
frequency g can be obtained by summing on all empty states in bC at
the drain and on all occupied states in bV in the channel:

g =4π~

∫ EV

EV S

dE T (E)JV (E)JC(E)ρV (E)ρC(E)fD(E) (1−fD(E)) (3.4)

where ρC(E) is the density of states in bC at the drain and the occupancy
in bV in the channel has been approximated to fD(E). By exploiting
JC(E)ρC(E) = 2π~ [85, 64], we finally obtain G as:

G =

(
e2

KT

)
g . (3.5)



3.4. Enhanced shot noise in CNT-FETs 61

Ith

gap
energy

BDI J V
JC

1/2 m* vV
2

E
V

C

E

channel drainsource

bV

b

source channel drain

EVS

(a)

E
J  (E),T(E)

V

J  (E)

b
V

bC

C

energy
gap

(b)

Figure 3.17: a) Conduction and valence band edge profiles for VDS =
0.5 V and VGS = 0 V. b) Band profile used to evaluate the transmission
coefficient T (E).

In addition, the product JV (E)ρV (E) has been approximated as

JV (E)ρV (E) ≈ vV (zmiddle, E)

2LC

∫

channel

ρV (z,E)dz , (3.6)

where LC is the channel length, vV (zmiddle, E) is the velocity of a carrier
with energy E coming from the left and computed at the longitudinal
coordinate zmiddle (in the middle of the channel), whereas ρV (z,E) is
the mean DOS computed at E and z. vV (z,E)/(2LC) instead represents
the attempt frequency in the device region [85].

Instead the electron velocity can be derived through the effective
mass approximation. The effective mass for a CNT [87] reads m∗ =(
4~

2
)
/ (9aCCdt0), where aCC = 0.144 nm is the carbon-carbon (CC)

bond length, t0 = 2.7 eV is the nearest neighbor CC tight binding overlap
energy, d = 1.98 nm is the diameter of the carbon nanotube. The kinetic
energy 1/2m∗vV (z,E)2 is instead given by the difference between the
valence band edge in the channel at the longitudinal coordinate z and
the total energy E (see Fig. 3.17a). We obtain G ≈ 4.7 × 10−5 S. Note
that G and C are such that we are at the limit of the Coulomb blockade
regime: the charging energy is comparable to the thermal energy, but
we can still consider fH = G/(2πC) ≈ 1.36 THz.

In conclusion, we predict that shot noise enhancement can be ob-
served in CNT-FETs biased in the weak subthreshold regime, due to the
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modulation of thermionic current caused by interband tunneling of holes
between the drain and the channel. In (25,0) CNT-FETs, the enhance-
ment is expected to be observable down to a temperature of 200 K and
up to THz frequencies.

3.5 Concluding remarks

In this chapter we have quantitatively evaluated shot noise in ballistic
quasi one-dimensional CNT-FETs and SNW-FETs by self-consistently
solving the electrostatics and the transport equations within the NEGF
formalism, within a statistical approach which manages to include also
Coulomb repulsion among electrons and presented in chapter 2.

In the first part, we focus on (13,0) CNT-FETs and SNW-FETs, ob-
taining a shot noise suppression. In particular, we show that by only
using Landauer-Büttiker noise formula, i.e. considering only Pauli ex-
clusion principle, one can overestimate shot noise by as much as 180 %.
Furthermore, with our approach we are able to observe a rectification
of the DC characteristics due to fluctuations of the channel potential,
and to identify and evaluate quantitatively the different contributions
to shot noise. We are also able to consider the exchange interference
effects, which are often negligible but can be measurable when a defect,
introducing significant mode mixing, is inserted in the channel.

In the second part, we instead predict that shot noise enhancement
can be observed in (25,0) CNT-FETs biased in the weak subthreshold
regime, due to the modulation of thermionic current caused by inter-
band tunneling of holes between the drain and the channel. In (25,0)
CNT-FETs, the enhancement is expected to be observable down to a
temperature of 200 K and at frequencies well above those in which flicker
noise is dominant.



Chapter 4

Atomistic investigation
of low-field mobility in
graphene nanoribbons

Two-dimensional (2D) graphene sheets have demonstrated really attrac-
tive electrical properties like high carrier mobility [3, 4] and large co-
herence length [7]. However, experimental data of mobility available in
the literature show huge dispersion, ranging from 102 to 105 cm2/Vs at
room temperature, signaling that the fabrication process is still poorly
optimized and not fully repeatable. To guide process optimization, an
exhaustive interpretation of physical mechanisms limiting mobility would
be extremely useful. For Graphene NanoRibbons (GNRs) a comprehen-
sive experimental characterization of mobility is still lacking, mainly due
to the difficulty in patterning in a repeatable way very narrow ribbons.
Few recent interesting experiments are reported in [12] and [18]. GNRs
may also suffer significant degradation of mobility due to additional scat-
tering mechanims, such as edge roughness.

The single most important aspect that makes graphene interesting
for nanoscale electronics is its very high mobility. It is therefore of
paramount importance to understand if also nano structured graphene
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can preserve the high mobility (often) measured in graphene sheets,
much larger than that of conventional semiconductors. In addition, one
would need to understand the effect on mobility of different options for
graphene functionalization, which could be required to open a semicon-
ducting gap in graphene.

In the current situation, theoretical investigations [21, 88] and nu-
merical simulations [89, 90, 91, 92] can represent a useful tool to assess
the relative impact of different sources of non-idealities on mobility and
consequently on device performance, to provide guidelines for the fabri-
cation process and a realistic evaluation of the perspectives of graphene
in nanoelectronics.

An analytical method and a Monte Carlo approach have for example
been adopted in order to study line-edge roughness (LER) and phonon
scattering-limited mobility in Ref. [21] and Ref. [88], respectively. How-
ever, due to the reduced width of the considered devices, effects at the
atomistic scale are relevant, therefore accurate simulation approaches
like semi-empirical tight-binding are needed.

In this chapter we present atomistic simulations of GNR-FETs, con-
sidering GNR widths ranging from 1 to 10 nm, and including scatter-
ing due to LER, single defects, ionized impurities, acoustic and optical
phonons. A direct comparison with recently fabricated devices [12] will
also be performed. Statistical simulations performed on a large ensemble
of nanoribbons with different occurrences of the spatial distribution of
non-idealities show that phonons, LER and defects scattering can likely
explain the few available experimental data [12], where mobility is down
to the level of mundane semiconductors (order of 102-103 cm2/Vs).

4.1 Methodology

A long GNR-FET channel, where mobility is properly defined, is given
by a series of N GNR segments of length L like those we have considered
in the simulation (Fig. 4.1). For the i-th GNR segment, the resistance
Ri = VDS/Ii is the sum of two contributions, the channel resistance Rch,i

and the contact (ballistic) resistance RB = VDS/IB (Ri = Rch,i + RB),
where VDS is the drain-to-source voltage, whereas Ii and IB are the
total current and the ballistic current in the i-th segment, respectively.
Assuming phase coherence is lost at the interface between segments,
the resistance Rtot of the long channel GNR is therefore the sum of N
channel resistances and one contact resistance, i.e.:
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Figure 4.1: GNR-FET channel with length NL and the simulated GNR
segment with length L.

Rtot =

(
N∑

i=1

Rch,i

)
+ RB = N〈R〉 − (N − 1) RB , (4.1)

where 〈R〉 = (1/N)
∑N

i=1 Ri is the mean resistance evaluated on the
ensemble of nanoribbon segments. Therefore, the mobility of a long
channel would read:

µn =
L2

tot Gtot

Qtot
=

L2
tot

Qtot

1

N〈R〉 − (N − 1) RB
, (4.2)

where the index n denotes each type of scattering mechanism limiting
mobility (defects, edge-roughness or impurities), Ltot = NL is the total

GNR length, Qtot =
∑N

i=1 Qi = N 〈Q〉 is the total charge in the channel
and 〈Q〉 is the mean mobile charge in a segment.

For large values of N , one can discard 1 with respect to N in Eq. (4.2)
so that we obtain the formula we use in this chapter:

µn =
L2

(〈R〉 − RB)〈Q〉 , (4.3)

The root mean square error of mobility σµ has been computed by means
of a Taylor expansion up to the first order of Eq. (4.3) with respect to
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statistical fluctuations of the resistance R = Rch + RB :

∆µ =

∣∣∣∣
∂µ

∂R

∣∣∣∣∆R =
L2

〈Q〉
∆R

(〈R〉 − RB)
2 = µ

∆R

〈R〉 − RB
, (4.4)

and therefore

σ2
µ =

(
µ

〈R〉 − RB

)2

σ2
R (4.5)

where ∆R =
√

σ2
R/N and

σ2
R = 1/ (N − 1)

N∑

i=1

(Ri − 〈R〉)2 (4.6)

is the variance of R.
Statistical simulations of resistance on a large ensemble of nanoribbon

segments with different actual distribution of non-idealities have been
performed. In particular, the mobility µn has been computed in the
linear transport regime, for large gate voltages (VGS) and small drain-
to-source bias VDS = 10 mV. Mobility has been extracted by means
of Eq. (4.3) considering an ensemble of N = 600 nanoribbon segments
with different disorder realizations for 1.12 nm-wide GNRs. Due to the
computational cost, at least 40 nanoribbons segments have been instead
simulated for 10.10 nm-wide GNRs.

Statistical simulations of random actual distributions of defects, LER
and ionized impurities have been computed through the self-consistent
solution of 3D Poisson and Schrödinger equations within the NEGF for-
malism, with a pz tight-binding Hamiltonian [91, 92], extensively exploit-
ing our open-source simulator NanoTCAD ViDES [56]. In particular, we
have imposed at both ends of the segments null Neumann boundary con-
ditions on the potential, and open boundary conditions for the transport
equation.

In order to compute the LER-limited mobility µLER, statistical sim-
ulations have been performed considering a given fraction H of single
vacancy defects at the edges. H is defined as the probability for each
carbon atom at the edges to be vacant. In practice, each sample of
nanoribbon with edge disorder is randomly generated assuming that each
carbon site at the edges has a probability H to be replaced by a vacancy.
Null hopping parameter has been imposed in correspondence of a defect
at the edge.

Defects have been modeled using the on-site energy and the hopping
parameter extracted from DFT calculations [93]. In particular, for a
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fixed defect concentration nd, each sample of defected nanoribbon with
defects is randomly generated assuming that each carbon atom has a
probability nd to be replaced by a vacancy.

As previously assumed in ab-initio calculations [94], we have consid-
ered a surface impurity distribution of positive charges equal to +0.4 q
placed at a distance of 0.2 nm from the GNR surface, where q is the ele-
mentary charge. Again, if nIMP is the impurity fraction, a sample with
surface impurities is randomly generated by assuming that each carbon
atom has a probability nIMP to be at 0.2 nm from an impurity in the
dielectric layer.

In Figs. 4.2a-b, we show the distributions of Q when considering line-
edge roughness (H = 5%) and defects (nd = 2.5%) for W = 1.12 nm. In
each picture we show the mean value 〈Q〉 and the standard deviation σQ

of the random variable Q. For comparison, the corresponding normal
distribution is shown.

The effect of phonons (both acoustic and optical) on carrier trans-
port is addressed by means of a full band (FB) approach based on
a tight-binding description [95] of the electronic structure and of the
phonon spectrum [96, 97]. Scattering rates are computed within the
first-order perturbation theory and the deformation potential approxi-
mation (DPA), whereas the low-field intrinsic phonon-limited mobility
µin has been derived using the Kubo-Greenwood formula modified for 1D
transport [98]. According to theory [99] and Raman spectroscopy [100],
out-of-plane ZA and ZO modes (flexural modes) have been demonstrated
to be negligible down to 130 K, therefore they are neglected in this chap-
ter. Instead, all the in-plane longitudinal acoustic modes (LA) and in-
plane optical modes (LO,TO) are considered. Details on this approach
will be given in the next chapter.

As a final remark, the effective mobility including all type of scatter-
ing sources has been extracted by means of Mathiessen’s rule 1/µtot =
1/µLER+1/µd+1/µIMP +1/µin, where µd and µIMP are the defect and
impurity limited mobilities, respectively. We have verified the validity of
Mathiessen’s rule considering samples with more sources of non-idealities
(i.e. LER, ionized impurities and defects) at the same time. Then we
have compared the computed mobility with that obtained by adding
single contributions with Mathiessen’s rule, observing a relative error
smaller than 3%, which lies within the statistical error [92].
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Figure 4.2: The distributions of charge Q in each GNR segment
(W = 1.12 nm) obtained from statistical simulations of random dis-
tributions of (a) LER (H = 5%) and (b) defects (nd = 2.5%).
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LW
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Figure 4.3: 3D structure of the simulated GNR segment.

4.2 Results and Discussions

The simulated segment is a double-gate GNR, embedded in SiO2 with an
oxide thickness tox of 2 nm, 10 nm-long (Fig. 4.3). The segment length
has been chosen to satisfy the assumption of loss of phase coherence at
the segment ends. Indeed, according to recent experiments [101], the
phase coherence length is close to 11 nm in graphene. From a computa-
tional point of view, different widths W have been considered, ranging
from 1 to 10 nm: 1.12 nm, 2.62 nm, 4.86 nm and 10.10 nm. All simula-
tions have been performed at room temperature T = 300 K.

4.2.1 Line-edge roughness limited mobility

LER-limited mobility as a function of W for different edge-defect con-
centrations H is shown in Fig. 4.4a in the above-threshold regime, for a
2D carrier density n2D of 9×1012 cm−2. As in all figures in this chapter,
the error bars represent the estimated root mean squared error σµ of the
average of the statistical sample (4.5).

As predicted by the analytical model in Ref. [21], µLER scales as W 4.
Such behavior holds for large H (≈20%) and narrow GNRs (W < 5 nm),
when scattering from edge defects is expected to be heavier, while, for
wider GNRs and for smaller H, such a law is not obeyed. In particular,
for GNR width larger than 5 nm, µLER tends to saturate, since the in-
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Figure 4.4: a) LER-limited mobility as a function of W for n2D = 0.9×
1013 cm−2 and for different H. Data extracted from Ref. [21] are also
reported. b) LER-limited mobility as a function of n2D for H = 5%. c)
LER-limited mobility as a function of edge disorder concentration H for
n2D = 0.9 × 1013 cm−2 and for different GNR width W .

creasing number of subbands contributing to transport counterbalance
the number of final states available for scattering, enhancing scattering
rates. As shown in Fig. 4.4b, in narrower GNRs, the higher the electron
density, the larger the effective mobility, because of stronger screening.
µLER decreases for high n2D and wider GNRs, due to mode-mixing,
as already observed in Silicon Nanowire FETs [102]. Indeed, for wider
GNRs biased in the inversion regime, more transverse modes are able
to propagate in the channel due to the reduced energy separation be-
tween different subbands. This leads edge defects to become a source of
intermode scattering, thus reducing µLER [91, 92].

Fig. 4.4c shows µLER as a function of H, where µLER ∝ 1/H for wide
GNRs, consistent with the Drude model, and also observed in graphene
in the presence of defects [19]. However, as soon as W decreases, quan-
tum localization becomes relevant [103], and the Anderson insulator-like
behavior [90] is recovered (µLER ∝ 1/L2), in agreement with analytical
predictions [21].
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4.2.2 Defect-limited mobility

Defect-limited mobility is plotted in Fig. 4.5a as a function of W for
different defect concentrations. Even in this case, localization affects
mobility in narrower ribbons, especially for higher nd (2.5%).

For a fixed defect density, mobility slightly increases with electron
density, due to the larger screening (Fig. 4.5b) and, for larger GNRs
biased in the inversion regime, it saturates with increasing W , for the
same reason discussed above for LER scattering [91, 92]. In Fig. 4.5c, µd

is plotted as a function of nd. The wider the ribbons the closer mobility
follows the simple Drude model (µd ∝ 1/nd), as expected for strong
disorder and uncorrelated scatterers in 2D graphene sheets [104]. For
W = 10.10 nm atomistic simulations are in agreement with experimental
results: a linear curve fitting (µ = C/nd) leads to a proportionality
factor of 2.23 × 10−16 Vs, similar to those extracted in the case of Ne+

and He+ irradiated graphene samples (7.9×10−16 Vs and 9.3×10−16 Vs,
respectively) [19].



72
Chapter 4. Atomistic investigation of low-field

mobility in graphene nanoribbons

2Dn (cm−2)

10

2x10

3x10

>4x1011

11

11

11

00 31 4 5 6 7 8 92

0 1 2 3 4 5 6 7 8 9

0 1 2 3 4 5 6 7 8 9

0.5

1

1.5

2

2.5

3.5

3

4
4.5

0.5

1

1.5

2

2.5

0.5

1

Figure 4.6: Carrier density n2D in the GNR channel for different GNR
width: W = 1.12 nm, 2.62 nm and 4.86 nm (from top to bottom).



4.2. Results and Discussions 73

In Fig. 4.6, the GNR carrier density for widths ranging from 1.12 nm
to 4.86 nm is shown. As can be seen, in Fig. 4.6, Anderson localization
strongly degrades electron mobility [103], creating percolating paths in
wider GNRs and blocking conduction in the narrower ones [92].

4.2.3 Ionized impurities limited mobility

Impurity-limited mobility µIMP, as a function of W , is shown in Fig. 4.7a
for n2D = 9 × 1012 cm−2, and for different impurity charge concentra-
tions. As can be noted, even a high impurity concentration of 1012 cm−2

yields large mobility for 0.4e impurity charge. However, no indications
are present in literature regarding the amount of unintentional doping
charge [105, 20]. Therefore, in order to check also the effect of impurity
ionization on the electron transport, statistical simulations have been
performed by increasing the impurity charge up to +2e. Mobility as a
function of the impurity charge is plotted in Fig. 4.7b for different W
and for n2D = 9 × 1012 cm−2. In this case smaller values of µ (1700
cm2/Vs) are obtained for very narrow GNRs, due to the strongly non-
linear impact on screening in the channel. Even in this case localization
strongly degrades mobility for narrower ribbons [91, 92].

To further test the importance of unintentional doping in limiting mo-
bility, we have considered excess charge densities up to 1013 cm2, which
have been encountered in experiments [105]. As shown in Fig. 4.7a, in
this case mobility decreases down to 102 cm2/Vs for narrower GNRs.
In Fig. 4.7c impurity-limited mobility is plotted as a function of n2D

for nIMP = 1012 cm−2 and impurity charge +0.4e and for different W .
According to [106, 6], µIMP in graphene does not depend on the electron
density. The behavior is different in GNRs because up to an electron
density of 1012 cm−2, only the ground state is occupied, so that the Size
Quantum Limit approximation is verified [107, 21]. Since the scatter-
ing rate 1/τ ∝ ǫ−2 [106] and the static dielectric function ǫ increases
with n2D [107], the screening becomes stronger with increasing n2D.
As a consequence, µIMP ∝ τ in GNRs has the increasing monotonic
behavior shown in Fig. 4.7c. In Fig. 4.7d, we compare experimental re-
sults available in literature [20] for graphene, showing the inverse of the
impurity-limited mobility as a function of nIMP for W = 10.10 nm and
by considering an impurity charge of +0.4e: as expected for uncorre-
lated scatterers, µIMP ∝ 1/nIMP and, as can be seen, experiments and
simulations show quite good agreement.
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4.2.4 Acoustic and optical phonon-limited mobility

Our study has also been directed towards the investigation of the impact
of phonon scattering, through the Kubo-Greenwood formalism [98, 108].
A wide range of phonon parameter values (i.e. acoustic (DAC) and
optical (DOP ) deformation potentials) is currently present in the litera-
ture [3, 24, 21, 6]. Actually, in the literature, only LA modes are taken
into account [21, 88], since DPA formally leads to a zero coupling of the
TA modes, while ZA modes (flexural modes) have been demonstrated
both by theory [99] and Raman spectroscopy [100] to be negligible down
to 130 K. Recent ab-initio calculations [24] have anyway demonstrated
that TA modes play a role in degradating µin, and they can be in-
cluded within the DPA by means of an effective DAC , computed through
the fitting with ab-initio simulations. However, a physical description
of graphene taking into account long-range interaction between carbon
atoms has shown an off-diagonal coupling to the TA modes through
the modulation of the hopping parameters, which is smaller than the
on-diagonal deformation potential contribution [109]. On this basis, we
choose to adopt a physically consistent approach and use DPA consid-
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ering electron coupling only with LA, LO and TO modes, rather than
euristically reintroduce the contribution of TA modes [96, 97]. In par-
ticular, we use DAC = 10.9 eV, extracted from DFT calculation for the
GNR family 3 l+1 [110], rather than fitting experiments which are af-
fected by uncontrolled mechanisms and actually lead to a large spread
of the considered values for DAC [21, 6, 24].

In Figs. 4.8a-b the total phonon-limited mobility µin and the acoustic
phonon-limited mobility are shown as a function of n2D. As expected,
emission scattering rates are found to be larger than absorption scat-
tering rates, due to their higher Bose-Einstein occupation numbers. In
addition, as also observed in graphene [25], we have verified that the con-
tribution of optical phonons is negligible also in GNRs, and µin is dom-
inated by (intravalley) acoustic phonon scattering [21, 88] (Fig. 4.8b).
Note also that, unlike in graphene where µin∝1/n2D [26], in GNRs the
transverse confinement leads to a non-monotonic n2D-dependence as in
CNTs [111]. As can be seen, µin slightly increases due to the reduced
number of available states for scattering.

We observe that several recent studies [26, 27, 22] have demonstrated
that surface phonons of the substrate represent a severe source of scat-
tering, which strongly limits transport in graphene. However, according
to previous works for graphene [26, 27, 22] and to our results for GNRs
shown in the next chapter, this effect is expected to be much larger in
high-k dielectrics like HfO2, rather than in SiO2, which is the insulator
considered in this chapter.

Finally, we compare the total mobility with experiments from Wang
et al [12] (Fig. 4.9). In particular, we show the mobility limited by
different scattering mechanisms as well as the total mobility computed
by means of Mathiessen’s rule. As can be seen, LER is the most limiting
mechanism (H = 5%) for very narrower GNRs, while for wider GNRs
defect scattering is predominant, if a nd = 0.5% is considered. As an
additional remark, we have checked that the same conclusion holds even
if we consider higher deformation potentials for phonons, that increase
the impact of phonon scattering, such as those provided in Refs. [21, 88].

4.3 Concluding remarks

We have defined a simulation methodology based on atomistic simula-
tions on statistically significant ensembles of GNR segments to under-
stand the functional dependence of GNR mobility upon different factors,
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and to quantitatively assess the importance of different scattering mech-
anisms.

We used such methodology to investigate mobility in GNRs of width
ranging from 1 to 10 nm. First, we find that, unlike in 2D graphene,
electron-impurity scattering in GNRs is far too weak to affect low-field
mobility. In addition, using well established parameters for electron-
phonon coupling, we find that phonon scattering is hardly the limiting
factor of GNR mobility. For narrower GNRs, line-edge roughness is the
main scattering mechanism. This result is consistent with the findings
in [18], where wider nanoribbons with very rough edges are characterized.
Finally, for a fixed defect density or LER, mobility tends to decrease
with the GNR width for narrower devices, suggesting the occurrence of
localization effects.



Chapter 5

Strong mobility
degradation in graphene
nanoribbons due to
phonon scattering

Graphene has demonstrated really impressive physical properties, mak-
ing its study one of the hottest topics in nanoelectronics. In particular,
graphene monolayers exhibit very high mobility close to 105 cm2/Vs [6]
near room temperature, which further increases down to liquid helium
temperatures, approaching the ballistic limit [5]. However, from a tech-
nological point of view, graphene is a zero-gap semiconductor [112], and
this aspect prevents its use in digital electronic applications. In order to
open a bandgap, efforts have been directed towards defining lateral con-
finement by patterning graphene [8, 113] in nano stripes, the so called
Graphene NanoRibbons (GNRs), with width smaller than few tens of
nanometers.

While interesting effects like quantum localization [103], or Coulomb
blockade [114] have been observed in GNRs, understanding mobility is
an important issue to assess the real potential for electronic applications.
Electron mobility has been predicted to be mainly limited by line-edge
roughness (LER) in sub-60 nm GNRs [18, 21, 91, 92].

Electron-phonon coupling [27, 26, 22, 21] is of primary importance,
since it provides information regarding the ultimate intrinsic mobility

79
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limit (µin) of a material, i.e., when all extrinsic scattering sources have
been removed. This is especially important for new materials or nanos-
tructured ones, such as graphene nanoribbons, where many questions
regarding the main scattering mechanisms still remain open.

While recent experiments have found large mobility degradation in
graphene deposited on high-k gate insulators [3, 27, 26, 22], very few
indications are available on mobility degradation in GNRs [115]. As of
now, µin in sub-10 nm GNRs cannot be extracted from experiments since
line-edge roughness is the most limiting scattering mechanism in state-
of-the-art GNRs [12, 18, 92]. On the other hand, a theoretical approach
allows to individually evaluate the impact of each scattering mechanism
on mobility.

So far, there are only few theoretical models addressing this topic
in suspended GNRs [21, 88, 116]. In Ref. [88] for example the impor-
tance of electron-phonon interaction has been remarked, but a critical
dependence on the proper choice of phonon parameters has also been rec-
ognized. Ref. [116] presents an investigation of electron-optical phonon
interaction in metallic armchair GNRs, showing that it is dominant only
far from the bottom of the lowest conduction subband, leading to a neg-
ligible contribution to low-field transport [92, 21].

The main assumption behind these works is that flexural acoustic
phonons ZA and transversal acoustic phonons TA can be neglected, so
that the Deformation Potential Approximation (DPA) can be assumed,
which leads to a zero coupling for TA and ZA modes. This is in agree-
ment with Raman spectroscopy [100], which have shown that ZA modes
are negligible down to 130 K.

However, results based on a tight-binding description of electron-
phonon coupling [117] and recent ab-initio calculations [24] have demon-
strated that TA modes play a comparable role as that of LA modes in
degrading µin.

On the other hand, a physical description of graphene taking into
account long-range interaction between carbon atoms highlights an off-
diagonal coupling to the TA modes through the modulation of the hop-
ping parameters, which is smaller than the on-diagonal deformation
potential contribution [109]. In addition, through a simple two-band
(conduction and valence bands) model based on local variations in the
bond lengths induced by phonons [118], TA modes have been demon-
strated to induce only interband transitions in zigzag GNRs. According
to Ref. [110], TA modes are expected to play a softer role in GNRs with
respect to 2D graphene, due to their quasi-one dimensional characteris-
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tics. As a consequence, we will consider only LA, LO and TO modes.

Unlike two-dimensional graphene, momentum along the confined di-
rection is not conserved in low-dimensional materials [119], which in
turn leads to increased intrasubband scattering. We note that this con-
sideration has been rarely taken into account in the literature [120, 119]
and the strong inelasticity caused by transverse momentum conservation
uncertainty has not yet been considered adequately in graphene-based
materials.

In addition, the two-component nature (spinor) of the nanoribbon
wavefunction cannot be ignored, since it leads to an energy-dependent
overlap factor and which has been as well neglected in 2D models for
GNRs [88].

In this chapter, we investigate the effect of intrinsic phonons and
surface optical (SO) phonons on carrier transport in GNRs by means of
a full-band (FB) approach [96, 97], including intersubband scattering,
which is expected to significantly reduce mobility in the wider nanorib-
bons with respect to previous calculations [21]. Our approach is based
on a tight-binding description of the electronic structure and a force-
constant dynamic-matrix approach for the computation of the phonon
dispersion curves [95]. We consider both intrasubband and intersub-
band scattering of in-plane LA, LO and TO modes within the DPA.
According to symmetry-based considerations [121], density functional
study [122, 123] and Raman spectroscopy [100], out-of-plane vibrations
are much weaker than in-plane vibrations and are not therefore discussed
here. Moreover, we take rigorously into account conservation uncertainty
of the transverse momentum. We finally compute low-field mobility us-
ing the Kubo-Greenwood formula for 1D channels [98].

In Sections 5.1 and 5.2 we present the theoretical background and
the methodology used in the full-band approach. For comparison pur-
pose, we present also in Appendix C a broad overview of approximate
approaches [21, 88, 92], which have been used in the past in order to es-
timate scattering rates and low-field intrinsic mobility in GNRs. In Sec-
tion 5.3, we discuss the full-band results, making a quantitative compar-
ison with results obtained through approximate descriptions of electron-
phonon coupling. Finally, in Section 5.4, we summarize the main results
of this chapter.
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Figure 5.1: A portion of an armchair nanoribbon with width W and
l = 12 dimer lines.

5.1 Full-band approach

5.1.1 GNR phonons

The considered Armchair Graphene NanoRibbon (A-GNR) is sketched
in Fig. 5.1, where x and y denote the longitudinal and the transverse
directions, respectively. Imposing Dirichlet boundary conditions at the
edges y = −a/2 and y = W + a/2 of a GNR with l dimer lines, we get l
subbands (Figs. 5.2a-b), with transverse wavevector:

kyη =
2πη

(l + 1)a
, where η = 1, ..., l . (5.1)

For GNR length L much larger than the GNR width W = a/2(l − 1),
where a =

√
3 aCC (aCC = 0.144 nm) is the graphene lattice constant,

the longitudinal wavevector kx can be treated as continuous (−kF ≤
kx ≤ kF , where kF = π/(

√
3 a)). Figs. 5.2a-b show the electron disper-

sion curves calculated including edge relaxation [124] for W = 1.12 nm
and 4.86 nm.

Imposing the same boundary conditions for phonon wavefunctions,
each of the 6 phonon branches of graphene — labelled by the quantum
number j (j = 1 − 3 for acoustic (AC) and j = 4 − 6 for optical (OP)
branches, respectively) — is splitted into l subbranches of the GNR,
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Figure 5.2: Electron dispersion curves calculated including edge relax-
ation [124] for different GNR widths: (a) W = 1.12 nm and (b) W = 4.86
nm.

with transverse wavevector

qyβ =
2πβ

(l + 1)a
for β = 0, ...,

l

2
− 1 ,

qyβ =
2π(β + 2)

(l + 1)a
for β =

l

2
, ..., l − 1 . (5.2)

In the following, for convenience, we will describe phonon subbranches by
means of two quantum numbers (j, β). In Figs. 5.3a-d GNR phonon dis-
persion curves, computed by means of the force-constant dynamic-matrix
approach, including contributions up to the fourth nearest neighbor in-
teractions (4NNFC approach) [95] and using force constant parameters
extracted from first-principles calculations [125], are shown for four dif-
ferent values of W ranging from 1 nm to 10 nm. As an important remark,
we note that our calculated sound velocities for the LA and TA modes
of order β = 0, LA(0) and TA(0) respectively, agree very well with those
generally reported in the literature for graphene-based devices [126, 127].
In particular vLA = 20700 m/s and vTA = 13900 m/s, respectively.

The two-component electronic eigenfunction corresponding to the η-
th conduction subband, consistent with the tight-binding approach and
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Figure 5.3: Phonon dispersion curves calculated by means of the 4NNFC
approach for four different GNR widths: W = 1.12 nm (a), W = 2.62 nm
(b), W = 4.86 nm (c), W = 10.10 nm (d). In (a) different colors cor-
respond to different types of in-plane and of out-of-plane vibrations. In
addition, the lowest and the highest subbranches of each simmetry are
shown in bold. In (b)-(d) black (red) curves refer to acoustic (optical)
subbranches.
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hard-wall boundary conditions, has to be a mixture of the two valleys K
and K′ of the underlying 2D graphene band structure [128]:

Ψk (x, y) =
1√
2L

Ψ⊥,η (y) eikxx

(
1

−e−iθk

)
, (5.3)

where W +a is the width of the transverse region where the eigenfunction
is defined, according to zero-boundary condition [128], whereas

eiθk =
tk
|tk|

, (5.4)

Ψ⊥,η(y) is the transverse wavefunction

Ψ⊥,η(y) =

√
2

W + a
sin
[
kyη

(
y +

a

2

)]
, (5.5)

and

tk = t

[
1 + 2 exp

(
−ikxa

√
3

2

)
cos
(
kyη

a

2

)]
, (5.6)

with t = 2.7 eV is the graphene hopping parameter. The lattice dis-
placement at point (x, y) at time t is given by:

u (x, y, t) =
∑

j,β

∑

qx

(
~

2

2ρLWEjβ
ph (q)

)1/2

eq {aq exp [i (qxx + qyβy)] +

+ a†q exp [−i (qxx + qyβy)]
}

, (5.7)

where ρ ≈ 7.6 · 10−8 g/cm2 is the 2D graphene mass density per unit
surface [21], a†q and aq are the quantum operators which create and
annihilate, respectively, a phonon with wavevector q = (qx, qyβ) and

energy Ejβ
ph (qx, qyβ), and eq is the unit polarization vector.

The dominant electron-phonon coupling arises from the deformation
potential interaction, due to local change in the electron energy spectrum
arising from lattice distortions induced by phonons [99, 129]. Within
the DPA, the interaction potential for optical phonons is assumed to be
proportional to the optical displacement u [130]:

VOP (x, y, t) = DOP u (x, y, t) , (5.8)
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where DOP = 1.4 × 1011 eV/m is the optical deformation potential.
Therefore the matrix element for the perturbation potential (5.8) aver-
aged on the many-phonon states (with nq phonons) can be expressed
as:

〈nq ∓ 1| VOP | nq〉=

√√√√ n∓q ~2

2ρLWEjβ
ph

DOP exp [±i (qxx + qyβy)] , (5.9)

where nq is the Bose-Einstein occupation number at thermal equilib-
rium, n−q = nq, n+

q = n−q + 1 and the upper sign in Eq. (5.9) is for
phonon absorption (ABS) and the lower for phonon emission (EM). The
matrix element of the perturbation potential averaged on the electron
wavefunction Ψk reads:

ṼOP = 〈Ψk′ , nq ∓ 1| VOP | Ψk, nq〉

=

√√√√ n∓q ~2

8ρLWEjβ
ph

DOP

(
1 + e−iθ

kk′

)
×

× [G (kyη, kyη′ , qyβ)]
1/2

δ (−k′x+kx±qx) , (5.10)

where θkk′ = θk − θk′ is due to the spinor nature of the GNR wavefunc-
tion (5.3), θk is defined in Eq. (5.8) and G (kyη, kyη′ , qyβ) is the form
factor [119]:

G (kyη, kyη′ , qyβ) =

[∫ W+a/2

−a/2

dy Ψ∗⊥,η′ (y) eiqyβy Ψ⊥,η (y)

]2

=
2
[
(2π)2qyβ(W + a) η η′

]2 [
1 − (−1)

η+η′

fyβ

]

[
(fyβ)

4 − 2π2 (fyβ)
2
(η2 + η′2) + π4 (η2 − η′2)

2
]2 , (5.11)

In Eq. (5.11) fyβ = cos [qyβ(W + a)] and the integration is performed
in the transverse region, where the electron eigenfunction is defined. As
can be observed in Eq. (5.10), the exact conservation of the longitudi-
nal momentum is explicitly indicated by the Kronecker delta function.
Instead, due to the lack of translational invariance along the confined
y direction, the transverse momentum is not conserved and, for narrow
ribbons, the form factor G [Eq. (5.11)] significantly deviates from the
Kronecker delta function. In particular, G has the absolute maximum
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Figure 5.4: The form factor G [Eq. (5.11)] as a function of the normal-
ized transverse phonon wavevector qyβ(l + 1)a/(2π) for W = 1.12 nm
and considering few intrasubband and intersubband transitions. In the
legend the electron quantum numbers η-η′ are shown, i.e. 3-9 means
η = 3 and η′ = 9. Note that η = 7 and η = 8 correspond to the first and
second subbands, respectively.

for intrasubband scattering (η′ = η and qyβ = 0):

G =

(
2

W + a

)2
[∫ W+a

0

sin2

(
η πy

W + a

)
dy

]2

= 1 , (5.12)

whereas the other maxima are for

β = ± (η ± η′) (5.13)

and are G = 1/4, except the η′ = η case and β = 0, when a strong con-
structive interference occurs between the events qyβ → 0+ and qyβ → 0−,
yielding G = 1 [131]. The form factor G is shown in Fig. 5.4 as a function
of the normalized transverse phonon wavevector qyβ(l + 1)a/(2π) for a
1.12 nm-wide GNR and considering few intrasubband and intersubband
transitions. As can be seen, even for intrasubband scattering (transition
1 → 1 or 7 → 7 in Fig. 5.4), G is significantly larger than 0 not only
when the transverse momentum is conserved (qyβ = 0).

It is worth noticing that in the case of Carbon NanoTubes (CNTs)
the crystal momentum k = (kx, kyη) is conserved, as in the 2D graphene
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sheet, because of the cyclic boundary conditions [132]. This does not hold
in A-GNRs, due to the imposed Dirichlet boundary conditions. Obvi-
ously, in the limit W → +∞, the form factor G tends to the Kronecker
delta, i.e. the transverse momentum is conserved as in 2D graphene.

The electron-phonon scattering rate for an electron in the initial state
k=(kx, kyη) to the final state k′=(k′x, kyη′), via a phonon with momen-
tum qx in the subbranch (j, β) can be expressed as:

Sβ (k,k′) =
2π

~
| ṼOP |2 δ

[
Ek′−Ek∓Ejβ

ph (qx, qyβ)
]
·

=
n∓q π ~D2

OP (1+cos θkk′)

2ρLWEjβ
ph (qx, qyβ)

G (kyη, kyη′ , qyβ) ×

× δ
[
E (kx ± qx, kyη′)−E (kx, kyη)∓Ejβ

ph (qx, qyβ)
] 1−f (Ek′)

1−f (Ek)

(5.14)

where δ is the Dirac delta function accounting for the energy conserva-
tion and the factor [1−f(Ek′)]/[1−f(Ek)] has to be considered in the
degenerate semiconductor conditions.

The total momentum relaxation rate from k to all possible k′ is ob-
tained by integrating Eq. (5.14) over the 1D Brillouin zone (BZ) for each
of the 3l phonon subbranches (j, β) and then by summing the 3l contri-
butions for all final electron states k′ which are allowed with regard to
the law of conservation of energy and longitudinal momentum (Fig. 5.5):

1

τOP (k)
=

l∑

η′=1

6∑

j=5

∑

β

∑

qx

Sβ (k,k′)

(
1 − k′x

kx

)

=

l∑

η′=1

6∑

j=5

∑

β

∫ +kF

−kF

dqx

n∓q ~D2
OP

4ρWEjβ
ph

(1 + cos θkk′) ×

×G (kyη, kyη′ , qyβ) δ [E (kx ± qx, kyη′) − E (kx, kyη)∓

∓ Ejβ
ph (qx, qyβ)

](
1 − k′x

kx

)
1−f (Ek′)

1−f (Ek)
. (5.15)

where the factor 1 − k′x/kx accounts for both forward and backward
scattering in quasi-1D systems, k′x = kx ± qx and j = 5, 6 correspond to
the TO and LO graphene modes, respectively.

For what concerns acoustic phonons, the interaction potential is pro-
portional to the strain [130] induced by the lattice displacement (5.7):

VAC(x, y, t) = DAC ∇u (x, y, t) , (5.16)
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Figure 5.5: Graphical representation of the selection rule k′x = kx + qx

for an ABS process, when even the transverse momentum is conserved,
i.e. kyη′ = kyη + qyβ . In this figure a backscattering event is considered.

where DAC is the acoustic deformation potential for in-plane vibra-
tions [133]. Therefore the perturbation potential averaged on the many-
phonon states reads:

〈nq ∓ 1| VAC| nq〉=

√√√√ n∓q ~2

2ρLWEjβ
ph

DAC q exp [±i (qxx + qyβy)] , (5.17)

where q =
√

q2
x + q2

yβ . It is worth noticing that Eq. (5.17) applies only

to longitudinal acoustic modes LA since q · eq = 0 in the case of TA
and ZA modes. The momentum relaxation rate due to scattering from
acoustic phonons finally reads:

1

τAC(k)
=

l∑

η′=1

2∑

j=2

∑

β

∑

qx

Sβ (k,k′)

(
1 − k′x

kx

)

=

l∑

η′=1

2∑

j=2

∑

β

∫ +kF

−kF

dqx

n∓q ~D2
AC

4ρWEjβ
ph

(1+cos θkk′) ×

×G (kyη, kyη′ , qyβ) q2 δ [E (kx ± qx, kyη′)−E (kx, kyη)∓

∓ Ejβ
ph (qx, qyβ)

](
1 − k′x

kx

)
1−f (Ek′)

1−f (Ek)
, (5.18)
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where j = 2 corresponds to the LA graphene mode.
Let us note that for intravalley acoustic phonons scattering, which is

the main scattering mechanism in intrinsic low-field mobility, the factor
1 − k′x/kx can be replaced by 1 − cos α, where α is the angle between
kx and k′x. In particular it is equal to 0 for forward scattering and to π
for backward scattering. Indeed for quasi-1D system, by imposing the
conservation of the energy and longitudinal momentum for each electron
subband

(~k′x)2

2mη
=

(~kx)2

2mη
+ Eph (5.19)

k′x = kx ± qx , (5.20)

where mη is the effective mass of the η-th electron subband, we obtain:

qx = ∓kx ±
(

k2
x ± 2mηEph

~2

)1/2

. (5.21)

Since for intravalley acoustic phonons ~
2k2

x/(2mη) ≫ Eph, i.e. scattering
is elastic, Eq. (5.21) can be simplified as:

qx ≈ −kx ± kx for ABS events ,

qx ≈ +kx ± kx for EM events . (5.22)

As a consequence, for ABS we obtain qx = 0,−2kx and k′x = ±kx,
whereas for EM qx = 0, 2kx and k′x = ±kx. Finally, we can write k′x =
kx cos α for both ABS and EM events.

Note also that only six subbranches have zero transverse momen-
tum qyβ (0-th modes). In particular the three acoustic subbranches
with β = 0 have zero phonon energy in the limit qx → 0. As indicated
in Eq. (5.12), LA(0) mode is mainly involved in intrasubband electron
transitions, since G has the main maxima G = 1 for η′ = η and β = 0.
Instead most of the LA modes have a non-zero transverse momentum
(β 6= 0), and are involved in both intrasubband and intersubband elec-
tron scattering.

In Appendix C, we calculate the approximate expressions for Eqs. (5.18)
and (5.15), accounting for intrasubband intravalley AC phonon scatter-
ing and using an effective phonon energy for the 0-th order LO mode [21].
From hereon we will refer to this approximation as approximation “IIS”
(Intrasubband Intravalley Scattering). Within approximation IIS, in or-
der to highlight the importance of spinor, we will refer instead to approx-
imation “IISNS” (Intrasubband Intravalley Scattering No Spinor) when
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Figure 5.6: Sketch of the considered GNR/oxide/metal structure.

also neglecting the spinor. We also consider the case when both the
spinor and the confinement of phonon wavefunction are neglected. Such
approximation will be referred as approximation “2DPNS” (2D Phonons
No Spinor).

5.1.2 Remote phonons

The electrostatic coupling between electrons in the GNR channel and
polar vibrations of the substrate is modelled by considering the device
geometry sketched in Fig. 5.6, where the GNR is placed at a distance
d ≈ 0.4 nm [134] far from the oxide layer, whose thickness, length and
width are equal to tox, L and Wox, respectively [96].

We also assume that the oxide is deposited on a metal gate. Since sur-
face optical (SO) modes are nearly dispersionless, phonon energies Eβ

SO

are treated as costants as in Ref. [26]. The electron-phonon interaction
Hamiltonian corresponding to the β-th SO mode reads [22, 27]:

HSO
e−ph = eFβ

∑

Q

[
e−Qz

√
Q

(
e−iQraβ†

Q + eiQraβ
Q

)]
, (5.23)

where z is the out-of-plane direction [22], Q is the 2D wavevector in

the ribbon plane, Q = |Q|, aβ†
Q (aβ

Q) represents the SO phonon creation
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(annihilation) operator for the β-th mode and Fβ is the electron-phonon
coupling parameter [22, 27]:

F 2
β =

Eβ
SO

2LWoxǫ0

(
1

ǫ∞ox + 1
− 1

ǫ0ox + 1

)
. (5.24)

In Eq. (5.24) ǫ0 is the permittivity of vacuum, ǫ∞ox (ǫ0ox) is the high (zero)
frequency dielectric constant of the dielectric. By means of Eq. (5.23),
the scattering matrix element averaged on the electron and phonon wave-
functions reads:

|Mβ (Q)|2 =
∣∣〈nQ ∓ 1,Ψk′ (r)

∣∣HSO
e−ph

∣∣nQ,Ψk (r)〉
∣∣2

=
e2F 2

β

2Q
G (η, η′, Qy) e−2Qd (1 + cos θkk′) n∓Q , (5.25)

where n−Q = n−Qβ , k′x = kx ± qx, the form factor G (η, η′, Qy) has the
same form of Eq. (5.11) where qyβ is replaced by Qy.

By exploiting Eq. (5.25) and assuming Ψk(r, z) = Ψk(r) δ(z − d), i.e
electrons are confined in a plane, the momentum relaxation rate of an
electron in the initial state k = (kx, kyη) is obtained by summing over
all SO phonon modes:

1

τex(k)
=

LWox

2π~

l∑

η′=1

∑

β

∫ +kF

−kF

dQx

∫
dQy

∣∣∣∣
Mβ (Q)

ǫ (Q)

∣∣∣∣
2(

1− k′x
kx

)
×

×δ
(
Ek′ − Ek ∓ Eβ

SO

)1−f [E (k′)]

1−f [E (k)]

=

l∑

η′=1

∑

β

∫ +kF

−kF

dQx

∫
dQy

LWoxe2F 2
β G (η, η′, Qy) e−2Qd

4π~ [ǫ (Q)]
2
Q

×

× (1+cos θkk′) n∓Q δ
(
Ek′−Ek∓Eβ

SO

)
(1−k′x/kx)

1−f(Ek′)

1−f(Ek)

(5.26)

where ǫ is the static dielectric function and Ek′ = E (kx ± Qx, kyη′).
In particular, for narrow ribbons (W < 5 nm) we use the GNR static

dielectric function calculated within the Random Phase Approximation
(RPA) [21]:

ǫ(Q) ≡ ǫ1D (Qx) = 1 +
e2

2πǫ0ǫavg
F (Qx)L (Qx) , (5.27)
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where ǫavg = (ǫ0ox + 1)/2 is the average dielectric constant [21], F deter-
mines the contribution to the screening of the coupled transverse modes
and L (Qx) is the Lindhard function [21]: as in Refs. [21, 107], F and
L are computed in the size quantum limit [21, 107]. For 10 nm-wide
GNRs, screening of the electric field due to polar vibrations is instead
modeled by means of the 2D RPA graphene static dielectric function
ǫ2D (Q) [106].

5.2 Low-field GNR phonon-limited mobil-
ity

Scattering rates are proportional to the final density of states. Since
the density of states exhibits peaks in Van Hove singularities, particular
attention has to be paid when evaluating scattering rates in correspon-
dence of such points. In particular, a collisional broadening approach
has been adopted. The Dirac delta in Eqs. (5.15) and (5.18) has been
represented by a Gaussian window function with a width ∆E enclosing
11 momentum points close to locations which ensure the exact energy
conservation for each scattering event. For the lowest AC subbranches, a
self-consistent broadening of the Gaussian window function has been im-
plemented for each term of the sum in Eqs. (5.15) and (5.18), according
to the Heisenberg principle [97]:

∆E =
~

2

1

τ (k, qyβ)
. (5.28)

We have also verified a very satisfactory agreement between scattering
rates computed by means of a Gaussian window and a rectangular win-
dow. In the latter case, up to three zeroes of the Fourier transform of
the rectangular window have been taken into account, which allows to
reduce noise in the scattering rates. Such solution has been preferred
when self-consistency has been applied to AC subbranches.

Once the scattering rates are known, the low-field GNR phonon-
limited mobility µin has been computed by means of the Kubo-Greenwood
formula modified for 1D transport [92, 135, 98]. In particular, when
considering the FB approach, the following integration in the reciprocal
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space has been performed [92]:

µin = − e

π~ n2DW

l∑

η=1

∫ +kF

−kF

dkx τ (k) v (k)
∂f (E (k))

∂k

=
e

π3kBT~2n2DW

l∑

η=1

∫ +kF

−kF

dkx
τ(k)

[Dη(k)]
2

f(E(k)) [1 − f(E(k))] , (5.29)

where

1

τ(k)
=

1

τAC(k)
+

1

τOP (k)
(5.30)

is the inverse lifetime for an electron with initial momentum k = (kx, kyη)
and energy E (k) [Eqs. (5.15) and (5.18)], whereas n2D is the total elec-
tron density, T is the temperature, v (k)=1/~ (∂E (k) /∂k) is the band
velocity and Dη(k) = 1/π [dkx/dEη(k)] is the 1D density of states for
the η-th electron subband.

When considering only intravalley intrasubband acoustic phonon scat-
tering (approximation IIS) or when neglecting the spinor (approximation
IISNS) and assuming 2D phonons (approximation 2DPNS), the effective
mass approximation has been exploited considering four conduction sub-
bands. In this case Eq. (5.29) reduces to [92]:

µEM =
2 e

π~ n2DWkBT

∑

η

∫ +∞

Eη

dE τη(E)
f(E) [1−f(E)]

E − Eη + Eη0
·

(
Eη0

mη

[
(E − Eη + Eη0)

2 − E2
η0

])1/2

, (5.31)

where τη is the momentum relaxation time for an initial state on the
η-th subband with cutoff energy Eη (equal to Eη0 for zero bias) and mη

is the effective mass of the η-th subband.
Eq. (5.29) is used also for SO phonons, where 1/τ(k) = 1/τex(k).

In this case, the self-consistent broadening of the window function, i.e.
Eq. (5.28), is not required.

5.3 Results

From a numerical point of view, GNR widths W ranging from 1.12 nm
to 10.10 nm have been simulated at room temperature (T = 300 K),
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unless otherwise specified.

As a first step, efforts have been directed towards the determination
of an effective deformation potential DAC within the DPA approxima-
tion to use in the later calculations. Actually DAC values are extracted
by fitting experimental mobility of graphene samples, which has led to
a wide spread of DAC values reported in literature [26], ranging from
≈ 17 eV [3] to 29 eV [6]. This is due to the fact that the state-of-the-art
graphene samples are far from being ideal, so that the measured mobility
is not only affected by phonon scattering, but also by other sources of
scattering such as LER.

Lacking of an exhaustive understanding of the intrinsic transport
characteristics of graphene, density functional theory (DFT) can repre-
sent the only available tool to quantitatively evaluate the correct DAC .
Since recent ab-initio calculations [110] have reported a deformation po-
tential DAC ≈ 10.9 eV specific for the GNR family 3 l+1 [110], in the
following we will use such values in our simulations.

5.3.1 Scattering rates

We now focus on the scattering rates evaluated by exploiting the FB
approach for GNR phonons [Eqs. (5.15) and (5.18)]. Unless otherwise
specified, the Fermi level is in correspondence of the midgap. Figs. 5.7
refers to a 1.12 nm-wide GNR. In particular, Figs. 5.7a-b show the en-
ergy dispersion curves, whereas Figs. 5.7c-f show the different contri-
bution to 1/τ due to absorption (ABS) and emission (EM) of AC and
OP phonons, respectively. Due to the one-dimensional nature, scatter-
ing rates show peaks in correspondence of subband minima. As already
found in graphene [25], emission rates are at least one order of magnitude
higher than absorption rates, due to the higher occupation factor n+

q .
Although scattering due to an emission of an OP phonon is stronger
at high energy (Fig. 5.7f), an OP phonon may be emitted only if an
high energy carrier partecipates to the scattering process. As a conse-
quence, the low-field intrinsic mobility µin is mainly determined by AC
phonons [96, 97], as we will see in the following sections.

Figs. 5.8a-d show instead the different contribution to 1/τ for an
electron in the first subband due to scattering with LA (intrasubband +
intersubband and only intrasubband scattering), LO and TO phonons
(W = 1.12 nm). For narrow GNRs, intrasubband scattering gives the
main contribution to the total LA scattering rate in a wide energy win-
dow up to 2 eV, as expected. In addition, due to their similar dispersion
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Figure 5.7: (a)-(b): conduction subbands for W = 1.12 nm. (c)-(f):
momentum relaxation rates for ABS and EM scattering events of AC
phonons ((c) and (d), respectively) and OP phonons ((e) and (f), re-
spectively) for the first two subbands 1 (black) and 2 (red).
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Figure 5.8: Contributions to the momentum relaxation rates due to
ABS and EM of LA phonons ((a) and (b), respectively) and OP in-plane
phonons ((c) and (d), respectively) for the first subband (W = 1.12 nm).
In (a) and (b) the intrasubband contribution is also depicted.
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profiles, the in-plane OP vibrations yield comparable scattering rates and
have to be properly taken into account in the transport model, especially
when considering polaron formation [96].

In order to check the validity of our FB approach, we have also
computed scattering rates of a graphene sheet in the 2D limit, thus
removing the condition of backward scattering (α = π) and in the case
of the widest considered GNR, i.e. W = 10.10 nm. In such a case,
the factor (1−k′x/kx)(1+cos θkk′) in Eqs. (5.15) or (5.18) reduces to
(1− cos θkk′)(1+cos θkk′) = sin2θkk′ . Rates are sketched in Figs. 5.9a-f
in the (kx, ky) plane for one-phonon ABS and EM processes involving
LA, LO and TO modes (W = 10.10 nm). For a simple comparison with
graphene scattering rates, we have plotted the transverse electron mo-
mentum ky up to the Dirac point K′. Qualitatively in agreement with
Ref. [25], rates drop down in correspondence of the Γ and K′ points of
the Brillouin zone and are isotropic around the Γ point.

5.3.2 Optical energy offset

The obtained FB scattering rates can be exploited to evaluate the optical
energy offset to be used in the approximation IIS, IISNS and 2DPNS [97,
136]. In Fig. 5.10 the energy offset for the LO and TO modes (ELO and
ETO, respectively) are shown as a function of W , considering for LO
phonons three different cases: (i) only intrasubband scattering (η′ = η)
with qyβ = 0 (i.e. transverse momentum conservation); (ii) no constrain
on qyβ (i.e. transverse momentum not conserved); (iii) both intrasub-
band and intersubband scattering.

Let us stress some main learnings. First, the energy offset exhibits
a weak GNR width dependence (ELO, ETO ∝ 1/Wα with α ≈ 0.02),
therefore the adoption of a costant offset represents an accurate approx-
imation even for narrower GNRs. Second, our calculated ELO agrees
very well with those generally used in the literature [21, 88, 100] (152-
160 meV), referred to the zone-boundary graphene LO mode. Third,
for the case (i) ELO is almost equal to 180 meV. As a consequence, the
use of the energy offset ELO = 160 meV, within a model accounting for
only intrasubband scattering in the transverse momentum conservation
approximation, is incongruous, as shown in Fig. 5.10.
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Figure 5.9: (a)-(f) 2D limit of the momentum relaxation rates in the
(kx, ky) plane for ABS and EM scattering events involving LA, LO and
TO phonons for a 10.10 nm-wide GNR. kymax is the maximum transverse
electron momentum: kymax = kyη for η = l.
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Figure 5.10: Optical energy offset as a function of W for the TO (blu tri-
angles) and LO modes. In the latter case, black circles and red triangles
correspond to only intrasubband scattering, accounting for or neglecting
the transverse momentum conservation, respectively. Green squares cor-
respond instead to the more general case including both intrasubband
and intersubband scattering. Dashed lines correspond to the fitting.

5.3.3 Effect of the intrasubband intravalley scatter-
ing approximation

Let us compare results obtained by means of the FB approach with those
computed following Ref. [21] (approximation IIS). Figs. 5.11a-b-e-f show
the FB intrasubband momentum relaxation rates for the lowest subband
of a 1.12 nm-wide GNR limited by in-plane LA and LO modes and ac-
counting for both ABS and EM processes. In particular, we show results
obtained by means of the FB model and taking into account only in-
travalley 0-th order phonons (qyβ = 0, red solid curves) as well as higher
order phonons (qyβ 6= 0, violet solid curves). Rates obtained within
approximation IIS by exploiting Eqs. (C.1) are also plotted (black solid
curves), adopting the sound speed vLA (≈ 20700 m/s) for the 0-LA mode
and optical energy offset ELO (≈ 187.2 meV). As can be seen, by con-
sidering only 0-th order phonons, the FB approach and approximation
IIS fairly agree up to 0.2-0.4 eV far from the bottom of subband EC .

However, by considering in the FB the uncertainty in the trans-
verse momentum conservation, i.e. higher order phonons (violet solid
curves), the agreement worsens even near EC , especially for emission of
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Figure 5.11: Intrasubband scattering rates for ABS and EM processes of
LA and LO modes obtained by means of the FB approach (Eqs. (5.15)
and (5.18)) for the lowest conduction subband for W = 1.12 nm ((a)-
(b)-(e)-(f)) and 10.10 nm ((c)-(d)), considering only 0-th order phonons
(red curves) and also higher order phonon modes (violet curves). Scat-
tering rates obtained by employing the approximation IIS [Eqs. (C.1)]
are also shown (black curves). In (c) and (d) we also report the total
(intrasubband + intersubband) scattering rate limited by LA phonons.
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AC phonons and transitions involving intervalley OP phonons. In ad-
dition, in Figs. 5.11b the FB rates exhibit few peaks near EC due to
inelasticity. In Figs. 5.11c-d we report the same quantities for a 10 nm-
wide ribbon as well as the total LA scattering rate. As expected, since
the form factor G tends to a Dirac delta as soon as W increases, the
impact of the transverse momentum conservation uncertainty on rate is
weaker. Instead, unlike 1 nm-wide GNRs, intersubband scattering (blue
curves) is important even at energies relatively close to EC .

5.3.4 Low-field GNR phonon-limited mobility and
mean free path

Let us now introduce the low-field intrinsic mobility µin. We remark
that, although in this chapter µin has been computed by means of
Eqs. (5.29) and (5.30), the Mathiessen rule

1

µMath
=

1

µAC
+

1

µOP
(5.32)

has been verified to hold for all the considered carrier densities n2D [97],
as shown in Fig. 5.12a, where we show the module of the relative error
of the Mathiessen rule µMath. We would like also to point out that,
although the degeneracy factor [1 − f(Ek′)]/[1 − f(Ek)] in Eqs. (5.15)
and (5.18) has been rarely considered in the literature [137], when taken
into account, for n2D ≥ 1012 cm−2 it leads to differences up to 30%
with increasing n2D and W , due to the increase number of subbands
contributing to transport (Fig. 5.12b).

The general assumption made when studying mobility in GNRs is
that forward scattering (α = 0) is neglected [21]. Here we want to
verify such assumption. In particular, FB phonon-limited mobility for
W = 4.86 nm and 10.10 nm is shown in Figs. 5.13a-b by including
only backscattering (B) and backward + forward scattering (B+F) pro-
cesses. Scattering rates corresponding to absorption and emission of
AC phonons for both B and B+F are instead plotted in Figs. 5.13c-f
(n2D = 9 × 1012 cm−2). As can be seen, the contribution to 1/τ due
to forward scattering can be reasonably neglected up to W = 10.10 nm,
therefore phonon-limited mobility is mainly degraded by backward scat-
tering (Figs. 5.13a-b).

Low-field mobility µin is shown in Fig. 5.14a as a function of the
electron density n2D for different widths. Results obtained through DFT
calculations for 2D suspended graphene sheet [24] are also reported. µin
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Figure 5.12: (a) Module of the relative error |µin − µMath| /µin

[Eqs. (5.29), (5.30)) and (5.32)]. (b) Percentage difference (µin −
µnondeg)/µin, where µnondeg is obtained by neglecting the degeracy fac-
tor [1 − f(Ek′)]/[1 − f(Ek)] in Eqs. (5.15) and (5.18).

close to 500 cm2/Vs is found for 1 nm-wide GNR, exceeding by almost
one order of magnitude the experimental mobility of GNRs [12, 18] and
the intrinsic phonon-limited mobility of silicon nanowires [138] of compa-
rable size [96]. We find that µin is mainly limited by backward scattering
involving AC phonons, due to the large mode-dependent OP energy off-
set (≈ 130-160 meV) [136]. Unlike in two-dimensional graphene, where
µin ∝ 1/n2D [26], the lateral confinement in GNRs leads to a non-
monotonic n2D-dependence as also observed in CNTs [139] (Fig. 5.14a).
For small W , µin increases with n2D, due to the reduction of final states
available for scattering. For wider GNRs biased in the inversion regime,
electrons can populate excited subbands opening additional channels for
scattering, thus reducing µin. As can be seen, mobility in GNR is much
smaller than µin in graphene [24] (Fig. 5.14a).

The mean free path in the first subband 〈Lk〉 is shown in Fig. 5.14b as
a function of n2D, where 〈Lk〉 ≡ 〈v (k) τ (k)〉, v (k) is the group velocity
and the expectation value 〈·〉 has been computed in the Brillouin zone,
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considering f(1 − f) as the distribution function [136]:

〈Lk〉=
∫ kF

−kF
dkx v (k) τ (k) f (Ek) (1 − f (Ek))
∫ kF

−kF
dkx f (Ek) (1 − f (Ek))

. (5.33)

At T = 300 K, 〈Lk〉 is of the order of few µm for larger GNRs in the
inversion regime, as expected in graphene flakes, while it is ≈ 10 nm for
narrower GNRs (Figs. 5.14b). In addition, 〈Lk〉 shows a non-monotonic
behaviour as a function of n2D, as µin.

Figs. 5.15a-b show Lk as a function of Ek and 〈Lk〉 as a function of
W in the strong inversion regime (n2D = 9 × 1012 cm−2) for the low-
est four conduction subbands. Lk exhibits a strong energy dependence,
with a wide maximum at low energies, but electrons placed in the first
subband can be injected in the GNR channel even at high energies, with
Lk ≈ 1 nm or larger (Fig. 5.15a). As can be noted in Fig. 5.15b, 〈Lk〉
increases about two orders of magnitude with W , saturating to few µm
for the wider GNRs. However it can be of the order of few nanometers
(Fig. 5.15b) for narrower GNRs, far from the ballistic assumption gen-
erally made for ultrashort devices. Note that these values are at least a
factor of 10 lower than those in Ref. [118], where only the contribution to
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electron-phonon coupling due to the phonon-induced modulation of the
hopping parameter has been considered, completely neglecting the local
change of the electron spectrum due to the lattice distortions induced
by phonons, i.e. the deformation potential contribution [109].

5.3.5 Effect of temperature

In Fig. 5.16a, µin is plotted as a function of temperature T . Similarly to
what has been observed in small-diameter CNTs [140], in narrow GNRs
the dependence on W and T can be expressed by means of the empirical
relation

µin(W,T ) = µ0
300K

T

(
W

1 nm

)αAC

, (5.34)

where µ0 ≈ 391 cm2/Vs and αAC = 2.65, which is close to µin ∝ W 3

expected for narrow GNRs, since [see Eq. (5.29)]

µin ∝ τ

W × DOS
∝ 1

G × DOS2
(5.35)

and G ∝ 1/W 2 and the density of states DOS ∝ 1/
√

W [96]. Of course,
for large W , µin saturates to that of 2D graphene. Since AC in-plane
phonons scattering is dominant and n−q ≈ kT/~ω for kT ≫ ~ω, µin is
inversely proportional to T (Fig. 5.16a). In addition, 〈Lk〉 ∝ 1/T , as µin

(Figs. 5.16b).

5.3.6 Acoustic and optical phonon-limited mobility

Figs. 5.17a-d show the FB mobility limited by LA modes (µAC) and mo-
bilities computed within the approximation IIS [21], IISNS and 2DPNS [130]
(µIIS

AC , µIISNS
AC and µ2DPNS

AC , respectively). For a fair comparison, as in
Figs. 5.11a-f, the very same phonon parameters of the FB approach
(DAC , as well as vLA) are exploited. Four different values of W are
taken into account. As can be seen in Figs. 5.17a-c, the agreement
between µAC and µIIS

AC is satisfactory in narrow GNRs, since intraval-
ley intrasubband scattering represents the dominant limiting factor and
the low-field mobility is affected by electrons with energies close to EC .
Discrepancies mainly derive from the disagreement found in the emission
rates (Figs. 5.11c-d).

However, the agreement worsens with increasing W . As can be ob-
served in Fig. 5.17d, a FB approach is required for wider ribbons: indeed,



108
Chapter 5. Strong mobility degradation in graphene

nanoribbons due to phonon scattering

10
3

10
4

10
5

M
ob

ili
ty

 
µ in

 (
cm

2 /V
s)

10
1

10
2

10
3

10
4

M
ea

n 
fr

ee
 p

at
h 

<L
k> 

(n
m

)a) b)
n2D= 9x10

12
cm

-2

µ
in =µ

0  (300/T) W 2.65

100

Temperature (K)

n2D= 9x10
12

cm
-2

30 50 30200 300 50 100 200

w=1.12 nm

w=2.62 nm

w=4.86 nm

w=10.10 nm

300

w=1.12 nm

w=2.62 nm

w=4.86 nm

w=10.10 nm
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correspond to the empirical formula for µin(W,T ).

within approximation IIS, mobility can be overestimated up to a factor
of 7 for n2D ≈ 1.5×1013 cm−2 and W = 10.10 nm. As already observed
when discussing Figs. 5.11, such differences are mainly due to the acti-
vation of intersubband scattering, which becomes more severe as soon
as the energy separations between subbands decreases. When neglect-
ing the spinor, mobility µIISNS

AC is suppressed by a factor of almost 1.4
with respect to µIIS

AC for 1 nm-wide GNRs, and increasing up to a fac-
tor 10 or larger for W = 10.10 nm and high n2D. In addition, µIISNS

AC

can underestimate µAC up to a factor 3 for wide ribbons in the inversion
regime, which means that spinor cannot be neglected. For what concerns
µ2DPNS

AC , the adoption of a 2D model for the phonon system clearly fails:
we obtain an underestimation of µAC by a factor of ≈ 2 even for narrow
GNRs, increasing up to ≈ 5 for the larger considered widths.

As can be noted in Figs. 5.17a-d, µin ≈ µAC . Indeed, like µin, µAC

of 1 nm-wide ribbons is close to 500 cm2/Vs, some orders of magnitudes
smaller with respect to 2D graphene [5, 141]. In addition, as already
observed for µin, size effects leads to a non-monotonic n2D-dependence
of µAC .

Figs. 5.18a-d show the FB mobility limited by TO (µTO) and LO
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(µLO) modes, the total FB mobility limited by OP phonons (µOP ) and
the mobilities calculated by using the approximation IIS (µIIS

LO ) and
IISNS (µIISNS

LO ), for ELO = 187.2 meV (and 160 meV [21] for µIIS
LO in

Fig. 5.18a). Four different values of W are considered. µOP is roughly
3 order of magnitude larger than µAC (Figs. 5.18a-d). We note that
for OP phonons the agreement between µLO and µIIS

LO calculated for
ELO = 160 meV (Fig. 5.18a, violet downwards triangles) is poor. Good
results are instead obtained when using ELO = 187.2 meV (Fig. 5.10),
and µIIS

LO ≈ µLO for narrow GNRs (Figs. 5.18a-c). As already found
for acoustic phonons, the neglection of spinor (µIISNS

LO ) fails to quan-
titatively reproduce µLO: indeed it yields underestimation of mobility
ranging from ≈ 2 to 5.

5.3.7 Remote phonon-limited mobility

The SO phonon-limited mobility µex as a function of n2D is shown in
Figs. 5.19a-b for W smaller than 10 nm, considering GNRs deposited
both on SiO2 and on HfO2. As in graphene [22, 26], the higher the di-
electric constant, the larger the mobility suppression due to SO phonon
scattering. In particular, we observe µex down to 700 cm2/Vs for SiO2

(Fig. 5.19a) and 60 cm2/Vs for HfO2 (Fig. 5.19b), due to the smaller
energy offset of the emission processes. As in CNTs [111], µex ∝ WαSO

with αSO (≈ 1.4-1.6) dependent on n2D and smaller than αAC . Let us
stress the fact that including screening when evaluating µex is compul-
sory, since it has a significant effect for n2D ≥ 1011 cm−2, as can be
seen in Figs. 5.19a-b for W < 5 nm, where µex increases with electron
concentration. In addition, for SiO2 µex tends to saturate for the Fermi
level EF > EC (Fig. 5.19a), since DOS(EF ) decreases with EF , and
L(Qx → 0) ∝ DOS(EF ) [107]. Although the very same considerations
holds for sub-5 nm GNRs on HfO2, in this case µex continues to increase
due to the much weaker impact of screening on 1/τ (Fig. 5.19b).

Comparing Figs. 5.19a-b with Fig. 5.14a, it can be observed that
SO phonons are predominant for n2D < 1012 cm−2 in SiO2, and for all
n2D densities on HfO2 [96]. Comparison with measurements on GNRs
deposited on SiO2 [12] reveals that µex is larger up to one order of
magnitude, showing that fabrication technology improvement could lead
to a tenfold increase in mobility, once the present dominant scattering
mechanisms (e.g. LER) are suppressed. However, µex is larger at least
by a factor of ≈ 3 with respect to experiments for 10-nm-wide GNRs
deposited with ultrathin HfO2 dielectric [115] (Fig. 5.19b), maybe due
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to the presence of additional scattering sources in the state-of-the-art
GNRs.

As can be noted in Fig. 5.20 and as it also occurs in CNTs deposited
on polar dielectrics [111], µex ∝ 1/T γ . In particular, for HfO2, γ ≈ 3.
Since µin ∝ 1/T , SO phonon scattering dominates transport roughly
above 100 K for all W (Fig. 5.20), as for CNTs on SiO2 [111].

5.3.8 Comparison with results present in the litera-
ture

In this section, we will compare our results with experiments and simu-
lations present in the literature. In particular, in Fig. 5.21a we show µin

as a function of W computed by means of FB simulations as well as µin

obtained in Refs. [21, 88] exploiting different set of phonon parameters
(n2D = 1012 cm−2). As can be seen, FB leads to results really different
as compared to those reported in the literature. In particular, in the
worst case (approximation 2DPNS, set B) GNR mobility is underesti-
mated by a factor of ≈ 2.5 for narrow ribbons, whereas for larger GNRs
(W ≥ 5) the approximation IIS (DAC = 14 eV) is able to accurately
reproduce the FB results. Note also that the assumption of 2D phonons
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(approximation 2DPNS) leads to a slope of µin(W ) in qualitative agree-
ment with Ref. [88], where a 2D model is implemented neglecting the
spinor.

In particular, in order to make a fair comparison, we have also cal-
culated results following the approximation IIS, IISNS and 2DPNS by
exploiting the same phonon parameters as in FB (Fig. 5.21b). As can
be noted, approximation IIS [21] is in very good agreement with FB
results for narrow GNR, since, as expected, intravalley intrasubband
scattering dominates transport. However, when increasing W it tends
to overestimate mobility up to 50% for 5 nm-wide GNRs and up to 80%
for 10 nm-wide GNRs, when intersubband scattering is dominant. The
situation even worsens for n2D > 1012 cm−2. We also remark that the
spinor has to be properly included in a transport model: indeed approx-
imation IISNS [130] underestimates mobility up to 100% for 10 nm-wide
GNRs. A two-dimensional phonon model (approximation 2DPNS) is in-
stead inappropriate for all the considered W , underestimating mobility
up to a factor of 5 for W = 10.10 nm [97].

In Fig. 5.22, for a carrier density n2D = 1012 cm−2, µin is compared
with the intrinsic mobility of CNTs [140] and SNWs [138] obtained by
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means of simulations. As can be seen, transverse confinement leads to a
mobility degradation slightly stronger than that of CNTs with the same
number of dimer lines l (i.e. with a comparable energy gap), but the
intrinsic mobility is still much higher than that of narrow SNWs [138].

In Fig. 5.23 the FB phonon-limited mobility of GNRs on SiO2 is
compared with experiments available for quasi-1D devices: results for
GNRs [12, 18], CNTs [122] and Silicon NanoWires (SNW) [142] on the
same insulator are shown. As can be seen, GNR phonons are not the
most limiting factor in the-state-of-the-art GNRs.

Indeed, it is important to observe that even when depositing GNRs on
SiO2, phonon-limited mobility is still a factor 5 higher than that observed
in the state-of-the-art GNRs on the same insulator [12, 18] (Fig. 5.23).
However deposition on high-k oxides, such as HfO2, strongly degrades
the intrinsic mobility by a factor of 10, therefore losing all the advantages
with respect to SNW-based technology [142] (Fig. 5.23).
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5.3.9 Polarons in armchair GNRs

Now we focus on the polaronic energy shift δEk due to the electron-
phonon coupling, computed exploiting the second-order perturbation
theory [140]:

δEk = lim
δ→0

Re
∑

j

∑

k′,q

|〈nq ∓ 1,Ψk′ (r) |He−ph|nq,Ψk (r)〉|2
Ek − Ek′±Eph (q) − iδ

= lim
δ→0

Re
∑

j

∑

β,η′

∫ kF

−kF

dqx
1

4π
Gη,η′,βM2

q (1 + cos θkk′) ·

·
[

n−q + 1/2 ∓ 1/2

Ek−Ekx±qx,kyη′
±Ejβ

ph (qx, qyβ)− iδ

]
, (5.36)
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where Mq = Dj

√
~2/(2ρWEjβ

ph,qx
) in the DPA [129] and Ek, Ek′ are

unperturbed electron energies.

Fig. 5.24a shows δEk as a function of Ek for the lowest two subbands
for the W = 1.12 nm case. δEk is weakly energy dependent near the
cutoff subband, is independent on T and increases sharply in correspon-
dence of intersubband transitions. As in CNTs [140], OP phonons mostly
contribute to δEk (inset of Fig. 5.24a). Instead, unlike in CNTs [140],
AC phonons leads to few peaks due to the transverse momentum conser-
vation uncertainty (inset of Fig. 5.24a). The polaronic binding energy
δEb =δEk(Ek=EC1) is almost 59 meV for 1 nm-wide GNRs, close to
that obtained for semiconducting CNTs with the same number of dimer
lines l [140] (Fig. 5.24b) and corresponds to a band gap renormalization
2 δEb ≈ 118 meV for 1-nm nanoribbons, and to a relative correction of
-35% of the energy gap Eg of 10-nm nanoribbons [96] (Fig. 5.24b).

5.4 Concluding remarks

In summary, in this chapter we have proposed a very accurate full-band
approach to evaluate low-field phonon-limited mobility µin in GNRs in-
cluding all the relevant aspects which have been often neglected in previ-
ous works: (i) inclusion of all in-plane phonon modes contributing to the
coupling through the dominant deformation potential term (LA, LO and
TO), (ii) inclusion of the intersubband scattering, (iii) the uncertainty in
the transverse momentum conservation and (iv) of the spinor. Through
comparison with few GNR models published in the literature [21, 88]
and with experimental results for quasi-1D devices [12, 18, 122, 142],
some main learnings have been inferred.

First, a FB treatment of electrons and phonons is essential in or-
der to obtain accurate results, since, by only including LA intravalley
phonons [21], intrinsic mobility for a carrier density n2D = 1012 cm−2

can be overestimated more than 50% for GNR width W ≥ 5 nm, due to
the large contribution of intervalley intersubband phonon scattering for
the wider ribbons. The inclusion of spinor is also mandatory, since even
neglecting both the spinor and intersubband scattering, the FB mobility
is underestimated up to a factor of 3 in 10 nm-wide ribbons and up to a
factor 10 with respect to the intrasubband scattering case. A 2D phonon
model neglecting the spinor is also inadequate, since it can underestimate
FB mobility by up to a factor 5. We have also shown that forward scat-
tering can be reasonably neglected for width up to W = 10 nm. A very
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smooth dependence of the optical energy offset on the GNR widths is
also found, with values in good agreement with those appeared in the
literature. If one neglects the degeneracy factor, as very often happens
in literature, electron mobility can be underestimated up to 30%.

µin is close to 500 cm2/Vs in suspended 1 nm-wide GNRs at room
temperature, and it is suppressed down to 60 cm2/Vs in 1 nm-wide
GNR deposited on HfO2, due to SO phonons coupling. The resulting
mean free paths range from 1 to 10 nm, undermining the possibility
of performing ballistic or coherent transport experiments at room tem-
perature. Whereas suspended 2D graphene has an intrinsic mobility at
room temperature several orders of magnitude larger than that of bulk
semiconductors, narrow GNRs with reasonable semiconducting gap have
only slightly larger mobility than comparable silicon nanowires. Finally,
we have also found polaron formation in armchair GNRs, with a remark-
able band gap renormalization of up to 35% in the case of 10 nm-wide
ribbons.
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Appendix A

Alternative derivation of
the shot noise formula

In this Appendix we use an alternative approach in order to compute
an approximate formula for the shot noise power spectral density [57].
Such approach is indipendent of the second quantization formalism and
therefore it does not take into account the fact that electrons are identical
fermions.

Let us introduce some quantities. In particular σSm (σDm) is the
random occupation at source S (drain D) contact for the mode m: it
can be either 0 or 1, with a mean value equal to the Fermi occupation
factor for the source (drain) contact fS (fD). Equivalently, we can define
the source-to-drain (drain-to-source) trasmission occurrence Ωmn (Ω

′

mn)
from mode n to m, whose mean value is equal to Tmn (T ′

mn), the trans-
mission coefficient from mode n to m. For the CNT-FET structure, the
index m and n run along all the transverse modes, the energies and the
spin, while for the SNWT structure they also run along the six equivalent
minima of the conduction band in the k space. From a computational
point of view, σSm (Ωmn) is obtained by extracting a random number ℜ
with uniform distribution between 0 and 1: if ℜ < fS(E) (ℜ < Tmn(E))
then σSm = 1 (Ωmn = 1), otherwise σSm = 0 (Ωmn = 0). The statis-
tical average of random occupation and trasmission occurrences can be
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synthesized as follows (α ∈ {S,D}, l ∈ α):

〈σαm〉 = fα ; 〈σ2
αm〉 = fα

〈Ωmn〉 = Tmn ; 〈Ω2
mn〉 = Tmn

〈Ω′

mn〉 = T ′

mn ; 〈Ω′ 2
mn〉 = T ′

mn

Of course, in the self-consistent computation of the electrostatic and
transport equations, transmission occurrences depend on random occu-
pations at both reservoirs:

Ωmn = Ωmn{σS1, σS2, ..., σD1, σD2, ...} . (A.1)

Indeed, although trasmission events and occupancy of incoming states
are independent events, the probability that the trasmission event oc-
curs is affected by the occupation of the initial and final states through
Pauli’s exclusion principle. Starting from the two-terminal Landauer
formula [35], the randomized current can be expressed as:

I =
e dE

2π~

∑

m∈S

∑

n∈D

[
σSm Ωnm − σDn Ω

′

mn

]
(A.2)

where dE is the energy step and e is the elementary charge.
In order to compute the statistical average of the current, we have

to perform mean products between two stochastic variables (A and B in
the following):

〈A B〉 =

∫ ∫
AB P (A) P1|1 (B | A) dB dA

=

∫
AB̄ (A) P (A) dA

= 〈AB̄ (A)〉 (A.3)

where P1|1(B | A) = P (A;B)/P (A) is the 2-order conditional probabil-
ity that the second quantity assumes the value B when the first one is
A and B̄(A) is the average of B for a constant value of A.

According to (A.3), the mean current reads:

〈I〉=
e dE

2π~
〈
∑

m1∈S

∑

m2∈D

[
σSm1

Ωm2m1
− σDm2

Ω
′

m1m2

]
〉

=
e dE

2π~

{
〈
∑

m1∈S

σSm1

[
t†t
]C
m1,m1

−
∑

m2∈D

σDm2
[t′†t′]Cm2,m2

〉
}

(A.4)



ALTERNATIVE DERIVATION OF THE SHOT NOISE
FORMULA 123

where the index C means that the trasmission probabilities depend on
random occupation at both reservoirs. In (A.4) we have used the follow-
ing observation (m1 ∈ S):

〈
∑

m2∈D

Ωm2m1
〉 =

∑

m2∈D

Tm2m1
=
∑

m2∈D

|tm2m1
|2 =

[
t†t
]
m1m1

,

〈
∑

m1∈S

Ω′m1m2
〉 =

∑

m1∈S

T ′m1m2
=
∑

m1∈S

∣∣t′m1m2

∣∣2 =
[
t′†t′

]
m2m2

,

(A.5)

where t′ is the drain-to-source trasmission amplitude matrix.
In order to evaluate the power spectral density of shot noise at zero

frequency, the mean squared current and the variance of the current are
requested. The mean squared current reads:

〈I2〉=

(
e dE

2π~

)2

〈
∑

m1,m2∈S

∑

n1,n2∈D

[σSm1
σSm2

Ωn1m1
Ωn2m2

− σSm1
σDn2

Ωn1m1
Ω

′

m2n2
− σDn1

σSm2
Ω

′

m1n1
Ωn2m2

+ σDn1
σDn2

Ω
′

m1n1
Ω

′

m2n2
]〉 = FSS + FSD + FDS + FDD

(A.6)

Eq. (A.6) contains four terms. The first (fourth) term represents the sta-
tistical average of products of two trasmission occurrences for electrons
incident from the same reservoir S (D) and transmitted into D (S), with
weights given by the random occupations of the initial states in S (D).

Let us consider for example the first term FSS in Eq. (A.6). Al-
though in the eigen-channels basis the modes can be considered indepen-
dent from each other, i.e. trasmission occurs along separate trasmission
channels, in the basis of incoming waves from source and drain extensions
modes are coupled between them. This means that random occurrences,
such as Ωn1m1

and Ωn2m1
, are not independents from each other. In-

deed if an electron incident from the channel m1 in S is transmitted into
channel n1 in D, the trasmission occurrence is 1 in this channel and 0 in
the other all (Ωn2m1

= δn1,n2
). As a consequence, channels are coupled

between them. Moreover Ωn1m1
and Ωn1m2

(m1 6= m2) are not inde-
pendent, due to the Pauli exclusion principle which inhibits trasmission
of two electrons into the same channel n1 in D . However, if m1 6= m2,∑

n1∈D Ωn1m1
and

∑
n2∈D Ωn2m2

are independent from each other since
they represent the occurrences Ωm1

and Ωm2
that an electron incident

from the channels m1 and m2 in S, respectively, is transmitted into D.
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As a result, the first term of the expression (A.6) reads:

FSS =

(
e dE

2π~

)2
{
〈
∑

m1∈S

σ2
Sm1

[
t†t
]C
m1,m1

[
1 −

[
t†t
]C
m1,m1

]
〉

+ 〈
[
∑

m1∈S

σSm1

[
t†t
]C
m1,m1

]2

〉



 (A.7)

The fourth term (FDD) has the same structure, but replacing the random
occupations of the source contact with the drain ones and the trasmission
amplitude matrix t with t′.

The second term can be expressed as:

FSD = −
(

e dE

2π~

)2

〈
∑

m1∈S

σSm1

∑

m2∈S

[
∑

n1∈D

Ωn1m1

∑

n2∈D

σDn2
Ω

′

m2n2
]〉 (A.8)

Note that we are interested to the case of zero magnetic field , when the
reversal time symmetry holds. In this case, if m2 6= m1, transmission
events are independent and the statistical average of the product in the
squared bracket in Eq. (A.8) is simply the product of two sums. In
addition, by using the time reversal symmetry (t′ = tt), we find:

〈
∑

n2∈D

σDn2
Ω

′

m2n2
〉 = 〈

∑

n2∈D

σDn2
|tn2m2

|2C〉 . (A.9)

Instead if m2 = m1, the term
∑

n1∈D Ωn1m1
can be neglected since it

does not provide an independent information with respect to
∑

n2∈D σDn2

Ω
′

m1n2
. Indeed, in the case of zero magnetic field,

∑
n1∈D Ωn1m1

=∑
n1∈D Ω

′

m1n1
. Finally the second term has the following expression:

FSD = −〈
∑

m1∈s

∑

n2∈D

σSm1
σDn2

[
t†t
]C
m1,m1

[
tt†
]C
n2,n2

〉

−〈
∑

m1∈s

∑

n2∈D

σSm1
σDn2

|tn2m1
|2C
[
1 −

[
t†t
]C
m1,m1

]
〉 (A.10)

It can be seen that the third term in Eq. (A.6) is identical to the sec-
ond one: FDS = FSD. Nevertheless, the mean-squared current can be
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expressed in a symmetrical form with respect to the reservoirs S and D
by simply changing the order of sums in the third term.

The mean-squared current can be expressed as:

〈I2〉=
(

e dE

2π~

)2

{〈
∑

α∈S,D

∑

n∈α

σ2
αnτα;nn [1 − τα;nn]〉

+〈
∑

α∈S,D

[
∑

n∈α

σατα;nn

]2

〉−〈
∑

α,β∈S,D

β 6=α

∑

m∈α

∑

n∈β

σαmσβn

[
τα;mmτβ;nn+γβ←α

nm (1−τα;mm)
]
〉} (A.11)

where we have defined the quantities (m ∈ S, n ∈ D)

γD←S
nm = |tnm|2C ; γS←D

mn = |t′mn|2C = γD←S
nm

and (l ∈ α)

τα;ll =

{
τS;ll =

[
t†t
]C
ll

if α = S

τD;ll = [t′†t′]Cll =
[
tt†
]C
ll

if α = D

The result for the drain current fluctuations in a two terminal non-
interacting mesoscopic conductor reads [57]:

var (I) =

(
e dE

2π~

)2

{〈
∑

α∈S,D

∑

n∈α

σαnτα;nn [1 − τα;nn]

−
∑

α,β∈S,D

β 6=α

∑

m∈α

∑

n∈β

σαmσβnγβ←α
nm (1 − τα;mm)〉

+ var(
∑

m∈S

σSmτS;mm−
∑

n∈D

σDnτD;nn)} , (A.12)

where we have exploited the relation σ2
αn = σαn. Finally, according to

the Milatz Theorem, the power spectral density at zero frequency S(0)
reads

S(0) =
2

ν
var(I) =

4π~

dE
var(I) , (A.13)
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where ν = dE/(2π~) is the maximum injection rate of the carriers [143]
and var(I) is given by Eq. (A.12). We can observe that the first and
the fourth terms of Eq. (2.19) are correctly reproduced in Eq. (A.13),
whereas exchange interference effects are only partially considered. This
is because, unlike the approach used in this appendix, the second quan-
tization formalism automatically accounts for the quantum-mechanical
impossibility to distinguish between indentical carriers.



Appendix B

The Fischer-Lee relation

Let us consider a 2D channel of length L and denote with x and y
the longitudinal direction and the transverse one, respectively. If the
interface between the lead S (D) and the conductor is defined by xS = 0
(xD = 0), GDS (yD; yS) = GDS (xD = 0, yD;xS = 0, yS) represents the
wavefunction at (xD = 0, yD) due to an excitation at (xS = 0, yS). In
real space the Fischer-Lee relation reads:

snm = −δnm +
i~
√

vnvm

a

∫
dyD

∫
dyS χn (yD)GDS (yD; yS) χm (yS)

(B.1)

where n is a mode outgoing at lead D with velocity vn, m is a mode
incoming at lead S with velocity vm and a is the lattice constant along
the x direction. In the k-representation, for a conductor of uniform cross-
section, we can exploit a mode representation in the transverse direction
and a plane wave representation in the longitudinal direction and (B.1)
becomes:

snm = −δnm +
i~
√

vnvm

L
GDS (n,m) (B.2)

where GDS (n,m) = GDS (n, kn;m, km) and kn is the longitudinal wavevec-
tor of the transverse mode n. Let us assume both leads to be identical
and denote with {kS

1 , ..., kS
N} ({kD

1 , ..., kD
N}) the set of wavevectors as-

sociated to the N modes coming from the lead S (D). Since the only
non-zero components of the self-energy involve the end-points, in the
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k-representation ΓS and ΓD can be expressed as

ΓS =

(
ΓS;11 0

0 0

)

2N×2N

ΓD =

(
0 0
0 ΓD;22

)

2N×2N

where ΓS;11 (n,m) = δnm
~v(kS

n)
L ∀n,m ∈ S and ΓD;22 (n,m) = δnm

~v(kD
n )

L
∀n,m ∈ D.

Generalization to a CNT-FET structure is straightforward. Let us
indicate with NC and NM the number of carbon atoms rings and the
number of modes propagating along the channel, respectively. Since the
coupling between the identical reservoirs and the channel involve only the
end-rings of the channel, ΓS and ΓD are (NMNC) × (NMNC) diagonal
matrix and the only non-zero blocks are the first one and the latter one,
respectively:

ΓS;11 (n,m) = δnm
~v(kn)

L
∀n,m = 1, · · · , NM

ΓD;NcNc
(n,m) = δnm

~v(kn)

L
∀n,m = 1, · · · , NM (B.3)

By exploiting Eqs. (B.2) and (B.3) we can find the transmission (t) and
reflection (r) amplitude matrix:

tnm = i
√

ΓD;NCNC
(n, n)GNC1 (n,m)

√
ΓS;11 (m,m)

rnm =−δnm + i
√

ΓS;11 (n, n)G11 (n,m)
√

ΓS;11 (m,m)

(B.4)

Since at zero magnetic field t′ = tt, relations (B.4) is all we need to
compute the power spectral density (2.1) from Eq. (2.19). A similar
procedure has been adopted for SNW-FETs where, from a computational
point of view, the channel has been discretized in a sequence of slices
in the longitudinal direction. In this case Eqs. in (B.4) are obtained as
well, but replacing the number of rings with the number of slices



Appendix C

Approximations of
electron-phonon
scattering

C.1 Approximation IIS: intrasubband intraval-
ley scattering

Eqs. (5.15) and (5.18) requires the complete knowledge of the electron
and phonon dispersion curves mapped in the entire Brillouin zone, which
demands prohibitively large amount of computational power when cal-
culating phonon scattering rates and electron mobility.

For convenience, let us focus on the 0-th order LA and LO sub-
branches (qyβ = 0), 0-LA and 0-LO respectively, and considering only the
lowest electron subbands [21]. In particular, neglecting both the inter-
subband scattering (kyη′ = kyη) and the factor [1−f (Ek′)] / [1−f (Ek′)],
assuming α = π and accounting for a single phonon energy value ELO

ph

in the LO subbranch, Eqs. (5.15) and (5.18) reduces to the momentum
relaxation rates in Ref. [21], since the form factor G = 1, as shown in
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Eq. (5.12):

1

τAC(k)
=

n∓q π~D2
ACq2

x

4ρWELA
ph

ρGNR

(
Ek±ELA

ph

)(
1+cos θ̃kk′

)

1

τOP (k)
=

n∓q π~D2
OP

4ρWELO
ph

ρGNR

(
Ek±ELO

ph

)(
1+cos θ̃kk′

)
,

(C.1)

where ELA
ph = ~vLAqx, vLA (≈ 20600 m/s) is the LA sound velocity,

|qx| = 2 |kx| for a backscattering event, ρGNR is the 1D density of states
per unit length and the following relation have been exploited:

2
L

2π

∫
dqx δD

[
E
(
kx±qx, k′y

)
−E(kx, ky)∓ELA

ph (qx)
]
×

× (1+cos θkk′)=
L

2
(1+cos θ̃kk′) ρGNR

(
Ek±ELA

ph

)
(C.2)

In Eqs. (C.1) the overlap factor (1+cos θ̃kk′) has to be evaluated in
correspondence of the backscattering event which satisfies the energy
and longitudinal momentum conservations. Note also that Eqs. (C.1)
include the main contribution to intrasubband scattering, since they
consider the main maxima (G = 1) of the form factor G.

Eqs. (C.1) may be convenient when adopting a formula for the elec-
tron dispersion curves which well approximates the tight-binding conduc-
tion band of a graphene sheet close to the conduction band minima, i.e.
for E(k) at the Dirac Point K = (2π/

√
3a, 2π/3a) or K′ = (0, 4π/3a).

For example, a good approximation between the tight-binding and the
effective mass approximation is [124]:

E (kx, kyη) =

√
E2

η +
Eη~2k2

x

mη
, (C.3)

where Eη is the energy minimum of the η-th subband computed by means
of the tight-binding method and including edge relaxations [124, 144] and
mη is the corresponding effective mass.

In order to calculate Eqs. (C.1), the overlap factor (1+cos θkk′) can
be evaluated by means of Eq. (5.6). In particular, since the transverse
momentum of the lower tight-binding subbands is close to the point
K′ [124], we can exploit an appropriate series expansion of the electron
wavevector around K′. Starting from kx = k̃x (k̃x ≪ kF ) and kyη =
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K′y + k̃yη (k̃yη ≪ K′y = 4π/3a), where k̃x (k̃yη) are the longitudinal
(transverse) momentum referred to K′, we obtain:

tk ≈
√

3a

2

(
ik̃x − k̃yη

)
, (C.4)

and:

eiθk =
tk

| tk | =
ik̃x − k̃yη√

k̃2
x + k̃2

yη

, (C.5)

or, equivalently:

θk = −arctg
(
k̃x/k̃yη

)
. (C.6)

For intrasubband scattering, Eq. (C.5) can be expressed as:

eiθ
kk′ =

ik̃x − k̃yη

ik̃′x − k̃yη

|k̃′|
|k̃|

. (C.7)

Therefore the overlap factor reads:

1+cos θkk′ =
k̃2

yη

(
|k̃| + |k̃′|

)2

+
(
k̃′x|k̃| + k̃x|k̃′|

)2

2 |k̃|2 |k̃′|2
, (C.8)

where k̃ = (k̃x, k̃yη) (k̃′ = (k̃′x, k̃yη)) is the initial (final) electron wavector
referred to the K′ point. By using Eq. (C.8) along with Eqs. (C.1),
the momentum relaxation rates for intrasubband scattering in the η-th
subband can be computed.

Let now consider the limit of elastic scattering, which well applies
to scattering from acoustic phonons at room temperature. In this case
backscattering restricts the value of the final electron wavevector to k̃′x =
−k̃x and Eq. (C.8) reduces to:

1+cos θkk′ =
2k̃2

yη

k̃2
yη + k̃2

x

. (C.9)

We note in Eq. (C.9) that the overlap factor starts from the value 2 at
low energies (|k̃x| ≪ k̃yη) and decreases moving out from the bottom

of the upwards conduction subband: the lower the value of k̃yη, and
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Figure C.1: a) Electron dispersion curve considering edge relaxation
computed for a GNR width W = 1.12 nm. b) Overlap factor for intra-
subband scattering computed by means of Eq. (5.6) (solid lines) and by
exploting Eq. (C.9) (dashed lines) for the two colored subbands in (a)
(W = 1.12 nm). The overlap factor for the lowest subband (η = 106)
computed by means of Eq. (5.6) and Eq. (C.9) (blue solid and dashed
lines, respectively) for W = 19.83 nm is also sketched.

therefore more accurate the series expansion (C.4) and Eq. (C.9), the
faster the decrease of the overlap factor.

Fig. C.1b shows the overlap factor computed by means of the full-
band approach (Eqs. (5.6)), solid lines) and by means of Eq. (C.9)
(dashed lines) for intrasubband scattering in a 1 nm-wide GNR. As can
be seen in Fig. C.1b, the agreement between the full-band analysis and
Eq. (C.9) is good at low kx for the lowest subband η = 6 due to its
transverse momentum kyη close to K′y. We also note that Eq. (C.9)
fails to reproduce the correct behaviour when kx ≫ kyη and for upwards
subbands with kyη far from the Dirac points K′ (η = 9 in Fig. C.1b).

The geometrical interpretation of θk as the angle between the vector
k̃ and kyη (Eq. (C.6)) forbides backscattering when the energy is high
and far from the bottom of the conduction subbands (kx ≫ kyη). In
general this is not true, since the angle θkk′ has not a simple geomet-
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ric interpretation but it is intrinsically tied to the spinor nature of the
graphene wavefunction. Since the transverse momentum kyη of the low-
est conduction subband becomes closer and closer to K′y with increasing
W , the Taylor expansion (C.4) becomes more and more accurate. As
a consequence, at low electron energies the agreement between the full-
band approach and Eq. (C.9) improves for large W (see Fig. C.1b for
W = 19.83 nm).

C.2 Approximation IISNS: neglection of the
spinor

We now consider the case when spinor is neglected, within the intrasub-
band intravalley scattering case. Such approximation will be referred as
approximation IISNS. Starting from the electron wavefunction:

Ψk (x, y) =
1√
L

eikxxΨ⊥,η (y)=
1√
L

eikxx

√
2

W + a
sin
[
kyη

(
y +

a

2

)]
,

(C.10)

Eqs. (C.1) reduce to:

1

τAC(k)
=

n∓q π~D2
ACq2

x

2ρWELA
ph

ρGNR

(
Ek±ELA

ph

)

1

τOP (k)
=

n∓q π~D2
OP

2ρWELO
ph

ρGNR

(
Ek±ELO

ph

)
.

(C.11)

It is immediate to see that the factor (1+cos θ̃kk′)/4 in Eq. (C.1) is
replaced by a factor 1/2 in Eq. (C.11). Therefore, according to Eq. (C.9),
for energies very close to the conduction subband edge no differences are
observed. In particular, according to Fig. C.1b, we can expect that the
effect of neglection of spinor becomes more and more severe for wider
ribbons, where the decrease of the overlap factor (1+cos θkk′) from the
value 2 becomes faster and faster.



134 APPENDIX C

C.3 Approximation 2DPNS: neglection of
the spinor and 2D phonons

Phonon scattering corresponding to the momentum relaxation rates (C.1)
is not isotropic, i.e. the scattering mechanism tends to deflect electrons
by large angles (backward scattering), presents an energy dependent
overlap factor (1+cos θkk′) and applies only to intrasubband scattering.
On the other hand, Eqs. (5.15) and (5.18), which include both the in-
trasubband and intersubband scattering, requires the knowledge of the
full-band phonon dispersion curves and the integrals must be performed
numerically with a high computational cost.

In order to include both intrasubband and intersubband scattering
without computing the GNR phonon spectra, a quite rude approxima-
tion consists in neglecting the two-component nature of the graphene
eigenfunction, assuming 2D phonons (i.e. qy is continuous) and consider-
ing simple hard-wall boundary conditions for the electron eigenfunction,
as in Eq. (5.3). The electron wavefunction in this case can be expressed
as [130]:

Ψk (x, y) =
1√
L

eikxxΨ⊥,η (y)=
1√
L

eikxx

√
2

W
sin (kyηy) ,

(C.12)

where Ψ⊥,η (y) is the transverse component of the wavefuction. By
means of Eq. (5.17), the matrix element of the interaction potential on
the eigenfunction (C.12) reads:

ṼAC = 〈Ψk, nq ∓ 1| VAC| Ψk, nq〉

=

√
D2

ACn∓q ~2q2

2ρWLEph

∫ W

0

dyΨ′∗⊥ (y)Ψ⊥ (y) e±iqyyδ (k′x−kx∓qx) .

(C.13)

If longitudinal acoustic phonons of small q, belonging to the LA graphene
mode, are taken into account, the phonon dispersion curve can be ap-
proximated as:

Eph = ELA
ph = ~ vLA q . (C.14)

By using Eq. (C.14) and assuming 2D phonons, i.e. a continuum of
wavevectors in the transverse direction y, the momentum relaxation rate
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can be expressed as (α = 0, π):

1

τAC (k)
=
∑

k′

S (k,k′) (1 − cos α)

=
D2

ACn∓q π~

2ρELA
ph

(
ELA

ph

~ vLA

)2(∫ W

0

dy1Ψ
′
⊥ (y1)Ψ∗⊥ (y1)

)
×

×
(∫ W

0

dyΨ′∗⊥ (y) Ψ⊥ (y)

)
δ (y−y1)

2

π

∫
dqx δD [E (kx±qx, kyη′)−

− E (kx, kyη) ∓ ELA
ph

]

(C.15)

Finally, by exploiting:

∫ W

0

dy|Ψ′⊥ (y) |2|Ψ⊥ (y) |2 =
3

2W
δη′,η+

1

W
(1−δη′,η) ,

(C.16)

and Eq. (C.2) without the overlap factor (1+cos θkk′), we obtain:

1

τAC (k)
=

πD2
ACELA

ph n∓q
2 ~ ρ v2

LA

[
3

2W
δη′,η+

1

W
(1−δη′,η)

]
×

×ρGNR

(
Ek ± ELA

ph

)
, (C.17)

where the quantity in the squared brackets represents the new overlap
factor. According to Eq. (C.17), the intrasubband scattering rate (η′ =
η) is enhanced by a factor of 3/2 with respect to the rate of intersubband
transitions (η′ 6= η) [130]. Following a similar procedure, the scattering
rate for optical LO phonons reads:

1

τOP (k)
=

π~D2
OP n∓q

2 ρELO
ph

[
3

2W
δη′,η+

1

W
(1−δη′,η)

]
×

×ρGNR

(
Ek ± ELO

ph

)
. (C.18)

We can see that, when focusing on only intrasubband scattering, the
factor (1 + cos θkk′)/4 in Eq. (C.1) is replaced by the factor 3/4 in
Eq. (C.17). Since (1+cos θkk′)/4 ≈ 1/2 near the subband edge [Eq. (C.9)],
Eq. (C.17) overestimates the rate by roughly a factor 3/2 for narrow rib-
bons.
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[117] L. Pietronero, S. Strässler, and H. R. Zeller. Electrical conductivity
of a graphite layer. Phys. Rev. B, vol. 22, pp. 904–910, 1980.

[118] D. Gunlycke, H. M. Lawler, and C. T. White. Room-temperature
ballistic transport in narrow graphene strips. Phys. Rev. B, vol.
75, pp. 085418, 2007.

[119] R. Mickevicius and V. Mitin. Acoustic-phonon scattering in a
rectangular quantum wire. Phys. Rev. B, vol. 48, pp. 17194–17201,
1993.

[120] A. Kabasi, D. Chattopadhay, and C. K. Sarkar. J. Appl. Phys.,
vol. 65, pp. 1598, 1989.

[121] J. L. Manes. Symmetry-based approach to electron-phonon inter-
actions in graphene. Phys. Rev. B, vol. 76, pp. 045430, 2007.

[122] X. Zhou, J.-Y. Park, S. Huang, J. Liu, and P. L. McEuen.
Band Structure, Phonon Scattering, and the Performance Limit



148 BIBLIOGRAPHY

of Single-Walled Carbon Nanotube Transistors. Phys. Rev. Lett.,
vol. 95, pp. 146805, 2005.
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List of Acronyms

CMOS Complementary Metal-Oxide Semiconductor.

ITRS International Technology Roadmap for Semiconductors.

GNR Graphene NanoRibbon.

CNT Carbon NanoTube.

SNW Silicon NanoWire.

1D One-Dimensional.

2D Two-Dimensional.

3D Three-Dimensional.

FET Field-Effect Transistor.

NEGF Non-Equilibrium Green Function formalism.

MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor.

PN Partition Noise.

PN ON On-Diagonal Partition Noise.

PN OFF Off-Diagonal Partition Noise.

IN Injection Noise.

SC-MC Self-Consistent Monte Carlo simulations.

LB Landauer-Büttiker.

DOS Density of States.
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LDOS Local Density of States.

LER Line-Edge Roughness.

FB Full-Band.

DPA Deformation Potential Approximation.

LA Longitudinal Acoustic phonon mode.

TA Transversal Acoustic phonon mode.

LO Longitudinal Optical phonon mode.

TO Transversal Optical phonon mode.

ZA Out-of-plane (flexural) Acoustic phonon mode.

ZO Out-of-plane (flexural) Optical phonon mode.

TB Tight-Binding.

4NNFC Fourth Nearest Neighbors Force Constant approach.

AC Acoustic.

OP Optical.

SO Surface Optical.

ABS Absorption.

EM Emission.

RPA Random Phase Approximation.

SQL Size Quantum Limit.

IIS Intrasubband Intravalley Scattering.

IISNS Intrasubband Intravalley Scattering No Spinor.

2DPNS 2D Phonons No Spinor.
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