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Chapter 0

Introduction

Motivation

The topic of this thesis is localization of characteristic classes. One of the first
examples of characteristic class is the Euler class of a rank l orientable vector
bundle E on a smooth manifold M (we refer to [11] for the formal definition and
its properties); the Euler class e(E) is a cohomology class in H l(M,Z) which
measures the extent to which the vector bundle is “twisted”, i.e. measures
the deviation of the local product structure from a global product structure.
In particular, the Euler class vanishes when the vector bundle admits a global
non-zero section. Suppose now we have a section v of E on M ; we say that a
point p in M is a singular point of v if v vanishes at p. We denote the set of
singular points of v by Σ. What happens now is that, if we restrict E to M \Σ
we have that on this set E admits a non-zero section. Therefore the Euler class
of E restricted to M \Σ is 0. An important property of cohomology is that the
pair (M,M \ Σ) gives rise to a long exact sequence in cohomology

· · · // H l(M,M \ Σ)
ι // H l(M)

r // H l(M \ Σ) // . . .

where by ι we mean the extension by 0 and by r the restriction to a subset;
since this sequence is exact and r(e(E)) = 0 we can lift the Euler class to a class
in H l(M,M \ Σ); this is called a localization of e(E) to Σ and we denote it by
e(E, v).

In Section 1.2 we will present two important results, the Alexander and
the Poincaré dualities. Those results express an important relation between the
cohomology and the homology of a compact connected orientable manifold M of
dimension n; the Poincaré duality PM shows us how to associate isomorphically
to each class in Hk(M ;Z) a class in Hn−k(M ;Z) while the Alexander duality AΣ

shows us how to associate to each class in the relative cohomology Hk(M,M \
Σ;Z) a class in the homology Hn−k(Σ;Z). Moreover, if we take into account
the inclusion map i∗ induced in homology by i : Σ ↪→ M we have that the two
operations commute; indeed, if ω is a class in the relative cohomology of the
pair (M,M \ Σ) we have that PM ◦ ι(ω) = i∗AΣ(ω).

What happens now if we talk about the Euler class e(TM) of the tangent
bundle of M , supposing there exists a smooth vector field v which vanishes
only at isolated points? We can lift e(TM) to a class in Hn(M,M \ Σ); then
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6 CHAPTER 0. INTRODUCTION

i∗AΣ(e(TM, v)) = PM (e(TM)). Since M is connected, compact and orientable
we have that PM (e(TM)) is an integer, an important topological invariant of the
manifold called the Euler characteristic χ(M); but what if Σ is decomposed in
its connected components Σα? Then its homology can be seen as the direct sum
of the homology of its connected components; thanks to the excision principle
we have then that

χ(M) =
∑
α

ι∗(AΣαe(TM, v)).

On each connected component the Alexander duality associates to e(TM, v) an
element of H0(Σα;Z), since Σα is connected this is an integer, called an index.

We refer to [31] for a formalization of this argument; anyway, this index
depends on the local behaviour of the vector field near the singular point and
is called the Poincaré-Hopf index of a vector field at the singularity. If M is
a compact orientable surface, the Euler characteristic is related to the genus g
of the surface by the equation χ(M) = 2 − 2g. Therefore we have a condition
that needs to be satisfied by a smooth vector field on a surface. As an example
suppose the genus of M is 0; then the sum of the Poincaré-Hopf indices of a
vector field must be 2; if v has no singularities on M , this condition can not
be satisfied by v. So, on a genus 0 surface, e.g., a sphere, every vector field
must have at least one singularity and we get important informations on the
possible dynamics on a sphere by purely topological constraints. It is clear
that the important and powerful tool that permitted us to prove this result was
nothing else that the localization of the Euler class. The Euler class is only one
of several characteristic classes that we can associate to a vector bundle ([27]);
in my thesis I will deal with the localization of Chern classes associated to some
particular coherent sheaf.

The Chern classes are cohomological invariants of a smooth complex vec-
tor bundle [11]; it is possible to give many different definitions of them, e.g.
using universal bundles [11] or obstruction theory [30]; we use the differential
geometric framework of Chern-Weil theory.

In this thesis I deal with localization of Chern classes arising from the exis-
tence of foliations; this topic stems from the foundational papers of Raoul Bott
[8] and [9], in which the Bott Vanishing Theorem was first established. This
theorem says that if there exists a “holomorphic action” of a vector field on a
holomorphic bundle E over a complex n-dimensional manifold M , given a sym-
metric polynomial φ of degree n, then the characteristic class φ(E), obtained
by evaluating φ on the Chern classes of E, vanishes. This vanishing theorem
gives rise to a localization process and to what are called Baum-Bott residues.

In Chapter 2 I give an account of the theory behind Baum-Bott residues
and explain how to compute the residue associated with the isolated singularity
of a holomorphic vector field, following [31]. An example of application is the
proof of the existence of topological obstructions to integrability; an example
of this phenomenon is the fact that TCPn has a holomorphic subbundle of
codimension 1 but no integrable holomorphic subbundle of codimension 1. A
proof of this fact can be found, e.g., in [10]. So, everything seems to lead
to the fact that localization of characteristic classes is an important tool in
differential geometry, topology and dynamics. In particular, the existence of
the Bott Vanishing Theorem stresses the importance of localization of Chern
classes for complex dynamical systems.
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Another example of the importance of residues in complex dynamical sys-
tems is paper [16] where Camacho and Sad used the computation of a residue
to build up a combinatorial argument proving the existence of a complex sep-
aratrix passing through a singularity of a complex vector field on a complex
surface.

Even if at a first sight this index theorem didn’t seem directly connected to
localization of characteristic classes a global framework for this theory was later
given by Lehmann and Suwa [31], including also this index in the theoretical
account of localization of characteristic classes. The fundamental principle ([4])
is that the existence of a flat partial holomorphic connection (analogous to the
holomorphic action of Bott) implies the vanishing of the Chern classes associated
to a vector bundle. The point is that the existence of a holomorphic foliation F
leaving a submanifold S invariant gives rise to partial holomorphic connections
on NF |S , the normal bundle of the foliation seen as a quotient of the tangent
bundle of the submanifold (Baum-Bott index), NS , the normal bundle to the
submanifold (Camacho-Sad index) and NF |S the normal bundle of the foliation
seen as a quotient of the ambient tangent bundle restricted to S (Khanedani-
Lehmann-Suwa index). In particular this last type of theorems are of interest
for my thesis: the existence of such an index theorem was first established in
[22] and then developed in [26].

Now, at least two different research directions arise: to adapt such a theory
to singular manifolds and submanifolds [25], and to try to develop methods to
find new partial holomorphic connections and therefore new vanishing theorems.
Indeed, many new vanishing theorems have appeared in literature and the topic
of index theorems arising from foliations, which seemed reserved to the treat-
ment of continuous holomorphic dynamics, found an important application also
in the study of discrete holomorphic dynamics. In his paper [1] Abate finds an
index theorem for holomorphic self-maps and uses it to prove an analogous of
the Leau-Fatou flower theorem for holomorphic self-maps of C2 tangent to the
identity. The results of this paper were later generalized in [3] and opened a
whole new field of research.

The research into the topic of index theorems has been flourishing during
the last years, with many works dealing with the case of foliation transverse to
a submanifold in the Camacho-Sad and Baum-Bott case [4], [13], [14], [15].

The key to the existence of partial holomorphic connections is the vanishing
of the Atiyah class, a cohomological obstruction to the splitting of a short exact
sequence of sheaves of OS-modules [6]. In my work I follow the line of paper [4],
where the Atiyah sheaf for the normal bundle of a submanifold was described in
a more concrete way, giving new insights to the problem. Further developments
as [5] showed the strong connection between the existence of partial holomorphic
connections for NS and the “regularity” of the embedding of a subvariety.

Results

In this thesis I prove an extension of the vanishing theorem for the Khanedani-
Lehmann-Suwa action, definining and using what I call foliations of the in-
finitesimal neighborhoods of a submanifold S (Section 4.1); foliations of
infinitesimal neighborhoods are a natural generalization of foliations and in I
prove a Frobenius-type theorem.
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Theorem (Frobenius Theorem for k-th infinitesimal neighborhoods, Chapter
4 Theorem 4.1.4). Suppose S is a non singular complex submanifold of codi-
mension m in a complex manifold M of dimension n and suppose we have a
foliation F of S(k) of rank l. Then there exists an atlas {Uα, φα}adapted to S
such that if Uα ∩ Uβ ∩ S 6= ∅ then:[

∂ztα
∂ziβ

]
k+1

= 0,

for t = 1, . . . ,m,m+ l + 1, . . . , n and i = m+ 1, . . . ,m+ l on Uα ∩ Uβ.

Moreover I prove that their existence gives rise to the vanishing of the Atiyah
class, which in turn permits me to prove an extension of the variation action (I
state here the most general form and refer to Section 5.1 and Section 5.2).

Proposition (Chapter 5, Proposition 5.2.3). Suppose E is a coherent subsheaf
of TS(1) that, restricted to S, is a subsheaf of F , S-faithful. Then there exists a
partial holomorphic connection (δ, E) for NF,M .

This permits me to prove a Lehmann-Suwa-Khanedani type index theorem.

Theorem (Chapter 5 Theorem 5.4.1). Let S be a codimension m compact sub-
manifold of a n dimensional complex manifold M . Let F be a rank l foliation
on S, such that it extends to the first infinitesimal neighborhood of S\S(F), and
let S(F) =

⋃
λ Σλ be the decomposition of S(F) in connected components. Then

for every symmetric homogeneous polynomial φ of degree k larger than n−m− l
we can define the residue Resφ(F ,NF,M ; Σλ) ∈ H2(n−m−k)(Σα) depending only
on the local behaviour of F and NF,M near Σλ such that:∑

λ

Resφ(F ,NF,M ; Σλ) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

I prove also a Kahnedani-Lehmann-Suwa-type vanishing theorem under weaker
conditions.

Theorem (Chapter 5 Theorem 5.4.2). Let S be a codimension m compact sub-
manifold of a n dimensional complex manifold M . Let F be a foliation on S
and let E be a rank l subsheaf of TS(1) that, restricted to S, is a subsheaf of F .
Suppose moreover that it is S-faithful. Let Σ = S(F)∪S(E) and let Σ =

⋃
λ Σλ

be the decomposition of Σ in connected components. Then for every symmetric
homogeneous polynomial φ of degree k larger than n − m − l + bl/2c we can
define the residue Resφ(E ,NF,M ; Σλ) ∈ H2(n−m−k)(Σα) depending only on the
local behaviour of F and NF,M near Σλ such that:∑

λ

Resφ(E ,NF,M ; Σλ) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

The problem becomes then to study how to build foliations of the first in-
finitesimal neighborhood or to extend a foliation on S to the first infinitesimal
neighborhood. I study under which conditions I can project a transversal folia-
tion to a foliation of the first infinitesimal neighborhood.



9

Lemma (Chapter 4 Lemma 4.3.4). Let M be a n-dimensional complex mani-
fold, S a submanifold of codimension r. Sequence

0→ TS(1) → TM,S(1) → NS(1) → 0,

splits if S is 2-splitting, i.e., if there exists an atlas adapted to S such that:[
∂zpβ
∂zrα

]
2

≡ [0]2,

for p = m+ 1, . . . , n and r = 1, . . . ,m.

In case S is splitting, I found a cohomological obstruction to the extension
(which may not be involutive) of a foliation to the first infinitesimal neigh-
borhood of S. This is an interesting point since it identifies some of the co-
homological obstructions to the extension of foliations to a neighborhood of a
submanifold.

Proposition (Chapter 3 Proposition 4.4.3). Let M be a complex manifold of
dimension n, and S a splitting codimension m submanifold. Let F be a foliation
of S and π : NS →M the normal bundle of S in M . Let F̃ = π∗(F) and V the
vertical foliation given by ker dπ. The sequence:

0 // V ι // F̃
pr // F̃/V // 0

splits if there exists an atlas adapted to F and S such that

∂2zrα
∂ziβ∂z

s
β

∈ IS ,

for all r, s = 1, . . . ,m and i = m+ 1, . . . ,m+ l.

This permits me to prove some index theorems for foliations and holomorphic
self-maps, also in the transversal case (these results are collected in Section 5.4,
Section 6.3). I state a couple of these theorems, to give an idea of the results
obtained.

Theorem. Let S be a codimension m 2-splitting compact submanifold of a n di-
mensional complex manifold M . Let F be a rank l holomorphic foliation defined
on a neighborhood of S. Suppose there is a 2-splitting first order F-faithful out-
side an analytic subset Σ of U containing S(F)∩S and that S is not contained
in Σ. Let Σ =

⋃
λ Σλ be the decomposition of Σ in connected components. Then

for every symmetric homogeneous polynomial φ of degree k bigger than n−m− l
we can define the residue Resφ(F ,NFσ,M ; Σλ) ∈ H2(n−m−k)(Σα) depending only
on the local behaviour of F and NFσ,M near Σλ such that:

∑
λ

Resφ(F ,NFσ,M ; Σλ) =

∫
S

φ(NFσ,M ),

where φ(NFσ,M ) is the evaluation of φ on the Chern classes of NFσ,M .
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Theorem. Let S be a compact codimension m submanifold 2-splitting in M ,
an n dimensional complex manifold. Let f ∈ End(M,S), f 6= idM , νf > 1.
Suppose we have a splitting Ff -faithful outside an analytic subset of S containing
S(Ff ). Let now G be the involutive closure of Fσf and Σ = S(Fσf ) ∪ S(G); let
Σ =

⋃
λ Σλ be its decomposition in connected components. Then for every

symmetric homogeneous polynomial φ of degree k larger than n−m− l+ bl/2c
we can define the residue Resφ(Fσf ,NG,M ; Σλ) ∈ H2(n−m−k)(Σα) depending only
on the local behaviour of Fσf and NG,M near Σλ so that

∑
λ

Resφ(Fσf ,NG,M ; Σλ) =

∫
S

φ(NG,M ),

where φ(NG,M ) is the evaluation of φ on the Chern classes of NG,M .

I also compute the respective indices (the computations are in Section 5.5,
Section 5.6, Section 6.4).

Plan of the Thesis

In Chapter 1 I present the background material which is needed for the under-
standing of the methods involved in my results. It starts in Section 1.2 with the
proof of Poincaré and Alexander dualities. As shown in our discussion about
the Poincaré-Hopf index theorem these two main results permit us to define
residues and indices. Section 1.3 introduces the tool of C̆ech cohomology and
the concept of sheaf; this cohomology permits us to deal easily with the problem
of the existence of global sections of a sheaf and all the connected questions.
In Section 1.4 I define an important tool, C̆ech-de Rham cohomology; this co-
homology, isomorphic to the de Rham cohomology, is used since together with
its integration theory presented in Section 1.5 it seems to be the most useful
framework when dealing with the residue problem. In the following Section 1.6
the Chern-Weil theory of Chern classes is presented; I define moreover an im-
portant geometrical object, the Bott Difference Form which is used throughout
the paper and takes care of the ambiguities in the definition of the Chern classes
arising from the choice of different connections; after I have defined the Chern
classes I adapt the theory developed for them to C̆ech-de Rham cohomology in
Section 1.7. Section 1.8 is devoted to precise two main objects of our study, i.e.
foliations and coherent sheaves and some of their properties. In section 1.9 I
present a general principle that is used many times: a short exact sequence of
coherent sheaves splits if and only if an associated class in cohomology vanishes.
One of the first applications of this general principle is to study the regularity
of the embedding of a submanifold S in a complex manifold M . In Section 1.10
we define what a splitting manifold is and prove some results concerning it and
its generalizations.

Chapter 2 presents the Bott Vanishing Theorem and the Baum-Bott type
residues. In Section 2.1 a proof of Bott’s Theorem is given, in the form de-
veloped in [4], which applies also to non involutive subbundles. Section 2.2 is
devoted to explain the basis of the localization principle, using as an example the
Lehmann-Khanedani-Suwa index theorem. Then Sections 2.3 and 2.4 present
the Baum-Bott index theorems and the computation of the residue in the case
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of an isolated singularity of a holomorphic vector field. This complicated com-
putation is interesting for many reasons: first, it shows that a lot of work has to
be done to compute the residue even in the simplest cases and is an interesting
model for the computation of other residues.

Chapter 3 is devoted to Atiyah’s theory of holomorphic connections. In
Section 3.1 is given a proof of the fact that the splitting of the partial Atiyah
sequence for a bundle E gives rise to a partial holomorphic connection for E.
Given a foliation F of a submanifold S Section 3.2 is devoted to the computa-
tion of the Atiyah class for the quotient NF,M := TM,S /F . In Section 3.3 I
define what I mean for tangential sheaf for the infinitesimal neighborhood of a
submanifold and prove that this sheaf admits a well defined bracket operation;
these concepts are then used in Section 3.4 to define a more concrete realization
for the Atiyah sheaf of NF,M .

Chapter 4 contains the core of the thesis. In Section 4.1 I define foliations of
infinitesimal neighborhoods and prove a Frobenius type result for such foliations:
the existence of an atlas for the ambient manifols where the transition functions
for the tangent bundle have a special form. Then, some work is done to precise
the objects we are working with: in Section 4.2 I define what we mean by
singular foliations of the infinitesimal neighborhoods and prove a result about
their singularity locus. Then, the chapter is devoted to understand how can we
build foliations of the first infinitesimal neighborhood: in Section 4.3 the main
idea is to use a 2-splitting to project a foliation of the ambient manifold to a
foliation of the first infinitesimal neighborhood of S, while in Section 4.4, under
the hypothesis that S is splitting, I give some results about the extendability of
a foliation to the first infinitesimal neighborhood.

It turns out that the properties of the atlas established in Section 4.1 give
rise to the vanishing of the Atiyah class for NF,M . Chapter 5 is devoted to
study the partial holomorphic connections arising from splittings of the Atiyah
sequence. In Section 5.1 I study the partial holomorphic connection arising from
the existence of a foliation of the first infinitesimal neighborhood. In Section
5.2 I study how involutive and non involutive subsheaves of the tangent sheaf
to the first infinitesimal neighborhood that restricted to S are subsheaves of a
foliation F give rise to a partial holomorphic connection on NF,M . Then, in
Section 5.3 I give a quick survey of the results of Abate, Bracci and Tovena
about the existence of partial holomorphic connections for the normal bundle
NS of a submanifold. Section 5.4 summarizes the results obtained, writing down
explictly the residue theorems that stem from our treatment; then Section 5.5
is devoted to compute the variation index for our theorems for the simplest
case, a dimension 1 foliation on a complex surface leaving a submanifold S
invariant. Section 5.6 computes the index in the simplest transverse case. The
last section of the chapter, Section 5.7, establishes an index theorem for the
involutive closure of a coherent subsheaf E of TS , i.e., the smallest involutive
coherent subsheaf containing E .

Chapter 6 applies the theory to the case of holomorphic self maps; in Section
6.1 we define and prove some properties of the canonical distribution associated
to a holomorphic self-map tangent to the identity. The canonical distribution
is what permits us to use the results obtained for holomorphic foliations in the
case of discrete dynamics. Section 6.2 is a quick survey of the results by Abate,
Bracci and Tovena while Section 6.3 and 6.4 are devoted to write down explictly
the index theorems we obtain and to compute some indices.



12 CHAPTER 0. INTRODUCTION

Acknowledgements

The author would like to thank Prof. Marco Abate, his advisor, for his thought-
ful guide and many useful advices and hints, Prof. Tatsuo Suwa for many pre-
cious conversations, his patience and his wisdom, and Prof. Filippo Bracci for
an inspiring and deep discussion.

The author would like to thank Prof. Kyoji Saito and the Institute for the
Physics and Mathematics of the Universe, Kashiwa, Japan and the Interna-
tional Centre for Theoretical Physics, Trieste, Italy for the warm hospitality
and wonderful research environments offered to him. The author would like
also to thank GNSAGA, for the help in funding his mission to Japan.

Last but not least, the author would like to thank the University of Pisa,
the Galilei Ph.D. school and the director of the Ph.D. program in Mathematics
Prof. Fabrizio Broglia.



Chapter 1

Foundational material

No material in this chapter is original; we refero to [3, 4, 5, 18, 11, 31].

1.1 Notation and conventions

In some sections (and chapters) of this thesis we use the Einstein summation
convention. At the beginning of each section (or chapter) in which we use this
convention we shall put a remark as follows.

Remark 1.1.1. In this section (chapter) we follow the Einstein summation con-
vention; for an explanation of the different ranges of the indices, refer to Section
1.1.

To ease the understanding of the computations the indices are going to have a
fixed range. In this paper, M is a n-dimensional complex manifold, S a complex
subvariety of codimension m and F a dimension l holomorphic foliation of either
M or S, with l ≤ n−m. Then the indices are going to have the following range:

• h, k will range in 1, . . . , n; these are the indices relative to the coordinate
system of M ;

• p, q will range in m + 1, . . . , n; in an atlas adapted to S (see definition
1.1.2); these are the indices relative to the coordinates along S;

• r, s will range in 1, . . . ,m; in an atlas adapted to S; these are the indices
relative to the coordinates normal to S;

• i, j will range in m+ 1, . . . ,m+ l; in an atlas adapted to F (see definition
1.8.16); these are the indices relative to the coordinates along F ;

• u, v will range in 1, . . . ,m,m+ l+1, . . . , n; in an atlas adapted to F ; these
are the the indices relative to the coordinates normal to F .

In case we shall need more indices of each type, we shall prime ′ them or put a
subscript, e.g., r1.

We shall denote by OM the structure sheaf of holomorphic functions on M ,
by IS the ideal sheaf of a subvariety S and by IkS its k-th power as an ideal. If f

13



14 CHAPTER 1. FOUNDATIONAL MATERIAL

is an element of OM we will denote by [f ]k+1 its image in OS(k) := OM /Ik+1
S ;

we shall denote by θk the canonical projections from OS(k) to OS

θk : [f ]k+1 7→ [f ]1

and by θk,h, with k > h, the canonical projections from OS(k) to OS(h)

θk,h : [f ]k+1 7→ [f ]h+1.

We denote by TM and TS the tangent sheaves to M and S respectively, where
defined. We will denote by ΩM the sheaf of holomorphic one forms on M and
in general we write ΩM,S(k) to denote the sheaf ΩM ⊗OS(k).

We denote by Ap the sheaf of smooth p-forms on M and by Ap,q we denote
the sheaf of smooth forms of type (p, q); we will use, without any further notice
the notation A0 for the sheaf of smooth functions. In general, we will also use
the notation Ap(E) for the sheaf of p-forms with values in a vector bundle E.

The following is a definition we will use through the whole thesis.

Definition 1.1.2. Let U be an atlas for M . We say that U is adapted to S if
on each coordinate neighborhood (Uα, z

1
α, . . . , z

n
α) such that U ∩S is not empty,

we have that S ∩ Uα = {z1
α = . . . = zmα = 0}, where m is the codimension of S.

1.2 Poincaré and Alexander dualities

In this section we shall present Poincaré duality and Alexander duality using
the framework of simplicial homology (and cohomology); this choice was made
to ease the understanding of the strong connection between those dualities and
intersection theory. In the proof we assume some knowledge of simplicial homol-
ogy; the line we will mainly follow is the one of the exposition in [18, Chapter 0,
pag. 53]. We will use the following convention for the orientation of the bound-
ary of a manifold M : let p ∈ ∂M , if v1, v2, . . . , vn is a positively orientated
basis for TpM , we say v1, . . . , vn−1 is a positively oriented basis for ∂M if vn is
pointing outward ∂M (this is not coherent with the orientation convention we
use later on but makes the proofs of this section clearer). Suppose now M is a
manifold of dimension n and K = (σkα, ∂)α,k is a triangulation of M , where k
denotes the dimension of the simplex. First of all we take the first barycentric
subdivision of K, the simplicial complex K ′ = (τkα , ∂)α,k. Now, for each ver-
tex σ0

α we denote by ∗σ0
α the union of the faces of K ′ having σ0

α as a vertex;
formally:

∗σ0
α :=

⋃
σ0
α∈τnβ

τnβ .

Now, we define ∗σkα for each simplex in the original subdivision:

∆n−k
α := ∗σkα :=

⋂
σ0
β∈σkα

∗σ0
β .

Taking the cells {∆n−k
α } we have a new decomposition of M , called the dual

cell decomposition with respect to K; we claim there exists a a coboundary
operator δ for this decomposition with a good behaviour with respect to the
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intersection of cycles and which permits us to construct an isomorphism between
this “dual complex” and the cohomology of the complex.

We fix some notation: fixed a σkα we take all τnβ such that σkα ∩ τnβ 6= ∅; their

intersection coincides with the intersection ∗σkα ∩ σkα and it is the barycenter of
σkα, that, from now on, we will denote by pkα. Moreover ∗σkα is the only cell of
the dual cell decomposition meeting σkα, intersecting it transversely.

Definition 1.2.1. Let M be an oriented n-manifold, let A and B be two piece-
wise smooth cycles on M of dimension k and n−k respectively and suppose p is
a point of transverse intersection of A and B. Let v1, . . . , vk be an oriented basis
of TpA and wk+1, . . . , wn an oriented basis for TpB; the intersection index
ιp(A ·B) of A with B at p is +1 if v1, . . . , vk, wk+1, . . . , wn is an oriented basis
basis for TpM , and −1 otherwise. If A and B intersect transversely everywhere,
we define the intersection number (A ·B) to be

(A ·B) =
∑

p∈A∩B
ιp(A ·B).

We can put an orientation on {∆n−k
α } such that, in pkα, the standard oriented

basis of the tangent space to σkα followed by such a basis on {∆n−k
α } is positively

oriented (their intersection index ιpkα(σkα,∆
n−k
α ) = +1). We denote now by σjα

one of the faces of the boundary of σkα and let ∆j
α := ∗σjα, these two simplexes

meet in the barycenter that we will denote by pjα. We want to compute the
index ιpjα(σjα,∆

j
α).

The intersection σkα ∩ ∆j
α is a path between pkα and pjα; we parametrize it

with a differentiable curve γ : [0, 1]→ σkα and we take vector fields

v1(t), . . . , vk−1(t), wk+1(t), . . . , wn(t)

along γ such that

v1(t), . . . , vk−1(t)

are tangent to σkα and

wk+1(t), . . . , wn(t)

are tangent to ∆n−k
α and

v1(t), . . . , vk−1(t), γ′(t), wk+1(t), . . . , wn(t)

is a frame for Tγ(t)M for every t ∈ [0, 1]. Moreover we require that

v1(0), . . . , vk−1(0), γ′(0)

is a positive basis of Tγ(0)σ
k
α and

wk+1(0), . . . , wn(0)

is a basis of Tγ(0)∆
n−k
α such that

v1(0), . . . , vk−1(0), γ′(0), wk+1(0), . . . , wn(0)

is a positively oriented basis for Tγ(0)M .
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We follow the path from pkα to pjα; in pjα the frame v1(1), . . . , vk−1(1) is
positively oriented for σjα, since γ′(1) is pointing outward. The basis

γ′(1), wk+1(1), . . . , wn(1)

has sign (−1)n−k−1 with respect to the basis

wk+1(1), . . . , wn(1), γ′(1)

and this basis has negative sign with respect with the orientation of ∆n−k
α since

γ′(1) is pointing inward. This implies that ιpjα(σjα,∆
j
α) = (−1)n−k.

We define the coboundary operator δ for the dual cell decomposition to be

δ(∆n−k
α ) = (−1)n−k ∗ (∂σkα).

Using the dual simplicial complex K∗ = (∆n−k
α , δ) we can prove now the duality

theorems.

Theorem 1.2.2 (Poincaré duality). Let M be a compact, oriented, manifold of
dimension n; then the intersection pairing

Hk(M,Z)×Hn−k(M,Z)→ Z

is unimodular; i.e., any linear functional T : Hn−k(M,Z)→ Z is expressible as
intersection with some class α ∈ Hk(M,Z), and any class α ∈ Hk(M,Z) having
intersection number 0 with all classes in Hn−k(M,Z) is a torsion class.

Proof. First of all we remark that the map P which sends σkα in ∆n−k
α is an

isomorphism between the complex K of the original cell decomposition and the
complex K∗ of cochains in the dual cell decomposition. This map induces an
isomorphism

PM : Hk(M,Z)→ Hn−k(M ;Z)

such that
(γ · σ) = P (γ)(σ)

for γ in Hk(M,Z) and σ in Hn−k(M,Z).

The same way of reasoning we proves another important theorem, which
gives us a duality theorem for relative homology. Suppose now we have a sub-
manifold S in M and that we take the relative homology of the pair (M,M \S);
now, this means that we are taking into account only the cycles in the homology
of M which are contained in the subcomplex of K defined by S. Please note
that a simplex σ of K is contained in S if and only if its dual cell ∗σ intersects
with S.

Theorem 1.2.3 (Alexander duality). Let S be a compact submanifold of M ,
oriented manifold of dimension n; the intersection pairing

Hk(M,M \ S;Z)×Hn−k(S;Z)→ Z,

is unimodular; i.e., any linear functional τ : Hn−k(S,Z) → Z is expressible as
intersection with some class α ∈ Hk(M,M \S,Z), and any class α ∈ Hn−k(S,Z)
having intersection number 0 with all classes in Hk(M,M \ S;Z) is a torsion
class.
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1.3 C̆ech Cohomology

Definition 1.3.1. Let X be a topological space. A presheaf G of groups
(abelian groups, rings, vector spaces) over X is a correspondance which asso-
ciates to every open set U of X a group (abelian group, ring, vector space) G(U)
and to each pair of nested subsets U ⊂ V a homomorphism of groups (abelian
groups, rings, vector spaces) rU,V : G(V )→ G(U) such that:

1. G(∅) = 0;

2. rU,U = idG(U);

3. for each triple U ⊂ V ⊂W we have that rU,V ◦ rV,W = rU,W .

We say a presheaf G is a sheaf if for every U =
⋃
Ui union of open sets of X

the following additional conditions are satisfied:

1. if f, g ∈ G(U) are such that rUi,U (f) = rUi,U (g) for every i, then f ≡ g;

2. if fi are a collection of elements of G(Ui) such that

rUi∩Uj ,Ui(fi) = rUi∩Uj ,Uj (fj),

then there exists an f ∈ G(U) such that rUi,U (f) = fi.

Definition 1.3.2. Let F and G be two sheaves on a topological space X. A
morphism of sheaves α is a collection of homomorphisms {αU : F(U) →
G(U)}U⊂X such that, if U ⊂ V ⊂ X the following diagram commutes:

F(V )

rU,V

��

αV // G(V )

rU,V

��
F(U)

αU // G(U).

The kernel of α is the sheaf ker(α) given by

ker(α)(U) = ker(αU : F(U)→ G(U)).

Remark 1.3.3. The definition of the cokernel of α is more difficult. We define
a section of coker(α) over an open set U to be a cover {Uα} of U and sections
σα ∈ G(Uα) such that, for every pair α, β

σα|Uα∩Uβ − σβ |Uα∩Uβ ∈ α(F(Uα ∩ Uβ));

we define an equivalence relation on these collections saying that {(Uα, σα)}
is equivalent to {(U ′α, σ′α)} if for every p ∈ U , p ∈ Uα ∩ U ′β there exists a
neighborhood V ⊂ Uα ∩ U ′β of p such that σα|V − σ′β |V ∈ αV (F(V )).

Definition 1.3.4. We say a sequence of sheaf maps

0 // E α // F
β // G // 0

is exact if E = ker(α) and G = coker(β).



18 CHAPTER 1. FOUNDATIONAL MATERIAL

Definition 1.3.5. Let R be a sheaf of rings on a topological space X with
restriction maps rU,V . Let M be a sheaf on X such that M(U) is a R(U)
module for each U , with restriction maps sU,V . We say that M is a sheaf of
R-modules if, for U ⊂ V , t ∈ R(U), m ∈M(U) we have that

sU,V (t ·m) = rU,V (t) · sU,V (m).

Remark 1.3.6. In this thesis we use many different sheaves. In Section 1.1 we
already cited the sheaf of holomorphic functions on a complex manifold M ,
denoted by OM , which is a sheaf of rings and the sheaf of ideals of a subvariety
S, denoted by IS .

Examples of sheaf of OM -modules are the tangent sheaf of M , denoted by

TM and the sheaf of holomorphic one forms on M , denoted by ΩM .

The sheaf of smooth functions on M , denoted by C∞ is also a sheaf of
ring, while the sheaf of smooth p-forms on M , denoted by Ap is a sheaf of
C∞-modules.

Suppose now M is a smooth manifold of dimension m and let U = {Uα}α∈I
be an open covering of M . For a (p+ 1)-uple (α0, . . . , αp) of elements of I, we

set Uα0...αp = ∩pν=0Uαν . We define the p-cochains of the C̆ech complex of the
sheaf G to be the elements of:

Cp(U ,G) =
∏

(α0...αp)∈Ip+1

G(Uα0...αp).

We define the coboundary operator δ : Cp(U ,G)→ Cp+1(U ,G) by:

(δσ)α0...αp+1
=

p+1∑
ν=0

(−1)νσα0...α̂ν ...,αp+1
,

where the hat means that the index is to be omitted. We will call a p-cochain α
a cocycle if its image δ(α) is 0, and we will call a p-cochain α a coboundary
if α = δ(β) for some (p− 1)-cochain β.

Lemma 1.3.7. Let δ be the coboundary operator of C̆ech cohomology; then
δ ◦ δ = 0

Proof. The proof is a computation:

(δ2σ)α0,...,αp+2
=

p+2∑
ν=0

(−1)νδσα0...α̂ν ...αp+2

=

p+2∑
ν=0

(−1)ν
p+1∑
µ=0

(−1)µσα0...α̂ν ...α̂µ...αp+1 = 0,

since every component appears twice in this sum, with opposite signs.

Since δ ◦ δ = 0 we have a complex:

0→ C0(U ;G)→ C1(U ;G)→ C2(U ;G)→ C3(U ;G)→ · · ·



1.3. C̆ECH COHOMOLOGY 19

which we denote by C∗(U ;G, δ) or C∗(U ;G) and is called the C̆ech complex
for the sheaf G. We denote by Hp(U ,G) its p-th cohomology group

Hp(U ,G) :=
ker(δp : Cp(U ;G)→ Cp+1(U ;G))

im(δp−1 : Cp−1(U ;G)→ Cp(U ;G))
.

Since ker δ0 = G(M) we have H0(U ,G) = G(M), the global sections of G; we
shall also denote G(M) by Γ(M,G). The C̆ech cohomology for the sheaf G
denoted by Ȟp(M,G) is defined by taking the direct limit of Hp(U ,G) over the
open coverings U of M . In practice we are going to work with covers, thanks to
the Leray theorem, that we state here.

Theorem 1.3.8 (Leray theorem). If the covering U is acyclic for the sheaf G
in the sense that

Hq(Ui1 ∩ · · · ∩ Uip ,G) = 0, q > 0, any i1, . . . , ip,

then H∗(U ,G) ∼= Ȟ∗(M,G).

Theorem 1.3.9 (Long exact sequence for C̆ech cohomology). Suppose that

0 // E α // F
β // G // 0,

is a short exact sequence of sheaves. Then, there exists operators δ∗ : Hp(M,G)→
Hp+1(M, E) such that the following sequence is exact:

· · · // Hp(M, E)
α∗ // Hp(M,F)

β∗ // Hp(M,G)
δ∗ // Hp+1(M, E) // · · ·

Proof. Let [σ] be a class in Hp(M,G) and let (U , σ) be a C̆ech cocycle repre-
senting it. Passing to a refinement U ′ of U we can find τ ∈ Cp(U ′,F) such that
β(τ) = σ. We take δ(τ) ∈ Cp+1(U ′,F). We have that β(δ(τ)) = δ(β(τ)) = δσ =
0. So, taking a refinement U ′′ of U ′ we have that there exists µ ∈ Cp+1(U ′′, E)
such that α(µ) = δ(τ). Now

αδµ = δαµ = δ2τ = 0.

Since α is injective we have that δµ = 0 and therefore [µ] is a well defined class
in Hp+1(M, E). We define δ∗([σ]) = [µ].

We will now prove an acyclicity result for the sheaf of smooth q-forms.

Lemma 1.3.10. Let M be a smooth manifold and let U be a cover of M , locally
finite. Then the C̆ech complex of q-forms on U is acyclic, i.e.

Hp(U ;Aq) = 0,

for p > 0.

Proof. Since M is a manifold and U is locally finite there exists a partition of
unity subordinate to U = {Uα}, which we will denote by ρα. We construct now
an operator

K : Cp(U , Aq)→ Cp−1(U , Aq)
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in the following way: if σ is an element of Cp(U , Aq) then

(Kσ)α0...αp−1
=
∑
α

ρασαα0...αp−1
.

Suppose now σ is a cocycle. Then:

(δσ)αα0...αp = σα0...αp +
∑
i

(−1)i+1σαα0...α̂i...αp = 0;

and therefore
σα0...αp =

∑
i

(−1)iσαα0...α̂i...αp .

If τ = Kσ then

(δτ)α0...αp =
∑
i

(−1)iτα0...α̂i...αp

=
∑
i

(−1)i
∑
α

ρασαα0...α̂i...αp =
∑
α

∑
i

(−1)iρασαα0...α̂i...αp

=
∑
α

ρασα0...αp = σα0...αp .

This means that every cocycle is a coboundary.

Remark 1.3.11. This result and Leray Theorem 1.3.8 imply that the C̆ech co-
homology groups Ȟp(M,Aq) = 0 for p > 0.

Remark 1.3.12. An important class of sheaves are the so called fine sheaves.
A fine sheaf F is a sheaf that for any open cover {Ui} of a topological space
X admits a locally finite family of homomorphisms αUi : F → F such that for
every x in X we have that ∑

x∈Ui

αUi = id

and αUi ≡ 0 outside Ui. For such sheaves the proof of Lemma 1.3.10 works
word by word. When dealing with holomorphic objects one of the big issues is
that sheaves as the sheaf of holomorphic functions and holomorphic forms do
not admit a partition of unity.

1.4 C̆ech-de Rham cohomology

We will now define a new chain complex, the C̆ech-de Rham complex, which is
going to be the main tool in our study of Chern classes. We refer to [31, 11] for
the material in this section. Let M be a m dimensional smooth manifold and
let U = {Uα} be an open covering of M . We take the cochain groups

Kp,q := Cp(U , Aq) =
∏

α0,...,αp

Aq(Uα0...αp).

We have two coboundary operators:

δ : Kp,q → Kp+1,q,
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the C̆ech coboundary defined in the previous section and

d : Kp,q → Kp,q+1,

the exterior differential on each Uα. We define now a new cochain complex,
denoted by A•(U); the cochain groups are given by Ar(U) =

⊕
p+q=rK

p,q and

the differential D = Dr : Ar(U)→ Ar+1(U) is given by

(Dσ)α0...αp =

p∑
ν=0

(−1)νσα0...α̂ν ...αp + (−1)pdσα0...αp .

We could write D in a compact form saying that D = δ + (−1)pd. With this
form in mind it is simple to prove that D2 = 0, since

D2 = D(δ + (−1)pd) = δ2 + (−1)p+1dδ + (−1)pδd+ (−1)pd2 = 0,

because d and δ commute.

Theorem 1.4.1. The restriction map r∗ : Ar(M) → C0(U , Ar) induces an
isomorphism

Hr
dR(M ;C)→ Hr(A•(U)).

Proof. First of all, we prove that each class [ω] in Hr(A•(U)) can be represented
by a cocycle with only the top component, i.e., the component in K0,r. We take
any cocycle representing [ω], denoting it by ω. Suppose its lowest nonzero com-
ponent, denoted by α, lies is in Kk,r−k. Since ω is a cocycle, we have that
Dω = 0 and in particular δα = 0, since α is the lowest nonzero component.
Thanks to Remark 1.3.11 we know that there exists β ∈ Kk−1,r−k such that
β = δα; let now ω′ = ω−Dβ. We have that [ω′] = [ω] but ω′ has no component
in dimension lower than Kk−1,r−k+1; iterating this process we obtain a cocycle
which has only top component. Being a cocycle for an element σ ∈ K0,r means
that δσ = 0 and dσ = 0; this means that σ is a closed global r-form. There-
fore, the restriction map is surjective because each class of Hr(A•(U)) can be
represented by a closed global form.

We prove now that it is injective. Suppose ω is a class in Hr
dR(M ;C) such

that r∗(ω) = Dφ for φ a cochain. As we proved above, we can find a cocycle η
homologous to Dφ that has only top component. Now, we can find a cochain θ
such that Dθ = η; since η has only top component, if we denote by β the lowest
component of θ we have that δβ = 0. Using the same procedure as before we
can find a new cochain θ′ such that the difference θ− θ′ is exact and which has
only top component. This implies Dθ′ = dθ′ = η and that δθ′ = 0; therefore θ′

is a global form whose differential is ω.

To compute the cohomology of the costant sheaf C we use an important
result, called the Poincaré Lemma. We refer, for the proof to [11, pag. 33].

Lemma 1.4.2 (Poincaré Lemma). Let U be a simply connected open set. Then
Hp(U,C) = 0 for p > 0.

From the Poincaré Lemma follows directly the acyclicity of the constant
sheaf C, and the Leray theorem yields.
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Lemma 1.4.3. Let U be a good cover, i.e., every non-empty finite intersection
Uα0...αp is simply connected. Then

Hr(A•(U)) ' Ȟr(M ;C)

Corollary 1.4.4. Suppose M admits a locally finite good cover U . Then

Hr
dR(M ;C) ' Ȟr(M ;C).

All the usual properties of de Rham cohomology pass, thanks to the iso-
morphism, to C̆ech-de Rham cohomology. The cup product in C̆ech-de Rham
cohomology is the analogous of the wedge product in de Rham cohomology (and
on forms):

^: Ar(U)×As(U)→ Ar+s(U).

The cup product between two classes σ ∈ Ar(U) and τ ∈ As(U) is given in
components by:

(σ ^ τ)α0...αp =

p∑
ν=0

(−1)r−ν(−1)p−νσα0...αν ∧ ταν ...αp .

Let M be an oriented manifold of dimension n and let S be a closed set. We
define now the isomorphism between the relative cohomology H∗(M,M \ S,C)
and a cohomology H∗(A•(U , U0)), that we will define now. Let U0 = M \ S,
U1 = M and let U = {U0, U1}. We denote by Ar(U , U0) the kernel of the
canonical projection Ar(U) → Ar(U0). We have the short exact sequence of
cochain groups:

0→ Ar(U , U0)→ Ar(U)→ Ar(U0)→ 0,

which gives rise to the long exact sequence:

· · · → Hr−1(A•(U0))→ Hr(A•(U , U0))→ Hr(A•(U))→ Hr(A•(U0))→ · · ·

From the isomorphism between C̆ech-de Rham cohomology and de Rham coho-
mology we know that H∗(A•(U0)) ' H∗(M \S,C) and H∗(A•(U)) ' H∗(M,C)
so, comparing with the long exact sequence in cohomology for the pair (M,M \
S),

· · · → Hr−1(M \ S;C)→ Hr(M,M \ S;C)→ Hr(M)→ Hr(M \ S;C)→ · · ·

we have, by the five lemma that Hr(A•(U , U0)) ' Hr(M,M \ S;C). We study
now the behaviour of the cup product of Ak(U)×Al(U)→ Ak+l(U) given by

(σ0, σ1, σ01) ^ (τ0, τ1, τ01) = (σ0 ∧ τ0, σ1 ∧ τ1, (−1)kσ0 ∧ τ01 + σ01 ∧ τ1).

If σ is in A•(U , U0) then σ0 = 0 and the cup product

(0, σ1, σ01) ^ (τ0, τ1, τ01) = (0, σ1 ∧ τ1, σ01 ∧ τ1) (1.1)

depends only on σ1, σ01, τ1:

^: Ak(U , U0)×Al(U1)→ Ak+l(U , U0).
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For any open neighborhood U of S in M , thanks to the excision principle, the
inclusion of pairs (U,U \ S) ↪→ (M,M \ S) induces an isomorphism

Hr(M,M \ S;C)
' // Hr(U,U \ S;C).

If U is a tubular neighborhood of S we can take now another cover of M , given
by U0 = M \ S and U1 = U ; thanks to the excision principle we see that the
cup product above induces a cup product

Hk(M,M \ S;C)×H l(S;C)→ Hk+l(M,M \ S;C).

1.5 Integration in C̆ech-de Rham cohomology

In this section we will show how integration is defined in the C̆ech-de Rham
formalism (we refer to [31, 24]). Let M be a n dimensional smooth manifold
and let U be an open cover ofM indexed as in Section 1.3 and 1.4. Given an open
subset V of M , we denote by IntV the interior of V . Given a p-uple of indices
{α0, . . . , αp} we say it is maximal if Uαα0...αp 6= ∅ implies that α ∈ {α0, . . . , αp}.

Definition 1.5.1. A system of honeycomb cells adapted to U is a collection
of open subsets {Rα} with piecewise smooth boundary in M satisfying the
following conditions:

1. Rα ⊂ Uα,

2. M =
⋃
αRα,

3. IntRα ∩ IntRβ = ∅ if α 6= β,

4. if Uα0...αp 6= ∅, then Rα0...αp =
⋂p
ν=0Rαν is an (n − p)-manifold with

piecewise smooth boundary

5. if {α0, . . . , αp} is maximal, Rα0...αp has no boundary.

If M is oriented we orient Rα0...αp by the following convention:

1. each Rα has the same orientation as M and the boundary has the bound-
ary orientation, i.e., if p is in ∂Rα and w is an outward pointing vector
in TpRα we say v1, . . . , vn−1 is a positively oriented basis of Tp∂Rα if
w, v1, . . . , vn−1 is a positively oriented basis of TpRα. In general, given a
Rα0...αp its boundary is oriented following the same convention;

2. if ρ is a permutation, the orientation of Rαρ(0),...,αρ(p)
= signρ ·Rα0...αp ,

3. ∂Rα0...αp =
∑
αRα0...αpα.

A complete reference about the existence and the use of honeycomb systems
can be found in [24].

Let M be an oriented compact n dimensional manifold, if we have an open
covering U and a system of honeycomb cells we can now define the integration∫

M

: An(U)→ C
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by ∫
M

σ =

n∑
p=0

∑
α0...αp

∫
Rα0...αp

σα0...αp .

If σ is a C̆ech-de Rham n-cocycle, we can represent it as a cochain with
only top coefficients which is the image of the restriction of a closed global n-
form. Therefore, using a partition of unity argument, it can be seen that this
integration coincides with the usual integration of a de Rham n-class [11]. So,
the integral of a n-cocycle does not depend on the honeycomb system we take
into account and, if a n-cochain is a coboundary, its integral is 0. So we have a
well defined integration on the cohomology Hn(A•(U)). We can now translate
Poincaré duality in the language of C̆ech-de Rham cohomology: the bilinear
pairing

Hk(A•(U))×Hn−k(A•(U))→ C

(σ, τ) 7→
∫
M

σ ^ τ

gives rise to an isomorphism that sends a class [σ] in Hk(A•(U)) to the class
[C] in Hn−k(M,C) such that: ∫

M

σ ^ τ =

∫
C

τ,

for each τ in Hn−k(A•(U)) where we choose the cycle C in its homology class
so that it is transverse to each Rα0...αp , and the integral on the right hand side
is defined as

n∑
p=0

∑
α0...αp

∫
Rα0...αp∩C

τα0...αp .

Suppose now we have an oriented manifold M of dimension n, and a compact
subset S (M does not need to be compact). We take the cover U = {U0, U1},
where U0 = M \ S and U1 is a tubular neighborhood of S. We can define the
integration ∫

M

: An(U , U0)→ C

by setting ∫
M

σ =

∫
R1

σ1 +

∫
R01

σ01, (1.2)

which induces an integration on the cohomology∫
M

: Hn(A•(U , U0))→ C.

Thanks to the cup product for the relative cohomology (1.1) we can define a
pairing

Hk(A•(U , U0),C)×Hn−k(A•(U1),C)

(σ, τ) 7→
∫
M

σ ^ τ.
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The class [σ] in Hk(A•(U , U0)) corresponds to the class [C] in Hn−k(S;C) such
that ∫

R1

σ1 ∧ τ1 +

∫
R01

σ01 ∧ τ1 =

∫
C

τ1.

Another interesting operation connected with integration of cochains in
C̆ech-de Rham cohomology is the analogous of integration along the fiber.
We recall now the definition of integration along a fiber for forms on a fiber
bundle. Let π : B →M be a fiber bundle with typical fiber F ; if M is a mani-
fold without boundary but the fiber F has boundary ∂F then the fiber bundle
B is a manifold with boundary ∂B, a fiber bundle with typical fiber ∂F ; if we
denote by ∂π = π|∂B then ∂π : ∂B →M denotes the induced fiber bundle with
fiber ∂F .

Let M be a smooth manifold without boundary and F is a compact oriented
manifold of dimension r with boundary ∂F . Suppose B is an oriented smooth
fiber bundle with fiber F . Let {Uα} be a cover of M such that there exist
trivializations φα : π−1(Uα) → Uα × F oriented accordingly to the orientation
of B. By taking smaller Uα we may assume that each Uα is a coordinate
neighborhood with coordinates (x1

α, . . . , x
n
α). If F has boundary, we think of F

as being inside an oriented manifold F ′ of the same dimension without boundary;
we may think of B as being inside a fiber bundle π′ : B′ → M with fiber F ′

and each φα as being the restriction of a trivialization φ′α : π−1(Uα)→ Uα×F ′
of B′. We cover F ′ by coordinate neighborhoods Vλ, such that (t1λ, . . . , t

r
λ) is

a coordinate system oriented accordingly to the orientation of F ′; moreover,
we suppose the coordinate system is such that if ∂F ∩ Vλ 6= ∅ we have that
F ∩ Vλ = {trλ ≥ 0}; we give ∂F the boundary orientation, i.e. ∂F is oriented so
that the form (−1)rdt1λ ∧ . . . ∧ dt

r−1
λ is positive. We take a covering of B given

by W = {Wα,λ}, where Wα,λ = (φ′α)−1(Uα × Vλ). Take now a p-form ω on a

neighborhood of B; the restriction morphisms to each Wα,λ give rise to a C̆ech
cocycle in C0(Ap,W). On each Wα,λ the form ωα,λ := ω|Wα,λ

can be written as

ωα,λ =
∑

#I+#J=p,#J 6=r

fα,λ,I,Jdt
J
λ ∧ dxIα +

∑
#I=p−r

fα,λ,r,Idt
λ ∧ dxIα,

where I and J are #I-tuples and #J-tuples respectively of indices and by dtλ

we mean the r-form dt1λ ∧ . . . ∧ dtrλ. Since B is a fiber bundle we have that
(xβ , tµ) = (xβ(xα), tµ(xα, tλ)). This implies that under changes of coordinates,
we have that:∑

#I=p−r

fβ,µ,r,Idt
µdxIβ =

∑
#I=p−r

fα,λ,r,I det

(
∂tµ
∂tλ

)
dtλ

∂xIα
∂xJβ

dxJβ . (1.3)

In particular, if we look at the coordinate changes between Wα,µ and Wα,λ we
see that the collection of forms

ω̃α,λ,I := fα,λ,r,Idt
r
λ

give rise to a well defined r-form on the fiber, that we shall denote by ω̃α,I . We
define now:

Fα,I :=

∫
F

ω̃α,I .
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For each Uα we define the integration along the fiber of ω to be the form:

τα =
∑

#I=p−r

Fα,Idx
I
α.

Again, thanks to equation (1.3) we have that the τα’s glue together to a well
defined (p− r)-form on M , that we shall denote by π∗(ω).

Proposition 1.5.2 (Projection formula). Let M be a smooth manifold of di-
mension n and let π : B → M be an oriented fiber bundle with fiber a compact
oriented manifold F of dimension r (possibly with boundary).

1. For ω ∈ Ap(B) and θ ∈ Aq(M),

π∗(ω ∧ π∗θ) = π∗ω ∧ θ.

2. if M is compact and oriented, for ω in Ap(B) and θ in An+r−p(M)∫
B

ω ∧ π∗θ =

∫
M

π∗ω ∧ θ.

Proof. First of all, given a form θ in Aq(M), we know that on each Uα its pull-
back to B is a form constant along the fibers and having only dxα components.
On π−1Uα we see that π∗θ|π−1(Uα) =

∑
J gJ(xα)dxJα, where J is a q-uple of

integers. Therefore, if ω is a form in Ap(B), having as components involving
dtλ on each Wα,λ ∑

I

fα,I(xα, tλ)dtλ ∧ dxIα

and

ω ∧ π∗θ|Wα,λ
=
∑
I,J

fα,I(xα, tλ)dtλ ∧ dxIα ∧ gJ(xα)dxJα + terms without dtλ.

Integrating fα,I(xα, tλ)dtλ we get the assertion. The second part of the propo-
sition is proved by direct computation; if we denote by {ρα} a partition of unity
adapted to {Uα} we have:∫

B

ω ∧ π∗θ =
∑
α

∫
F

∫
Uα

π∗ρα · ω ∧ π∗θ|π−1(Uα).

Since π∗θ has no dtλ components, we have that:∑
α

∫
F

∫
Uα

π∗ρα · ω ∧ π∗θ|π−1(Uα) =
∑
α

∫
Uα

ραπ∗ω ∧ θ|Uα =

∫
M

π∗ω ∧ θ.

The second important proposition is the following.

Proposition 1.5.3. Let M be a smooth manifold of dimension n and let π :
B →M be an oriented fiber bundle with fiber a compact oriented manifold F of
dimension r (possibly with boundary). Then:

π∗ ◦ d+ (−1)r+1d ◦ π∗ = (∂π)∗ ◦ i∗,

where i is the inclusion ∂B ↪→ B.
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Proof. We take a partition of unity adapted to {Wα,λ}. Since both d and π∗ are
linear we can use a partition of unity argument and prove the assertion for each
coordinate patch {Wα,λ}. We first prove the assertion for a coordinate patch
Wα,λ such that Wα,λ ∩ ∂B = ∅. Then the assertion becomes:

π∗ ◦ d = (−1)rd ◦ π∗.

We prove it first for forms which can be expressed as
∑
I fλ,Idt

λ ∧ dxIα. Please
note that i∗dtλ = 0, so, for such a form this relation would hold also if Wα,λ ∩
∂B 6= ∅. Now:

π∗ ◦ d(
∑
I

fλ,Idt
λ ∧ dxIα) = π∗

(∑
I

n∑
i=1

∂fλ,I
∂xiα

dxiα ∧ dtλ ∧ dxIα
)

=
∑
I

n∑
i=1

(−1)rπ∗

(
∂fλ,I
∂xiα

dtλ ∧ dxiα ∧ dxIα
)

=
∑
I

n∑
i=1

(−1)rπ∗

(
∂fλ,I
∂xiα

dtλ
)
∧ dxiα ∧ dxIα

= (−1)rd ◦ π∗
(∑

I

fλ,Idt
λ ∧ dxIα

)
.

Now, we prove it for forms of type∑
I

r∑
ν=1

fλ,Idt
1
λ ∧ . . . ∧ d̂t

ν

λ ∧ . . . ∧ dtrλ ∧ dxIα.

Please note that π∗ of such a form is 0. Suppose now that Wα,λ ∩ ∂B = ∅,
then, for this type of form, we have that the left hand side is 0 because of
Stokes theorem and the right hand side is 0 since in this coordinate patch i is
the immersion of the empty set. Without loss of generality we can suppose that
Wα,λ ∩ ∂B = {trα = 0}. We have that since we are integrating the differential of
this form along the fiber, on each fiber, by Stoke’s theorem this is equivalent to
integrate the form on the boundary Wα,λ ∩ ∂B = {trα = 0}. So, without loss of
generality, we can suppose the form is of type∑

I

fλ,Idt
1
λ ∧ . . . ∧ dtr−1

λ ∧ dxIα.

For forms of this type the relation is easily seen to be satisfied.

Now, suppose we have an oriented real vector bundle π : E → M of rank r
over a smooth manifold M of dimension n. We identify M with the zero section
of E. We set W0 = E \M and W1 = E and we consider the C̆ech-de Rham
cohomology with respect to the covering W = {W0,W1}. Let T1 be a closed
disc bundle in W1 and T0 = E \ IntT1. Then {T0, T1} is a system of honeycomb
cells adapted to W. If we denote by π1 the restriction of π to T1 and by π01 the
restriction to T01 we define the “integration along the fiber”

π∗ : Ap(W,W0)→ Ap−r(M)

by:
(0, σ1, σ01)→ (π1)∗σ1 + (π01)∗σ01.

From the propositions we proved above we have the following.
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Lemma 1.5.4. Let M be a smooth manifold of dimension n and let π : E →M
be a smooth, oriented, real vector bundle of rank r. Then:

1. for σ in Ap(W,W0) and θ in Aq(M),

π∗(σ ^ π∗θ) = π∗σ ∧ θ,

where we consider π∗θ as an element in Aq(W1);

2. if M is compact and oriented, then for σ in Ap(W,W0) and θ in An+r−p(M),∫
E

σ ^ π∗θ =

∫
M

π∗σ ∧ θ;

3.
π ◦D + (−1)r+1d ◦ π∗ = 0,

where by d ◦ π∗ we mean d ◦ (π1)∗ + d ◦ (π01)∗.

Using this last proposition one can prove that the integration along the fiber
induces a homomorphism in cohomology.

Theorem 1.5.5 (Thom isomorphism). The homomorphism induced by integra-
tion along the fiber:

π∗ : Hp(E,E \M ;C)→ Hp−r(M ;C)

is an isomorphism.

For a proof of this theorem we refer to [11] or [31]. The proof of this theorem
permits us to find an inverse TE for π∗ and a class φE (depending on the
vector bundle E), called the Thom class, which corresponds to the class [1] in
H0(M ;C). In general:

TE(a) = φE ^ π∗a.

Suppose now M is a smooth manifold of dimension n and S is a smooth sub-
manifold of dimension k. There exists an interesting relation between Poincaré
and Alexander duality and Thom isomorphism. Since S is a submanifold it
admits a tubular neighborhood Tε which is diffeomorphic to the normal bun-
dle NS/M . We consider now the Thom isomorphism π∗ : Hp+r(Tε, Tε \ S;C)→
Hp(S;C). Thanks to the excision principle, this isomorphism induces an isomor-
phism π∗ : Hp+r(M,M \ S;C)→ Hp(S;C). Now, r is exactly the codimension
of S in M , i.e., r = n − k. Thanks to Lemma 1.5.4 we have the following
commutative diagram:

Hp+r(M,M \ S;C)

AMS
��

' // Hp+r(Tε, Tε \ S)
π∗ // Hp(S;C)

PS

��
Hk−p(S;C)

' // Hk−p(S;C).

This diagram tells us that the Thom class corresponds to the Alexander dual
of the class [1] in H0(S;C); moreover, thanks to the long exact sequence in
cohomology for the couple (M,M \S) we can extend a class in Hr(M,M \S;C)
to a class of Hr(M ;C) with support in a tubular neighborhood of S; hence, the
Thom class is a good tool to compute the Poincaré dual of a submanifold.
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1.6 Chern classes in the Chern-Weil framework

Let E be a complex vector bundle on a differentiable manifold M , we denote by
Ap(M,E) the set of p-forms with values in E and with Ap(M) the p-forms on M ,
where A0 is understood to be the sheaf of smooth functions A0(M) = C∞(M).
We refer to [18] and [31] for a treatment of this topic.

Definition 1.6.1. Let π : E →M be a complex vector bundle over a differen-
tiable manifold M . A connection on E is a C-linear map

∇ : A0(M,E)→ A1(M,E)

which satisfies the Leibniz rule, i.e.

∇(f · s) = df ⊗ s+ f∇(s) for f ∈ A0(M), s ∈ A0(E).

Lemma 1.6.2. A connection ∇ is a local operator: if a section s of E is
identically 0 on an open set U , so is ∇(s).

Proof. Let p be a point in U and φ a function which is 0 on a neighborhood V
of p contained in U and such that φ ≡ 1 outside U . Then s = φ · s everywhere
on M . Now:

∇(s)(p) = ∇(φ · s)(p) = dφ⊗ s(p) + φ(p) · ∇(s)(p).

Since φ is constant on V then dφ(p) = 0 on V . So ∇(s)(p) = 0. Since this is
true for every point p in U we have that ∇(s) = 0 on U .

So we can restrict a connection to an open subset U of M . In particular, if
we have a trivializations {Ui} of E on M it makes sense to look at the restriction
of the connection to Ui.

Lemma 1.6.3. Let ∇1, . . . ,∇k connections for E and ψ1, . . . , ψk functions on
M with

∑k
i=1 ψi ≡ 1. Then

∑k
i=1 ψi∇i is a connection for E.

Proof. We have to check the definition.
∑k
i=1 ψi∇i is clearly a linear map from

A0(E,M) to A1(E,M). Furthermore

k∑
i=1

ψi∇i(f · s) =

k∑
i=1

ψi · df ⊗ s+ f ·
k∑
i=1

ψi∇i(s)

= df ⊗ s+ f ·
k∑
i=1

ψi∇i(s).

Suppose now we have a vector bundle E of rank k with trivializations
{(Ui, φi)}. Let s be a section of E; on Ui we have that φi(s|Ui) = (s1, . . . , sk).
On Ui we can define a connection ∇i by sending (s1, . . . , sk) in (ds1, . . . , dsk)
(this is called the flat connection on Ui). If {ei,1, . . . , ei,n} is the frame for
E|Ui given by φi the action of ∇ on this frame is nothing else but ∇i(ei,j) = 0
for each j = 1, . . . , n. Let {ψi} be a partition of unit subordinated to {Ui}.
Since the sum is locally finite, by the lemma

∑
i φi∇i is a connection on E.

This construction shows that every vector bundle admits a connection.
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Remark 1.6.4. Please note that we did not define a global flat connection. In
fact, let Uα and Uβ be two sets of the trivialization with non empty inter-
section. Let {eα,1, . . . , eα,n} and {eβ,1, . . . , eβ,2} be frames for E|Uα and E|Uβ
respectively. Then eβ,i = (gβα)jieα,j , where the gαβ are the transition functions
for the vector bundle. Let ∇ be the flat connection on Uα with respect to the
frame {eα,1, . . . , eα,n}. On Uα ∩ Uβ we want to look at the behaviour of the
connection when we change frame:

∇eβ,i = ∇
( n∑
j=1

(gβα)jiej,α

)
=

n∑
j=1

d(gβα)ji ⊗ ej,α +

n∑
j=1

(gβα)ji∇(ej,α)

=

n∑
j,i′=1

d(gβα)ji (g
−1
βα)i

′

j ⊗ ei′,β . (1.4)

While the connection was flat with respect to the frame of E|Uα , it may not be
flat anymore on Uα ∩ Uβ with respect to the frame of E|Uβ .

We are now interested in giving a local representation of a connection.

Lemma 1.6.5. If ∇ and ∇′ are two connections on a vector bundle E then ∇−
∇′ is A0(M)-linear and thus it can be considered an element in A1(M,End(E)).
If ∇ is a connection on E and A is an element in A1(M,End(E)), then ∇+ θ
is again a connection on E

Proof. By direct computation:

∇(f · s)−∇′(f · s) = df ⊗ s+ f∇(s)− df ⊗ s− f∇′(s) = f · (∇(s)−∇′(s)).

Let now Ui be a trivializing open subset of E. Then an element A in
A1(M,End(E)) can be represented in this trivialization as a matrix of 1-forms
(θji ). Let s be a section of E, in the trivialization we have that φi ◦ s|Ui =
(s1, . . . , sn). The action of A on s can be then described in the trivialization as:

(A · s)j =

k∑
i=1

θji s
i,

which is clearly an element of A1(M,E). Let now A be in A1(M,End(E)); then

∇(f · s) +A(f · s) = df ⊗ s+ f · ∇(s) + f ·A(s) = df ⊗ s+ f(∇+A)(s).

Remark 1.6.6. We have seen that on each set of a trivialization for E we can
define a flat connection. On each trivialization Ui we can represent ∇ in the
form d+ θ where θ is in A1(M,End(E)|Ui).

Let now ∇ be a connection for E, we define its extension ∇ from Ap(M,E)
to Ap+1(M,E). Let µ be a p-form with values in E, In a trivialization for
Ap(M,E) it can be written as sum of forms of the type ω ⊗ s where ω is a
p-form on M and s is a section of E. We define then

∇ : Ap(M,E)→ Ap+1(M,E)
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as

∇(ω ⊗ s) = dω ⊗ s+ (−1)pω ∧∇(s).

Moreover, a generalized Leibniz rule holds for this extension, i.e., for any section
α of Ap(M,E) and for any k-form β one has:

∇(β ∧ α) = d(β) ∧ α+ (−1)kβ ∧∇(α),

since, if α = ω ⊗ s then

∇(β ∧ α) = ∇((β ∧ ω)⊗ s) = d(β ∧ ω)⊗ s+ (−1)p+k(β ∧ ω)⊗∇(s)

= d(β) ∧ ω ⊗ s+ (−1)p((β ∧ d(ω))⊗ s+ (−1)k(β ∧ ω)⊗∇(s))

= d(β) ∧ α+ (−1)pβ ∧∇(α).

Definition 1.6.7. The composition Ω := ∇◦∇ from A0(M,E) to A2(M,E) is
called the curvature of ∇.

Given a section s of E and a function f ∈ A0(M):

∇2(f · s) =∇(df ⊗ s+ f · ∇(s)) =

=d2(f)⊗ s− df ∧∇(s) + df ∧∇(s) + f∇2(s) = f · ∇2(s).

So the curvature is a A0(M) linear operator on E and we can consider it as
an element of A2(M,End(E)).

Since a connection on E can be represented as d + θ with θ in A1(M,E)
we would like to give a description of Θ in terms of θ. We have then in a
trivialization, supposing E has rank r:

∇2

(
ei

)
=∇

( r∑
j=1

(θji )ej

)

=

r∑
i=1

r∑
j=1

d(θji )⊗ ej −
r∑
j=1

r∑
k=1

θji ∧ θ
k
j ⊗ ek,

so Θ = dθ + θ ∧ θ, where by θ ∧ θ we mean (θ ∧ θ)ji :=
∑n
k=1 θ

j
k ∧ θki .

Suppose now E1 and E2 are vector bundles with connections ∇1 and ∇2. We
can define a connection on E1⊗E2 by ∇(s1⊗ s2) := ∇1(s1)⊗ s2 + s1⊗∇2(s2).
On E1 ⊕ E2 we can define a connection ∇ by ∇(s1 ⊕ s2) := ∇1(s1) ⊕ ∇2(s2).
If E is a vector bundle with connection ∇ we can define a connection ∇∗ on its
dual by

∇∗(ω)(s) = d(ω(s))− ω(∇(s)),

where by ω(∇(s)) we mean the extension by 1-form linearity of ω, i.e.,

ω(
∑
i

γi ⊗ ei) =
∑
i

γiω(ei),

where for each i, the γi’s are 1-forms.
Suppose now we have a trivialization of E, let (e1, . . . , er) be trivializing

sections. Then we can express the connection ∇ on E as d + θ where θ is a
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matrix of one forms. Let (ω1, . . . , ωr) be the dual frame for E∗. We want to
find the connection matrix for ∇∗ given the connection matrix θ of ∇:

∇∗(ωi)(ej) = d(ωi(ej))− ωi(∇(ej)) = d(δij)− ωi
( r∑
l=1

θlj · el
)

= −θij .

Therefore

∇∗(ωi) = −
r∑
j=1

θijω
j .

So the connection matrix of ∇∗ is −θt and we can locally express ∇∗ as d− θt.
We can now express the connection on the endomorphism bundle End(E,E) =
E∗ ⊗ E; on a trivializing neighborhood

∇(ωj ⊗ ei) = ∇∗(ωj)⊗ ei + ωj ⊗∇(ei) =

r∑
l=1

−θjl ω
l ⊗ ei +

r∑
k=1

ωj ⊗ θki ek.

Therefore for an endomorphism (Bijω
j ⊗ ei) we have

∇(

r∑
i,j=1

Bijω
j⊗ei) =

r∑
i,j=1

dBij⊗ωj⊗ei−
r∑

i,j,k=1

Bijθ
j
kω

k⊗ei+
r∑

i,j,l=1

Bijθ
l
iω
j⊗el.

We write this connection in the compact form d+ [θ, · ].

Lemma 1.6.8. Let A be a section of the endomorphism bundle of E and s a
section of E. Then

∇(A · s) = ∇(A) · s+A · ∇(s).

Proof. We compute first

∇(A · s) = ∇(
∑
i,j

sjAijei) =
∑
i,j

(dsjAij + sjdAij +
∑
l

sjAljθ
i
l)⊗ ei.

Now

A · ∇(s) = A · (
∑
k

dsk ⊗ ek +
∑
j,k

sjθkj ek) =
∑
i,j

dsjAij ⊗ ei +
∑
i,j,l

sjθljA
i
l ⊗ ei,

while
∇(A) · s =

∑
i,j

sj(dAij +
∑
l

(Aljθ
i
l − θljAil))⊗ ei.

Comparing the different expressions we get that:

∇(A · s) = ∇(A) · s+A · ∇(s).

Remark 1.6.9. Using the extensions of the connection for forms and endomor-
phisms defined above, from last Lemma follows the expression

∇(Θ(s)) = ∇(Θ)(s) + (−1)2Θ(∇(s)).
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Lemma 1.6.10. If Θ in A2(M,End(E)) is the curvature of a connection ∇ on
a vector bundle E, then

∇(Θ) = 0.

Proof. By direct computation, since ∇(Θ(s)) = ∇(Θ)(s) + Θ(∇(s)):

∇(Θ)(s) = ∇(Θ(s))−Θ(∇(s)) = ∇(∇2(s))−∇2(∇(s)) = 0.

Let V be a complex space of dimension n. A k-multilinear symmetric map
φ : V ⊗ . . . ⊗ V → C is an element in the k-th symmetric tensor power of
V ∗. To each of these maps we can associate its polarized form φ̃ : V → C
defined by φ̃(v) = φ(v, . . . , v), for every v in V . Let now φ be an element
of Sym2(V ∗). We choose a basis e1, . . . , en of V and a basis ω1, . . . , ωn of
V ∗. Let φ :=

∑n
i,j=1 ω

i ⊗ ωj and let v = (v1, . . . , vn) be a vector in V , then

φ̃(v) =
∑n
i,j=1 vi⊗vj is a homogeneous polynomial of degree 2 in the coordinates

of v.
In general if we take φ in Symk(V ∗) and evaluate its polarized form on the

vector λ · v:

φ̃(λ · v) = φ(λ · v, . . . , λ · v) = λkφ(v, . . . , v) = λkφ̃(v).

Since a k-multilinear form is a polynomial in the coordinates of the vectors on
which it is evaluated we get that the polarized form of a φ multilinear symmet-
ric map is a homogeneous polynomial. There is a one to one correspondence
between multilinear symmetric maps and homogeneous polynomials; indeed we
can construct a symmetric k-multilinear map from a homogeneous polynomial
of degree k by means of the polarization formula.

We consider now the case of V = gl(r,C) ' Matr(C). Let φ be a k-multilinear
map on gl(r,C). Such a map is called invariant if for all G in GL(r,C) and all
A1, . . . , Ak in gl(r,C) one has:

φ(G ·A1 ·G−1, . . . , G ·Ak ·G−1) = φ(A1, . . . , Ak). (1.5)

For every B in gl(r,C) and for every t in R the exponential of B given by

etB = I + tB +
1

2
t2 ·B2 + . . .

is a well defined matrix in GL(r,C). We want to differentiate etBAe−tB with
respect to t in 0:

lim
h→0

ehBAe−hB −A
h

= lim
h→0

(I + hB + o(h2))A(I − hB + o(h2))−A
h

=

= lim
h→0

A+ h ·BA− h ·AB + o(h2)−A
h

= AB −BA = [A,B].

Since the exponential of matrices, for fixed t different from 0, is surjective from
gl(r,C) to GL(r,C), differentiating both terms of (1.5), we get that the condition
for the invariance of φ can be rewritten as:

k∑
i

φ(A1, . . . , Aj−1, [Aj , B], Aj+1, . . . , Ak)) = 0,

for all B,A1, . . . , Ak in gl(r,C).
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Lemma 1.6.11. Let φ be a symmetric invariant k-form on gl(r,C). Given a
vector bundle E of rank r on a manifold M and fixed an integer m, for any
partition i1 + i2 + . . .+ ik = m there exists a naturally induced k-linear map:

φ :

( i1∧
T ∗M ⊗ End(E)

)
× . . .×

( ik∧
T ∗M ⊗ End(E)

)
→

m∧
C

T ∗M

defined by φ(α1 ⊗ t1, . . . , αk ⊗ tk) = (α1 ∧ . . . ∧ αk)φ(t1, . . . , tk).

Proof. Let Ui be a trivialization for E. Then, on a trivializing neighborhood
Ui, the definition of the map makes sense. Since φ is invariant, then the map
does not depend on the chosen trivialization.

Then the map induces a k-multilinear map on the level of global sections:

φ : Ai1(M,End(E))× . . .×Aik(M,End(E))→ AmC (M).

If we restrict φ to A2(M,End(E)) × . . . × A2(M,End(E)) this induced map is
symmetric. So we apply it to the curvature form Θ associated to a connection
∇ on a vector bundle E. We look now to the differential of φ(Θ, . . . ,Θ). By
how we extended φ to the level of global sections we get that:

dφ(γ1, . . . , γk) =

k∑
j=1

(−1)
∑j−1
l=1 ilφ(γ1, . . . , dγj , . . . , γk).

So if we evaluate it on Θ we get:

dφ(Θ, . . . ,Θ) =

k∑
j=1

φ(Θ, . . . , dΘ, . . . ,Θ).

Since the connection induced on A2(M,End(E)) by ∇ can be written as ∇ =
d+ [θ, · ], it acts on the curvature as ∇(Θ) = dΘ + [θ,Θ] and we get that:

dφ(Θ, . . . ,Θ) =

k∑
j=1

φ(Θ, . . . , dΘ, . . . ,Θ)

=

k∑
j=1

φ(Θ, . . . ,∇(Θ)− [θ,Θ], . . . ,Θ);

but ∇(Θ) = 0 so

dφ(Θ, . . . ,Θ) =

k∑
j=1

φ(Θ, . . . , [θ,Θ], . . . ,Θ);

using the invariance of φ we have that dφ̃(Θ) = 0. Therefore φ̃(Θ) defines a class
in de Rham cohomology. The open question now is whether this class depends
on the chosen connection; this issue is solved by the existence of an important
object, the Bott difference form.

In the following, if φ is a symmetric polynomial of degree n and ∇ is a
connection with curvature form Θ we denote by φ(∇) := φ(Θ).
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Lemma 1.6.12 (Existence of Bott’s form). Given a symmetric polynomial φ
of degree n and p+ 1 connections ∇0, . . . ,∇p there exists a form φ(∇0, . . . ,∇p)
of degree 2n− p, alternating in the p+ 1 entries and satisfying

p∑
i=0

(−1)iφ(∇0, . . . , ∇̂i, . . . ,∇p) + (−1)pdφ(∇0, . . . ,∇p) = 0. (1.6)

Proof. Consider the vector bundle E × Rp+1 →M × Rp+1 and let

∇̃ =

(
1−

p∑
i=1

ti

)
∇0 +

p∑
i=1

ti∇i.

If we denote by ∆p the standard p-simplex in Rp+1, i.e.,

∆p = {(t0, . . . , tp) ∈ Rp+1 |
p∑
i=0

ti = 1}

and we denote by
π : M ×∆p →M

the projection, we can integrate along the fiber π∗ : A∗(M ×∆p)→ A∗−p(M).
We set φ(∇0, . . . ,∇p) = π∗(φ(∇̃)). Now, integration along the fiber has an
important property (proved above in 1.5.4); we have that for a form ω in An(B):

π∗ ◦ d(ω) + (−1)p+1d ◦ π∗(ω) = (∂π)∗ ◦ i∗(ω),

where i is the inclusion ∂B → B and (∂π)∗ is the integration along the boundary
of the fiber.

We know that φ(∇̃) is a closed form and therefore

π∗(dφ(∇)) = 0;

as ν varies in 0, . . . , p we denote by iν the inclusion of the face ∆p−1
ν = {p ∈

∆p ⊂ Rp | tν = 0} in ∆p; if we denote by

∇̃ν = ∇̃|tν=0;

since on ∆p−1
ν we have that

∑p
i=1,i6=ν ti = 1

∇̃ν =

(
1−

p∑
i=1,i6=ν

ti

)
∇0 +

p∑
i=1,i6=ν

ti∇i,

then
i∗νφ(∇̃)− φ(∇̃ν) = 0,

because of the naturality of the pull-back with respect to all the operations with
forms. If we denote by ∂πν,∗ the integration along the face ∆p−1

ν we have that

φ(∇0, . . . , ∇̂ν , . . . ,∇p) = (∂π)ν,∗(φ(∇̃ν)).

Therefore:

(−1)p+1d ◦ π∗(φ(∇̃)) = (∂π)∗ ◦ i∗(φ(∇̃)) = (∂π)∗(

p∑
ν=0

(−1)νi∗ν(φ(∇̃)))

=

p∑
ν=0

(−1)νφ(∇0, . . . , ∇̂ν , . . . ,∇p).
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Therefore, given two connections ∇0 and ∇1 for a vector bundle E, the
difference φ(∇0) − φ(∇1) = dφ(∇0,∇1) is exact. Then the class [φ(∇)] in de
Rham cohomology does not depend on the connection chosen and the following
definition makes sense.

Definition 1.6.13. Let E be a complex vector bundle on a complex manifold
M ; let φ be a homogeneous polynomial of degree d. For any connection ∇ on E
let [φ(∇)] be the class in de Rham cohomology H2d(M,R) of the closed 2d-form
φ(∇). We denote this class by φ(E) and call it the characteristic class of E
for the polynomial φ.

We have now a nice recipe to calculate some invariants of M . Clearly, some
homogenous polynomials will be more interesting than others. Indeed, let A
be a diagonalizable matrix in GL(r,C). We know that it is coniugated to a
diagonal matrix D, by an invertible matrix B. By Binet’s formula

det(A+ I) = det(B−1) det(D + I) det(B) = det(D + I) =

r∏
i=1

(1 + λi),

where λi are the eigenvalues of A. But

r∏
i=1

(1 + λi) = 1 + σ1(λ1, . . . , λr) + . . .+ σr(λ1, . . . , λr), (1.7)

where σi are the elementary symmetric polynomials in λ1, . . . , λn. Since the ma-
trix is diagonalizable the eigenvalues can be expressed as polynomial functions of
the coefficients of the matrix and they are clearly invariant by coniugation. Now,
the diagonalizable matrices are dense GL(n,C), so by continuity the equality
(1.7) holds in general.

Definition 1.6.14. We call c(E) = det(I+
√
−1/2πΘ) the total Chern class

and each of the ci(E) := σi(E) is called the i-th Chern class of E.

The Chern classes are functorial [27], indeed, given two vector bundles E1

and E2 then c(E1 ⊕E2) = c(E1) ^ c(E2). Moreover, suppose we have a trivial
bundle E of rank r. If it is trivial we have a globally defined flat connection,
with Θ = 0. Since Chern classes do not depend on the connection we have that
c(E) = 0. Suppose now that E ≡ E′ ⊕ Ts, where Ts is a trivial bundle of rank
s. Then cj(E) = 0 for j = r − s+ 1, . . . , r.

1.7 Chern classes in C̆ech-de Rham cohomology

Recall we can define a connection for a vector bundle E on a manifold M
defining a connection for E on each trivializing neighborhood and gluing them
together to a global connection using a partition of unity. In section 1.4 we saw
that C̆ech-de Rham cohomology behaves naturally with respect to this gluing
operation and this makes us think that C̆ech-de Rham cohomology could be an
interesting framework for the theory of Chern classes (the main reference for
this section is [31]).

Suppose {Uα} is an open cover of a manifold M and let π : E → M be
a complex vector bundle of rank r and let ψ be a homogeneous symmetric
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polynomial of degree d. For each α we choose a connection ∇α for E on Uα and
we define an element ψ(∇∗) as a C̆ech cochain for the sheaf A2d by:

ψ(∇∗)α0...αp = ψ(∇α0
, . . . ,∇αp).

Now, from property (1.6) we have thatDψ(∇∗) = 0, so we have defined a cocycle
in C̆ech-de Rham cohomology. We check now this cocycle is well defined; if we
take another collection of connections ∇′∗ and define a new cochain φ by

φα0...αp =

p∑
ν=0

(−1)νψ(∇α0 , . . . ,∇αν ,∇′αν , . . . ,∇
′
αp),

we have that

ψ(∇′∗)− ψ(∇∗) = Dφ.

Hence, [ψ(∇∗)] is a well defined class in C̆ech-de Rham cohomology. Moreover,
if we take the image of this class through the isomorphism between C̆ech-de
Rham and de Rham cohomology we see that the class [ψ(∇∗)] corresponds to
the class φ(E) [31].

1.8 Foliations and coherent sheaves: definitions
and basic notions

In this section we will define some of the basic objects of our treatment and define
the cathegory in which our objects naturally live, the cathegory of coherent
sheaves. We refer to [20] for a treatment of coherent sheaves. It is known that
there is a 1-1 relationship between locally free sheaves and vector bundles on
complex analytic manifolds, i.e., locally free sheaves are the sheaves of section
of vector bundles. Coherent sheaves are an object more general than locally
free sheaves while retaining most of their interesting properties; intuitively one
could think of the coherent sheaves on a complex manifold M as sheaves which
are locally free outside an analytic subset Σ in M .

Definition 1.8.1. Let M be a complex manifold and let E be a sheaf of OM -
modules on M . We say E is finitely generated if, for every point x in M ,
there exist an open neighborhood Ux, a free module OnM of finite rank n and a
surjective mapping π : OnM |U → E |U . A finitely generated sheaf E is coherent
if for any U open set in M and any morphism φ : OkM |U → E |U of OM -modules
the kernel of φ is finitely generated. If E is a coherent sheaf, we define the
support of E as Supp(E) := {x ∈M | Ex 6= 0}.

On a general topological space, by a basic result of Serre, if two of the sheaves
of OM -modules in a short exact sequence

0→ E → E ′ → E ′′ → 0

are coherent then so is the third; moreover, given two coherent sheaves E and

F we have that Hom(E ,F) is coherent.
We make more precise the idea of a coherent sheaf as a locally free sheaf

outside an analytic subset. Indeed, the definition we gave of coherent sheaf is
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equivalent to the fact that, given a coherent sheaf E for every x in M there
exists an open set Ux and an exact sequence:

OqU
f // OpU

π // E |U // 0,

with p and q positive integers.
We claim the support of E is a holomorphic subvariety of M . Indeed the

homomorphism f is described by a q× p matrix of holomorphic functions (f)ij
on Ux. If p > q then f(OqU,y) is a proper submodule of OpU,y and therefore E 6= 0
for every y in Ux. Without loss of generality we can suppose that p ≤ q. Now,
we have that Ey = 0 if and only if f(OqU,y) ⊇ OpU,y. Now, with some work, it is
proved that this happens if and only if the matrix fij(y) has rank p; therefore
the support of E are the points y in Ux where the rank of fij(y) < p; this is
the zero set of the determinants of the p × p minors of fij(y) and therefore an
analytic subset of Ux.

Definition 1.8.2. For a coherent sheaf E we define

Sing(E) = {x ∈M | Ex is not OM,x−free}

and call it the singular set of E .

Remark 1.8.3. By definition E is locally free on M \ Sing(E). Its rank is called
the rank of E .

Now we can define precisely what a singular holomorphic foliation is.

Definition 1.8.4. (The tangent sheaf) of a (singular) holomorphic folia-
tion is a coherent subsheaf F of TM , closed with respect to the bracket of vector
fields, i.e., for every x in M we have [Fx,Fx] ⊆ Fx.

Definition 1.8.5. Let F be a (singular) holomorphic foliation. We set NF =

TM /F and we denote by S(F) := Sing(NF ) and call it the singular set of
the foliation.

Remark 1.8.6. From the discussion above it is easily seen that S(F) is an ana-
lytic variety containing Sing(F) as a subset, since F being non OM,x-free forces

NF to be non OM,x-free, while, if NF is free so is F . An example of the situa-
tion in which F is free while NF is not free is when F is generated on M by a
single holomorphic vector field; then F is OM -free while NF is not OM -free on
the zero set of v.

Remark 1.8.7. We can describe S(F) more concretely thanks to a couple of
remarks; if F is a coherent subsheaf of TM it is locally finitely generated, i.e., for
every point x in M there exists a neighborhood Ux of x and sections v1, . . . , vr
generating F over Ux (since F is a subsheaf of TM they are vector fields).
Without loss of generality we can suppose U is a coordinate neighborhood with
coordinates (z1, . . . , zn); if we write each vi as vi =

∑
j fij(z)∂/∂zj and since

TM |U ' OnU we have the following exact sequence:

F |U

'
��

� � // TM |U

'
��

OrU
f // OnU // NF |U // 0

,
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where f is the homomorphism represented by the matrix of holomorphic func-
tions fij ; from the definition of Sing(NF ) follows that

S(F) ∩ U = {z ∈ U | rank(fij(z)) < p},

where p is the rank of F .

Definition 1.8.8. We call a foliation regular if S(F) = ∅.

The existence of a regular holomorphic foliation permits us to choose a spe-
cial atlas for M ; this is the statement of the Holomorphic Frobenius Theorem,
whose proof can be found e.g. in [31, pages 38–42]. Another good reference on
the (real) Frobenius Theorem is the book [23].

Theorem 1.8.9 (Frobenius Theorem). Let M be a complex manifold, and let

F be a dimension p regular foliation on M . Then there exists an atlas for M ,
denoted by {(Uα, z1

α, . . . , z
n
α)}, such that on each Uα the generators v1,α, . . . , vp,α

of F are expressed in coordinates as

vi,α =
∂

∂ziα
,

for i = 1, . . . , p.

Definition 1.8.10. We say that a singular holomorphic foliation F is reduced
if for any open set U in M

Γ(U, TM ) ∩ Γ(U \ S(F),F) = Γ(U,F).

We give now an alternative definition of a singular holomorphic foliation
using 1-forms, in some sense dual to the one given above using vector fields.
The two definitions are equivalent when dealing when reduced foliations; if the
definition we are using is not clear from the context we will speak of folia-
tions of dimension p when thinking about definition 1.8.5 and foliations of
codimension n− p when we think about definition 1.8.11.

Definition 1.8.11. (The conormal sheaf of) a (singular) holomorphic fo-
liation on M is a coherent subsheaf G of ΩM which satisfies the “integrability
condition”, i.e.,

dGx ⊂ (ΩM ∧ G)x,

for x in M \ S(G), where S(G) = Sing(ΩM/G). We say G is regular on M if
S(G) = ∅.

Remark 1.8.12. An alternative statement of the Frobenius Theorem is the fol-
lowing. Given a codimension d regular foliation G such that S(G) = ∅ then there
exists germs fi and gij in OM , i, j = 1, . . . , n− d such that det(gij)(0) 6= 0 and
that

ωi =

n∑
j=1

gijdf
j .

This means that locally, G is generated by df j , for j = 1, . . . , n−d. It is possible
to take locally a new chart, in which the last n − d coordinates are given by
f1, . . . , fn−d; in such a chart, we have that the v ∈ TM such that ω(v) = 0 for
every ω in G are generated by ∂/∂z1, . . . , ∂/∂zd.
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Remark 1.8.13. Definition 1.8.5 and Definition 1.8.11 are related as follows. Let

F be a dimension p foliation. We denote by Fa the annihilator of F :

Fa = {ω ∈ ΩM | ω(v) = 0 for all v in F}.

It is a possible to check that this is a codimension n− p foliation, refer, e.g., to
the exercises of [23]. Given a codimension n− p foliation G if we denote by Ga,
the annihilator of G:

Ga = {v ∈ TM | ω(v) = 0 for all ω in G},

this is a dimension p reduced foliation.

Remark 1.8.14. There is a canonical way to reduce a non-reduced foliation,
refer, e.g., to [7, 28, 31]. Indeed, if F is a dimension p-foliation, then G := Fa is
a codimension n−p foliation and we have S(G) ⊆ S(F). Now, we take F̃ = Ga;
this is a reduced dimension p foliation and S(F̃) = S(Ga) ⊆ S(G) ⊆ S(F).

In the book by Suwa is stated the following proposition, proved, e.g., in [28].

Proposition 1.8.15. If a foliation is reduced, then CodimS(F) ≥ 2. If F is
locally free and if CodimS(F) ≥ 2, then F is reduced.

In particular, when dealing with a regular foliation of a submanifold S the
following definition makes sense.

Definition 1.8.16. Let S be a codimension m complex submanifold of M , a
complex n-dimensional manifold. Let F be a rank l regular foliation of S. We
say that an atlas {(Uα, z1

α, . . . , z
n
α)} is adapted to S and F if

• Uα ∩ S = {z1
α = . . . = zmα = 0},

• F |Uα∩S is generated by ∂/∂zm+1
α |S , . . . , ∂/∂zm+l

α |S .

1.9 Splitting of sequences

In this section we will explain a general principle that we are going to use
throughout our thesis; this principle was first presented in the paper by Gro-
thendieck [19].

Definition 1.9.1. Let E and G be two sheaves of locally free modules over a
complex manifold M ; an extension of G by E is a short exact sequence

0 // E ι // F
pr // G // 0 . (1.8)

Definition 1.9.2. Two extensions of G by E are said to be equivalent if there
exists a morphism ϕ such that the following diagram commutes

0 // E ι //

idE

��

F
pr //

ϕ

��

G //

idG

��

0

0 // E ι′ // F ′
pr′ // G // 0.
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Definition 1.9.3. We say the sequence (1.8) splits if there exists a morphism
τ such that pr ◦τ = idG . If the sequence splits we will also say that the extension
is trivial.

Remark 1.9.4. Please note that a morphism σ splitting pr : F → G in (1.8)
gives rise to another morphism τ : F → E such that τ ◦ ι = idF . This morphism
is defined as follows:

τ(ω) = ι−1(ω − σ pr(ω)),

for all ω ∈ F . Indeed ω − σ pr(ω) is in the kernel of pr and therefore has a well
defined preimage in F .

If we have a map τ splitting ι : E → F this permits us to define a splitting
σ : G → F in the following way: if g is an element of G, since pr is surjective
we take any of the preimages of g in F and we denote it by g̃. We define the
splitting σ : G → F to be

σ(g) = g̃ − ι ◦ τ(g̃).

This splitting does not depend on the choice of g̃: if g̃1 and g̃2 are two different
choices of preimages of g then we have that g̃2 − g̃1 = ι(e) for some e ∈ E and

g̃2 − ι ◦ τ(g̃2)− g̃1 + ι ◦ τ(g̃1) = g̃2 − g̃1 − ι ◦ τ(g̃2 − g̃1) = 0,

since
g̃2 − g̃1 = ι(e) = ι(τ(ι(e)) = ι(τ(g̃2 − g̃1)).

Remark 1.9.5. The extension is called trivial because if the sequence splits we
can think of F as the direct sum of E and G. Indeed, the direct sum decompo-
sition is given by F = ι(E)⊕ σ(G).

Proposition 1.9.6. The equivalence classes of extensions of G by E are in one
to one correspondence with the elements of H1(M,Hom(G, E)), with the trivial
extension corresponding to the zero element.

We will prove a simplified version of this proposition but first of all we give
a receipt to associate to every short exact sequence of locally free modules a
cohomology class in H1(M,Hom(G, E)).

Lemma 1.9.7. Let E and G be two sheaves of locally free modules over a com-
plex manifold M ; to every extension of G by E we can associate a well defined
cohomology class in H1(M,Hom(G, E)).

Proof. Let idG be the identity homomorphism in H0(M,Hom(G,G)); we take
the image of this class in H1(M,Hom(G, E)) through the morphism δ∗ defined
the Long Exact Sequence Theorem 1.3.9 for C̆ech cohomology. We compute ω in
the following way: let {Uα, idG} be the identity in H0(M,Hom(G,G)), we take a
lift (Uα, τα) in C0(U ,Hom(G,F)) and take its C̆ech coboundary, {Uαβ , τβ−τα}.
Clearly, pr ◦τβ−pr ◦τα = 0, so this is a well defined element of C1(U ,Hom(G, E)).

By diagram chasing, as in the proof of Theorem 1.3.9 it is shown this is a C̆ech
cocycle.

Lemma 1.9.8. Let ω in H1(M,Hom(G, E)) be the class associated to the se-
quence (1.8). If this class is 0 in cohomology then there exists a splitting of the
sequence.
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Proof. Suppose we are working with a good cover U of M so that the C̆ech
cohomology computed with respect to U is isomorphic to the C̆ech cohomol-
ogy of the involved sheaves. Let {Uα, τα} be local splittings and compute ω.
Suppose ω is 0 in cohomology: this means there exists a cochain {Uα, σα} in
C0(U ,Hom(G, E)) whose coboundary is ω, i.e. σβ − σα = τβ − τα. We define

now a C̆ech cochain in C0(U ,Hom(E ⊕G,F)) as {Uα, θα} where θα is defined
on each Uα as:

θα : (v, w) 7→ (ι(v − σα(w)) + τα(w)).

We compute now δ{Uα, θα} on each Uαβ :

ι(v − σβ(w)) + τβ(w)− ι(v − σα(w)) + τα(w)

= ι(σα(w)− σβ(w)) + τβ(w)− τα(w) = 0.

Moreover pr ◦θα = idG for each α. So, we have a global isomorphism of sheaves
between E ⊕G and F satisfying our requests.

1.10 Embedding of submanifolds

Remark 1.10.1. In this section we follow the Einstein summation convention;
for an explanation of the different ranges of the indices, refer to Section 1.1.

In this section we define the important concepts of splitting, k-splitting and
comfortable embedding; those notions, who were treated in deep in the series
of paper [3],[4],[5] are, on one side, really strong conditions on the embedding
while on the other side allow us to treat some really difficult problems; we refer
to the cited articles.

We remind some of the notation we are going to use: we shall denote by OM
the structure sheaf of holomorphic functions on M , by IS the ideal sheaf of a
subvariety S and by IkS its k-th power as an ideal.

We denote by TM and TS the tangent sheaves to M and S respectively, where
defined. We will denote by ΩM the sheaf of holomorphic one forms on M .

Let S be a submanifold; we define the conormal sequence of sheaves of

OS-modules associated to S as

IS/I2
S

d2 // ΩM,S
p // ΩS // 0, (1.9)

where d2 : [f ]2 7→ df ⊗ [1]1 is a well defined map of OS-modules.

Definition 1.10.2. Let S be a reduced, globally irreducible subvariety of a
complex manifold M . We say S splits into M if there exists a morphism of
sheaves of OS-modules σ : ΩS → ΩM,S splitting sequence (1.9), i.e., p◦σ = idΩS .

This is only a special case of the concept of splitting sequence from Section
1.9.

Definition 1.10.3. Let S be a reduced, globally irreducible subvariety of a com-
plex manifold M . We put OS(k) = OM /Ik+1

S ; if f is an element of OM we de-

note its equivalence class in OS(k) by [f ]k+1 for any k ≥ 1. Let θk : OM /Ik+1
S →

OM /IS be the canonical projection given by θk([f ]k+1) = [f ]1. For k > h we de-
fine also canonical projections θk,h : OS(k) → OS(h) by θk,h([f ]k+1) = [f ]h+1. In
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general, we write ΩM,S(k) to denote the sheaf ΩM ⊗OS(k). The k-th infinites-

imal neighborhood of S in M is the ringed space S(k) := (S,OM /Ik+1
S ) to-

gether with the canonical inclusion of ringed spaces ιk : S = S(0)→ S(k) given
by ιk = (idS , θk). A k-th order lifting is a splitting morphism ρ : OS → OS(k)

for the exact sequence of rings

0 // IS/Ik+1
S

// OS(k) // OS // 0 .

Definition 1.10.4. Let O, R be sheaves of rings, θ : R → O a morphism of
sheaves of rings and M a sheaf of O-modules. A θ-derivation of R in M is
a morphism of sheaves of abelian groups D : R →M such that

D(r1r2) = θ(r1) ·D(r2) + θ(r2) ·D(r1)

for any r1, r2 ∈ R. In other words, D is a derivation with respect to the R-
module structure induced via restriction of scalars by θ.

The splitting condition has a lot of important consequences on the behavior
of many objects connected with the submanifold. We shall need the following
proposition which stems from a result of commutative algebra [17, Proposition
16.2].

Proposition 1.10.5 ([4] Prop. 2.7). Let S be a reduced, globally irreducible
subvariety of a complex manifold M . Then, there exists is a 1−1 correspondence
among the following classes of morphisms:

1. (a) morphisms σ : ΩS → ΩM,S of sheaves of OS-modules such that p◦σ =
idΩS ;

(b) morphisms τ : ΩM,S → IS/I2
S of sheaves of OS-modules such that

τ ◦ d2 = idIS/I2
S

;

(c) θ1-derivations ρ̃ : OS(1) → IS/I2
S such that ρ̃ ◦ i1 = idIS/I2

S
, where

i1 is the canonical inclusion;

(d) morphisms ρ : OS → OS(1) of sheaves of rings such that θ1◦ρ = idOS .

Moreover, if any of the former classes is not empty, then there is a 1− 1
correspondence with the following classes of morphisms

2. (a) morphisms τ∗ : NS → TM,S of sheaves of OS-modules such that
p2 ◦ τ∗ = idNS ;

(b) morphisms σ∗ : TM,S → TS of sheaves of OS-modules such that ι ◦
σ∗ = idTS , where ι : TS → TM,S is the canonical inclusion.

Proof. We shall prove first that the existence of (1b) implies the existence of
(1c). The first thing we remark is that there exists a well defined map d2 :

OS(1) → ΩM,S defined as d2([f ]2) = df ⊗ [1]1. If there exists a splitting τ :
ΩM ⊗OS such that τ ◦d2 = id we have that the map τ ◦d2 ◦ ι1 is a θ1-derivation
between OS(1) and I/I2

S .
Suppose now we have a θ1-derivation ρ̃ of OS(1) in IS/I2

S ; this derivation
induces a θ1-derivation from OM to IS/I2

S . If we denote by π : OM → OS(1)

the canonical projection the θ1-derivation is given by ρ̃ ◦π. So, by the universal
property of the module of differentials we have a map τ̃ : ΩM → IS/I2

S such
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that τ̃ ◦ d = ρ̃ ◦ π; if we define τ(ω ⊗ [f ]1) = [f ]1 · τ̃(ω) we get a morphism of

OS-modules such that τ ◦ d2 = id.
We want to prove now that we have a 1-to-1 correspondance between the

θ1-derivations and the morphisms of rings between OS and OS(1). Given a θ1-
derivation ρ̃ we define a morphism of rings as ρ([f ]1) = [f ]2 − ι1 ◦ ρ̃([f ]2). We
want to prove that it is indeed a morphism of rings:

ρ([f ]1[g]1) = [fg]2 − ι1ρ̃([fg]2)

= [f ]2[g]2 − ι1([f ]1ρ̃([g]2) + [g]1ρ̃([f ]2))

= ([f ]2 − ι1ρ̃([f ]2))([g]2 − ι1ρ̃([g]2))

= ρ([f ]1)ρ([g]1),

since [ι1(ρ̃([f ]2)ι1ρ̃([g]2))]2 = [0]2. Conversely, suppose we have a morphism of
rings ρ; we define a map ρ̃ as ρ̃([f ]2) = ι−1

1 ([f ]2 − ρθ1([f ]2)). We claim this is a
θ1-derivation. Indeed:

ι1ρ̃([fg]2) = [fg]2 − ρθ1([fg]2)

= [fg]2 − ρθ1([fg]2) + ([f ]2 − ρθ1([f ]2))([g]2 − ρθ1([g]2))

= [f ]2([g]2 − ρ([g]1)) + [g]2([f ]2 − ρ([f ]1))

= [f ]2ι1ρ̃([g]2) + [g]2ι1ρ̃([f ]2)

= ι1(θ1([f ]2)ρ̃([g]2) + θ1([g]2)ρ̃([f ]2)),

where [([f ]2 − ρθ1([f ]2))([g]2 − ρθ1([g]2))]2 = [0]2; the injectivity of ι1 proves
the assertion. We prove now the correspondence between (1b) and (2a). A
(nontrivial) consequence of (1b) is that S is non singular [5]; this implies there
exists a canonical isomorphism between (NS)∗ and IS/I2

S ; therefore, the dual of
the splitting τ : ΩM,S → IS/I2

S gives rise to a splitting of pr : TM,S → NS . The
last two correspondences, the one between (1b) and (1a) and the one between
(2a) and (2b) follow from what we proved above and Remark 1.9.4.

So, S splits if and only if the sequence

0 // IS/I2
S

// OS(1) // OS // 0

splits; moreover if S splits, also the sequence

0 // TS // TM,S // NS // 0

splits.

Definition 1.10.6. Let {(Uα, zα)} be an atlas adapted to S, complex subman-
ifold of codimension m ≥ 1 of a complex n-dimensional manifold M . We say
that U is a splitting atlas if, for each α and β such that Uα ∩ Uβ ∩ S 6= ∅ we
have that [

∂zpβ
∂zrα

]
1

= 0.

for all r = 1, . . . ,m, p = m+ 1, . . . , n.

We shall show the connection between the existence of a splitting atlas and
the fact that S splits into M after we have given a natural generalization of
the concept of splitting, studied in [5] and [4], the notion of k-splitting. In this
thesis we will use extensively the notion of 2-splitting.
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Definition 1.10.7. Let S be a submanifold of a complex manifold M . We shall
say that S k-splits into M if and only if there is an infinitesimal retraction of
S(k) onto S, that is if there is a k−th order lifting, i.e., a morphism of sheaves
of rings ρ : OS → OM /Ik+1

S such that θk ◦ ρ = id or in still other words, if the
exact sequence

0→ IS/Ik+1
S ↪→ OM /Ik+1

S → OM /IS → 0 (1.10)

splits as a sequence of sheaves of rings.

We cite now an important proposition; for our thesis only the case of splitting
and 2-splitting are necessary and we will give simplified proofs.

Proposition 1.10.8 ([5] Theorem 2.1). Let S be a codimension m submanifold
of a complex manifold M of dimension n. Then S k-splits into M if and only
if there exists an atlas U = {(Uα, zα)} adapted to S such that:

∂zpβ
∂zrα

∈ IkS (1.11)

for all r = 1, . . . ,m, p = m + 1, . . . , n and for each couple of indices α, β such
that Uα ∩ Uβ ∩ S 6= ∅.

Remark 1.10.9. As a side note, we write down the k-order lifting that comes
from the proof in [5] explictly; we have that ρα : OS |Uα → OS(k) |Uα is

ρα([f ]1) =

k∑
l=0

(−1)l
[

∂lf

∂zr1α · · · ∂zrlα
zr1α · · · zrlα

]
k+1

.

Definition 1.10.10. Let (Uα, zα) be an atlas adapted to S, complex manifold
of codimension m ≥ 1, of a complex n-dimensional manifold M and let S be
k-splitting in M . We say the atlas is adapted to the k-th order splitting if

ρ([f ]1) =

k∑
l=0

(−1)l
[

∂lf

∂zr1α · · · ∂zrlα
zr1α · · · zrlα

]
k+1

.

for each [f ]1 in OS(Uα) and all indices α such that Uα ∩ S 6= ∅.

Lemma 1.10.11 ([5]). Let S be a codimension m submanifold of a complex
manifold M of dimension n. Then S splits into M if and only if there exists an
atlas U = {(Uα, zα)} adapted to S such that:

∂zpβ
∂zrα

∈ IS (1.12)

for all r = 1, . . . ,m, p = m + 1, . . . , n and for each couple of indices α, β such
that Uα ∩ Uβ ∩ S 6= ∅.

Proof. On each Uα we define

ρα([f ]1) = [f ]2 −
[
∂f

∂zrα
zrα

]
2

,
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and we compute

ρβ([f ]1)− ρα([f ]1) = −
[
∂f

∂zrβ
zrβ

]
2

+

[
∂f

∂zrα
zrα

]
2

= −
[
∂f

∂zrα

∂zrα
∂zsβ

zsβ

]
2

−
[
∂f

∂zpα

∂zpα
∂zsβ

zsβ

]
2

+

[
∂f

∂zrα
zrα

]
2

= −
[
∂f

∂zpα

∂zpα
∂zsβ

zsβ

]
2

.

This class is clearly 0 if the atlas is splitting.
Suppose now S is splitting in M , i.e., there exists a first order lifting ρ; for

each α we set σα = ρ−ρα. For each α we have that the image of σα is contained
in IS / IS2 and is a derivation so we can find (sα)pr such that

σα = (sα)pr [z
r
α]2

∂

∂zpα
.

We consider now the change of coordinates{
z̃rα = zrα
z̃pα = zpα + (sα)pr(z

m+1
α , . . . , znα)zr.

From the computations above we have that

−
[
∂zpα
∂zsβ

∂zsβ
∂zrα

zrα

]
2

∂

∂zpα
= ρβ − ρα = σβ − σα

=

[
(sβ)p

′

r′

∂zr
′

β

∂zrα

∂zpα

∂zp
′

β

− (sα)pr

]
2

[zrα]⊗ ∂

∂zpα
.

By direct computation, using this last equality, we can verify that the new atlas
is such that

∂z̃pα
∂z̃rβ

∈ IS

Remark 1.10.12. When we are dealing with S splitting in M , in a splitting atlas
all the objects of Proposition 1.10.5 have a nice form in coordinates. Indeed,
the following are equivalent

• U is adapted to ρ;

• for every (Uα, zα) such that Uα ∩ S 6= ∅ and every f in OS(1) |Uα one has

ρ̃([f ]2) =

[
∂f

∂zrα
zrα

]
2

;

• for every (Uα, zα) such that Uα ∩ S 6= ∅ and every r = 1, . . . ,m one has

τ∗(∂r,α) =
∂

∂zrα
;
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• for every (Uα, zα) such that Uα ∩ S 6= ∅ and every fkα∂/∂z
k
α ∈ TM,S |Uα

one has

σ∗(fkα
∂

∂zkα
) = fpα

∂

∂zpα
.

Lemma 1.10.13 ([5]). Let S be a codimension m submanifold of a complex
manifold M of dimension n. Then S 2-splits into M if and only if there exists
an atlas U = {(Uα, zα)} adapted to S such that:

∂zpβ
∂zrα

∈ I2
S (1.13)

for all r = 1, . . . ,m, p = m + 1, . . . , n and for each couple of indices α, β such
that Uα ∩ Uβ ∩ S 6= ∅.

Proof. Suppose first we are in an atlas such that ∂zpα/∂z
r
α is in I2

S . We define
the local 2-order lifting on each Uα as

ρ([f ]1) = [f ]3 −
[
∂f

∂zrα
zrα

]
3

+
1

2

[
∂2f

∂zs1α ∂z
s1
α
zs1α z

s2
α

]
3

.

Since we have that

[zsα]3 =

[
∂zsβ
∂zrα

zrα −
1

2

∂2zsβ
∂zr1α ∂z

r2
α
zr1α z

r2
α

]
3

, (1.14)

for all s = 1, . . . ,m, it follows that

ρβ([f ]1)− ρα([f ]1)

=

[
∂f

∂zsβ

(
∂zsβ
∂zrα

zrα − zsβ −
1

2

∂2zsβ
∂zr1α ∂z

r2
α

)
zr1α z

r2
α

]
3

− 1

2

[
∂2f

∂zs1β ∂z
s2
β

(
∂zs1β
∂zr1α

∂zs2β
∂zr2α

zr1α z
r2
α − z

s1
β z

s2
β

)]
3

+

[
∂f

∂zpβ

∂zpβ
∂zrα

zrα

]
3

−
[

∂2f

∂zsβ∂z
p
β

∂zsβ
∂zr1α

∂zpβ
∂zr2α

zr1α z
r2
α

]
3

− 1

2

[
∂2f

∂zp1

β ∂z
p2

β

∂zp1

β

∂zr1α

∂zp2

β

∂zr2α
zr1α z

r2
α

]
3

= 0,

because of the hypothesis and of equation (1.14).
We prove now the converse; the fact that S is 2-splitting implies that S is

splitting and therefore we can suppose that ∂zpα/∂z
r
β is in IS . We denote by

ρ the 2-nd order lifting and by ρ1 := θ2,1 ◦ ρ the induced first order lifting.
We define ρα as above and we set σα = ρ − ρα. For each α we have that the
image of σα is contained in I2

S/I3
S and it is a derivation, so we can find (sα)pr1r2

symmetric in the lower indices such that

σα = (sα)pr1r2 [zr1α z
r2
α ]3 ⊗

∂

∂zpα
.
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We consider now the change of coordinates{
z̃rα = zrα
z̃pα = zpα + 1

2 (sα)pr1r2(zm+1
α , . . . , znα)zr1α z

r2
α .

Since we are using a splitting atlas, the computations above tell us that[
∂zpβ
∂zrα

zrα

]
3

⊗ ∂

∂zpβ
= σβ − σα = ρβ − ρα

=

[(
∂zpβ
∂zqα

(sα)qr1r2 − (sβ)ps1s2
∂zs1β
∂zr1α

∂zs2β
∂zr2α

zr1α z
r2
α

)]
3

⊗ ∂

∂zpβ
.

Moreover, since the atlas is splitting we have that zpβ = φβα(zm+1
α , . . . , znα) +

(hβα)pr1r2z
r1
α z

r2
α with (hβα)pr1r2 a holomorphic function on Uα∩Uβ symmetric in

the lower indices. Therefore, from above, we get[
2(hβα)pr1r2 −

∂zpβ
∂zqα

(sα)qr1r2 + (sβ)ps1s2
∂zs1β
∂zr1α

∂zs2β
∂zr2α

]
1

= [0]1,

and hence [
∂zpβ
∂zrα
−
∂zpβ
∂zqα

(sα)qr1rz
r1
α + (sβ)ps1s2z

s1
β

∂zs2β
∂zr2α

]
2

= [0]2.

Thanks to this equality we can verify by direct computation that the new atlas
is such that

∂z̃pα
∂z̃rβ

∈ I2
S .

Definition 1.10.14. An atlas (Uα, zα) such that

∂zpβ
∂zrα

∈ I2
S (1.15)

for all r = 1, . . . ,m, p = m + 1, . . . , n and for each couple of indices α, β such
that Uα ∩ Uβ ∩ S 6= ∅ is called a 2-splitting atlas.

Lemma 1.10.15. Suppose S is a splitting submanifold of codimension m of a
complex n-dimensional manifold M : the sheaf IS/I3

S has a natural structure of

OS(1)-module.

Proof. Indeed, let f1 and f2 be two representatives of [f ]2; then f1− f2 belongs
to I2

S ; let now [g] be a class in IS/I3
S and g̃ one of its representatives. We define

[f ]2 · [g]3 = [f1g̃]3. This class does not depend on the representative of [f ]2
chosen; indeed:

[f1g̃]3 − [f2g̃]3 = [(f1 − f2)g̃]3 = [0]3.

This product does not depend on the extension of g chosen, since, given two
extensions g̃1 and g̃2 we have that g̃2 − g̃1 belongs to I3

S .
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Now, since S splits into M we have a well defined map ρ : OS → OS(1) which
induces a OS-module structure on IS/I3

S . With this structure the sequence

0 // I2
S/I3

S
// IS/I3

S
// IS/I2

S
// 0 (1.16)

is an exact sequence of locally free OS-modules.

Definition 1.10.16. Let S be an m-codimensional submanifold of a complex
manifold M of dimension n. Then S is comfortably embedded in M if there
exists a first order lifting ρ : OS → OS(1) such that sequence (1.16) splits as a
sequence of OS-modules.

Lemma 1.10.17 ([5] Theorem 3.5). Let S be an m-codimensional submanifold
of a complex manifold M of dimension n. Then S is comfortably embedded into
M if and only if there exists an atlas U = {(Uα, zα)} adapted to S such that

∂zpα
∂zrβ

∈ IS and
∂2zrα

∂zr1β ∂z
r2
β

∈ IS ,

for all r, r1, r2 = 1, . . . ,m, p = m+ 1, . . . , n.

In [5] the more general notion of k-comfortable embedding is defined. Even
if it is not used in this thesis we define it.

Remark 1.10.18. In [5, Proposition 3.2] it is proved that if S is a complex
submanifold of codimension m of a complex manifold M and ρ : OS → OS(k) is
a k-th order lifting, with k ≥ 0 then for any 1 ≤ h ≤ k + 1 the lifting ρ induces
a structure of locally OS-free module on IS/Ih+1

S so that the sequence

0 // IhS/I
h+1
S

// IS/Ih+1
S

// IS/IhS // 0 (1.17)

becomes an exact sequence of locally OS-free modules.

Definition 1.10.19. Let S be a (not necessarily closed) submanifold of a com-
plex manifold M and let ρ : OS → OS(k) be a k-th order lifting with k ≥ 1.
A comfortable splitting sequence ν associated to ρ is a (k + 1)-uple
ν = (ν0,1, . . . , νk,k+1) where for 1 ≤ h ≤ k + 1 each νh−1,h : IS/IhS → IS/I

h+1
S

is a splitting OS-morphism of the sequence (1.17) with respect to the OS-module
structure induced by ρ. A pair (ρ, ν), where ρ is a k-th order lifting and ν is a
comfortable splitting sequence associated to ρ, is called a k-comfortable pair
for S in M . We say that S is k-comfortably embedded in M with respect
to ρ if it exists a k-comfortable pair (ρ, ν) for S in M .

The definitions of k-splitting and k-comfortably embedded lead directly to
an important notion, the one of k-linearizable manifold.

Definition 1.10.20. Let S be a codimension m submanifold of a n-dimensional
complex manifold M . Let S(k) be its k-th infinitesimal neighborhood and SN (k)
be the k-th infinitesimal neighborhood of its embedding as the zero section
of its normal bundle in M . We denote by ONS the structure sheaf of the
normal bundle of S and by IS,NS the ideal sheaf of S in NS . We say SN (k) is
isomorphic to S(k) if there exists an isomorphism φ : ONS/Ik+1

S,NS
→ OM/Ik+1

S

such that θk ◦ φ = θNk , where θk : OM/Ik+1
S → OS and θNk : ONS/Ik+1

S,NS
→ OS

are the canonical projections.
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Definition 1.10.21. Let S be a complex submanifold of a complex manifold
M . We shall say that S is k-linearizable if its k-th infinitesimal neighborhood
S(k) in M is isomorphic to its k-th infinitesimal neighborhood SN (k) in NS ,
where we are identifying S with the zero section of NS .

One of the reasons this notions are important is the next theorem; but first
we give a remark.

Remark 1.10.22. In general, given a vector bundle E over a submanifold S, we
have that TE|S is canonically isomorphic to TS⊕E. When E is NS this implies
that the projection on the second summand of TNS |S = TS ⊕NS gives rise to
an isomorphism of NS and N0S , i.e., the normal bundle of S as the zero section
of NS . Therefore we have an isomorphism between IS/I2

S and IS,NS/I2
S,NS

.

Theorem 1.10.23 ([5], Theorem 4.1). Let S be a complex submanifold of a
complex manifold M , and k ≥ 2. Then S is k-linearizable if and only if it is
k-split and (k − 1)-comfortably embedded with respect to the k-th order lifting
induced by the splitting.

We shall not use either this definitions or the theorem but they could be used
to further develop some of the theory in this thesis, i.e., the extension process
in Section 4.4. Indeed in Section 4.4 we use this simpler result.

Proposition 1.10.24 ([4] Prop. 1.3). Let S be a submanifold of a complex
manifold M . Then S splits into M if and only if its first infinitesimal neigh-
borhood S(1) in M is isomorphic to its first infinitesimal neighborhood SN (1)
in NS, where we are identifying S with the zero section of NS.

Proof. If SN (1) and S(1) are isomorphic there exists an isomorphism of sheaves
of rings φ : OM /I2

S,NS
→ OM /I2

S such that θ1 ◦ φ = θN1 and we can define a

morphism of rings ρ : OS → OS(1) by setting ρ = φ ◦ ρN , since S is splitting
in NS . This morphism of rings satifies all the conditions for the splitting and is
therefore a splitting morphism.

Assume S splits in M and let ρ : OS → OS(1) be a first order lifting and
let ρ̃N be associated θ1-derivation associated with the splitting of S in NS . We
define a morphism φ : ONS /I2

S,NS
→ OM /I2

S setting:

φ = ρ ◦ θ1
N + i1 ◦ ξ ◦ ρ̃N ,

where ξ is the isomorphism in Remark 1.10.22 and i1 : IS/I2
S → OM /I2

S is the
canonical inclusion. This isomorphism satisfies all the conditions of the claim
and so in an isomorphism of sheaves.



Chapter 2

Localization of Chern
classes

2.1 The Bott vanishing theorem

In this section we will prove Bott Vanishing Theorem, following the proof given
in [4]. Bott Vanishing Theorem explains the deep link between the existence of
a holomorphic connection on a vector bundle and the vanishing of some of its
Chern classes.

We recall some of the notation we are going to use; if E be a complex vector
bundle on a differentiable manifold M , we denote by Ap(M,E) the set of smooth
p-forms with values in E and with Ap(M) the smooth p-forms on M , where A0

is understood to be the sheaf of smooth functions A0(M) = C∞(M). In the
following, we are going to denote by TM⊗C the complexified tangent bundle of
M , by TM or T (1,0)M its holomorphic part and by TM or equivalently T (0,1)M
its antiholomorphic part.

Definition 2.1.1. Let M be a complex manifold, let E be a complex vector
bundle on M and let F be a subbundle of TCM . We denote by ρ : TCM

∗ → F ∗

the canonical map, dual to the inclusion i : F → TCM . A partial connection
for E along F , denoted by (F, δ), is a C-linear application

δ : A0(M,E)→ A0(M,F ∗ ⊗ E),

which satisfies the “partial” Leibniz rule:

δ(f · s) = ρ(df)⊗ s+ f · δ(s),

for f ∈ C∞(M) and s ∈ A0(M,E).
A partial holomorphic connection for E along F is a partial connection
such that, if u ∈ A0(M,F ) and s ∈ A0(M,E) are holomorphic then δ(s)(u) is
holomorphic.vanishing theorem, following the proof given in [4]. The Bott Van-
ishing Theorem explains the deep link between the existence of a holomorphic
connection on a vector bundle and the vanishing of some of its Chern classes.

Definition 2.1.2. Let δ be a partial connection for E along F . We say a

51
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connection ∇ for E extends δ if the following diagram commutes:

A0(M,E)
∇//

Id

��

A0(M,TCM
∗ ⊗ E)

ρ⊗Id

��
A0(M,E)

δ // A0(M,F ∗ ⊗ E).

Lemma 2.1.3. For each partial connection (F, δ) for E along F there exists a
connection ∇ extending it. Moreover, if s is a nonvanishing section in A0(M,F )
such that δ(s) = 0, there exists a connection ∇ such that ∇(s) = 0.

Proof. Let U = {Uα} be a covering of M by trivializing neighborhoods. On
each Uα, let eα,1, . . . , eα,r be a local frame for E on Uα. Then

δeα,i =
∑
j

γjα,ieα,j ,

with γjα,i in A0(M,F ∗). On each Uα we can find differential forms θjα,i such
that

ρ(θjα,i) = γjα,i.

The connection ∇α having as connection matrix θα = (θjα,i) is a connection on
Uα extending δ. If we take a partition of unity {ρα} subordinate to {Uα}, the
connection ∇ =

∑
α ρα∇α is a connection for E extending (F, δ).

We prove now the second part of the assertion. Let s be a nonvanishing
section in A0(M,F ) such that δ(s) = 0. We can choose e1,α = s|Uα , and

accordingly γjα,1 = 0 and we can choose θjα,1 = 0 for each j = 1, . . . , r.

Definition 2.1.4. Let E be a holomorphic vector bundle. Then we have the
differential operator:

∂̄ : A0(M,E)→ A0(M,T ∗M ⊗ E).

Clearly (TM, ∂̄) is a partial connection for E. A connection ∇ for E extending
it is said to be a connection of type (0, 1).

Remark 2.1.5. If we follow the construction in Lemma 2.1.3, we see that on
each Uα, if we take an holomorphic frame eα,1, . . . , eα,r, we have that γjα,i = 0.
If the connection is of type (0, 1) the map ρ is nothing else that the map which
projects a form on its (0, 1) component; therefore, the connection matrix θα is
a matrix of differential forms of type (1, 0).

Definition 2.1.6. Let (F, δ) be a partial holomorphic connection. If F is
involutive we will say that δ is a flat partial connection for E along F
if

δ(s)([u, v]) = δ(δ(s)(v))(u)− δ(δ(s)(u))(v),

where u, v ∈ A0(M,F ) and s ∈ A0(M,E).

Theorem 2.1.7 (Bott Vanishing Theorem). Let S be a complex manifold, F
a sub-bundle of TS of rank l and E a complex vector bundle on S. Assume we
have a partial holomorphic connection on E along F . Then:
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1. every symmetric polynomial in the Chern classes of E of degree larger
than dimS − l + bl/2c vanishes.

2. Furthermore, if F is involutive and the partial holomorphic connection is
flat then every symmetric polynomial in the Chern classes of E of degree
larger than dimS − l vanishes.

Proof. We can write
TS ⊗ C = F ⊕ F1 ⊕ T (0,1)S,

where F1 is a C∞−complement of F in TS = T (1,0)S. We define a connection
∇ on E as the direct sum of the given partial holomorphic connection on F ,
any connection on F1, and ∂̄ on T (0,1)S. We want to study the vanishing of the
coefficients of ω, the curvature form of ∇. First of all we claim that for each v
in the base frame of F and for each w̄ in the base frame of T (0,1)S

ω(v, w̄) = 0.

It is enough to check that the curvature form vanishes when applied to a holo-
morphic section of E; the holomorphic sections generate A0(M,E) as a C∞-
module, and the curvature is a tensor (it is linear with respect to C∞ functions).
If σ is a holomorphic section of E we have that

ω(v, w̄)σ = ∇v(∇w̄σ)−∇w̄(∇vσ)−∇[v,w̄]σ = 0.

The last equality follows because the three summands are 0. Indeed ∇w̄ =
∂̄(σ)(w̄) = 0, since σ is holomorphic. For the same reason the second summand
vanishes since ∇vσ is holomorphic because the connection ∇ is a partial holo-
morphic connection along F ; and the last summand is 0 since [v, w̄] = 0, due to
the integrability of the complex structure.

We claim now that ω(v̄, w̄) = 0 if v̄, w̄ ∈ T (0,1)S. Again:

ω(v̄, w̄)σ = ∇v̄(∇w̄σ)−∇w̄(∇v̄σ)−∇[v̄,w̄]σ.

The last equality follows from the fact that σ is holomorphic and thus all the
three summands are 0, since [v̄, w̄] is in T (0,1)S due to the integrability of the
complex structure.

Now, if n = dimS we can choose local coordinates and local forms η1, . . . , ηn

such that
{η1, . . . , ηn, dz̄1, . . . , dz̄n}

is a local frame for the dual of TS ⊗C respecting the decomposition TS ⊗C =
F ⊕ F1 ⊕ T (0,1)S; in particular {η1|F , . . . , ηl|F } is a local frame for the dual of
F , while {ηl+1|F1

, . . . , ηn|F1
} is a local frame for the dual of F1. Now, what we

proved implies that the entries of the curvature matrix in this local frame are
composed by forms which are linear combinations of:

ηi ∧ ηj , ηi ∧ ηp, ηp ∧ ηq, dz̄k ∧ ηq,

where i, j = 1, . . . , l, p, q = l + 1, . . . , n and k = 1, . . . , n.
Furthermore, when F is involutive and ∇ is a flat partial holomorphic con-

nection along F we have that ω(v, w) = 0 for each v, w ∈ F . In this case we
have that the curvature matrix has coefficients which are linear combinations of

ηi ∧ ηp, ηp ∧ ηq, dz̄k ∧ ηq;
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the product of more of n− l of these forms is 0, which gives us the second part of
the assertion. In the non involutive case, the fact that we can take also elements
of the type ηi ∧ ηj implies that the product of n− l+ bl/2c of these forms is 0,
implying the first part of the assertion.

Remark 2.1.8. Please note that the Bott Vanishing Theorem in this form not
only tells us that the de Rham cohomology class of a Chern class vanishes, but
also that the form representing it vanishes.

We refer to [31, pag. 71] for the theory regarding virtual bundles. Before
progressing we need a couple of definitions.

Definition 2.1.9. A virtual bundle is an element in the K-group K(M)
of M [27],[31]. In particular, if we have complex vector bundles Ei with i =
0, . . . , q over a smooth manifold M we may consider the virtual bundle ξ =∑q
i=0(−1)iEi.

Remark 2.1.10. This definition, apparently obscure, is really useful when we
need to define the quotient of a vector bundle that is not defined everywhere.
For instance suppose we have two vector bundles E and F , and a map that
embeds F as a subbundle of E outside an analytic subset Σ; the virtual bundle
[E − F ] then coincides with the quotient bundle of E by F outside Σ.

Definition 2.1.11. Let

0 // Eq
ψq //// . . . // E1

ψ1 // E0 → 0, (2.1)

be a sequence of vector bundles on M , and for each i = 0, . . . , q, let ∇(i) be a
connection for Ei. We say that the family ∇(q), . . . ,∇(0) is compatible with
the sequence if, for each i, the following diagram commutes:

A0(M,Ei)
∇(i)

//

ψi

��

A1(M,Ei)

1⊗ψi
��

A0(M,Ei−1)
∇(i−1)

// A1(M,Ei−1).

Remark 2.1.12. The following Proposition from the book of Suwa is really gen-
eral in scope, dealing with virtual bundles and C̆ech-de Rham cohomology. We
explain now the notation, referring to the Sections 1.6 and 1.7 for the back-
ground on Chern classes.

We refer to [27, p. 164] for the proof of the formulas which express the
Chern classes of E ⊕ F as products and sums of the Chern classes of E and
F . In general for a direct sum of vector bundles E ⊕ F , the total Chern class
c(E⊕F ) = c(E) ^ c(F ). This permits us to compute the Chern classes of E⊕F
as polynomials in the Chern classes of E and F ; the simplest example is the
first Chern class of the bundle E⊕F : we have that c1(E⊕F ) = c1(E) + c1(F ).

A really interesting fact about virtual bundles is that Chern classes behave
naturally with respect to them, generalizing the discussion about the Chern class
of a direct sum above. In general, if φ is a symmetric polynomial, ξ :=

∑q
i=0Ei
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is a virtual bundle and ∇• denotes a family of connections ∇(q), . . . ,∇(1) for ξ
then we can express φ(ξ) as a finite sum

φ(ξ) =
∑
l

φ
(0)
l (E0) ∧ . . . ∧ φ(q)

l (Eq),

where φ
(i)
l (Ei) are polynomials in the Chern classes of Ei for each i and l. Then

φ(∇•) =
∑
l

φ
(0)
l (∇(0)) ∧ . . . ∧ φ(q)

l (∇(q))

represents the cohomology class of φ(ξ).
From 1.6.12 we know there exists a form φ(∇•0, . . . ,∇•p), called the Bott

difference form such that

p∑
ν=0

φ(∇•0, . . . , ∇̂•ν , . . . ,∇•p) + (−1)pdφ(∇•0, . . . ,∇•p) = 0,

where the hat means the hatted family is not taken into consideration.

Proposition 2.1.13 ([31], p. 73). Suppose sequence (2.1) is exact. Let φ be

a symmetric polynomial and ∇•k = {∇(q)
k , . . . ,∇(0)

k } for k = 0, . . . , p families of

connections compatible with (2.1) for the virtual bundle ξ̃ =
∑q
i=1(−1)i−1Ei.

Then:
φ(∇̃•0, . . . , ∇̃•p) = φ(∇(0)

0 , . . . ,∇(0)
p )

Similarly for other “partitions” of the virtual bundle ξ. In particular

φ(ξ̃) = φ(E0),

We state now Bott vanishing theorem in the version for virtual bundles.

Theorem 2.1.14 (Bott Vanishing theorem, [31] pag. 76). Let M be a com-
plex manifold of dimension n and F an involutive subbundle of rank p of TM .

Also, for each i = 0, . . . , q let Ei be a bundle and let ∇(i)
1 , . . . ,∇(i)

k be partial
holomorphic connections for Ei along F , then, for any homogeneous symmetric
polynomial φ of degree d > n− p we have

φ(∇•1, . . . ,∇•k) ≡ 0,

where ∇•j = (∇(q)
j , . . . ,∇(0)

j ), for j = 1, . . . , k.

2.2 Basic notions about residues

In this section we give a short account of the theory that permits us to compute
residues. Even if we postpone a deeper treatment of the Lehmann-Khanedani-
Suwa action to the later chapters we will use it in its original form. Thanks to
Theorem 2.1.7, an extended version of Bott’s vanishing theorem, we know that
the existence of a partial holomorphic connection along a subbundle gives rise
to the vanishing of some characteristic classes of the bundle endowed with the
connection.
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We give a sketch of the localization process we use, following [31, p. 194].
Let M be a complex manifold and let S be a compact complex submanifold of
dimension n. Suppose we have an involutive coherent subsheaf F of TM of rank
l, leaving S invariant, i.e., F |S ⊂ TS . Define Σ := S ∩ S(F). We denote by S0

the set S \Σ; on S0 the following short exact sequence of locally free sheaves is
defined:

0 // F |S // TM,S
pr // NF |S // 0 .

We have a flat partial holomorphic connection (δ,F |S) on NF |S along F |S (the
variation action) on S \ Σ, defined as follow:

δv(s) = pr([ṽ, s̃]|S),

where ṽ is an extension of v as a section of F and s̃ is a section of TM such
that pr(s̃|S) = s. Then, Bott Vanishing Theorem implies that the characteristic
classes obtained evaluating a symmetric polynomial of degree n− k larger than
n− l on the Chern classes of NF,M vanish when restricted to S \Σ. Let now η
be such a characteristic class, obtained from a symmetric polynomial of degree
n − k; if we inspect the long exact sequence for the cohomology of the pair
(S, S \ Σ)

. . . // H2(n−k)(S, S \ Σ) // H2(n−k)(S) // H2(n−k)(S \ Σ) . . . ,

we can notice that, since η vanishes on S \ Σ we can lift it to a class in
H2(n−k)(S, S \ Σ); please remark this lift depends on F . Since S is compact
we now can apply Poincaré duality PS and Alexander duality AΣ obtaining the
following commutative diagram:

H2(n−k)(S, S \ Σ) //

AΣ

��

H2(n−k)(S)

PS

��
H2k(Σ)

ι // H2k(S).

Since Σ is the union of its connected components Σα, its homology is the direct
sum of the homologies of each connected component. Thanks to the excision
principle we have that, if we take Vα neighborhoods of Σα in S such that Vα ∩
Vβ = ∅ for α 6= β, the following diagram is commutative:

H2(n−k)(S, S \ Σ)
' //

AΣ

��

⊕
αH

2(n−k)(Vα, Vα \ Σα)

AΣα

��
H2k(Σ)

' // ⊕
αH2k(Σα)

.

Therefore we obtain the following residue formula:∑
α

ια(AΣα)(η) = PS(η).

In case k = 0 what we are doing is to associate to each connected component Σα
a number and the sum of all these numbers is PS(η). Much of the work in this
thesis is devoted to understand how we compute the residue of a characteristic
class arising from a polynomial of degree n. In general, the following general
principle holds.
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Lemma 2.2.1. Let M be a compact manifold, let E be a vector bundle on
M and suppose there exists a partial holomorphic connection ∇ for E along a
subbundle F outside Σ, a closed subset. By Bott Vanishing Theorem some of the
characteristic classes of E vanish on M \ Σ. Let φ(E) be such a characteristic
class. Then, for each connected component Σα of Σ we can define the residue
Res(∇, φ(E); Σα) depending only on the local behaviour of φ(E) and ∇ near Σα.

2.3 Baum-Bott index theorems

The first theorems that we shall discuss are the Baum-Bott index theorems. The
Baum-Bott index theorems refer to localization of Chern classes of the normal
bundle to a foliation; we refer to [31]. We deal first with the case when we have
a global vector field.

Lemma 2.3.1. Let M be a complex manifold and suppose there exists a never
vanishing holomorphic vector field v. Then there exists a flat partial holomorphic
connection for TM along F where F is the subbundle generated by v.

Proof. We define the partial holomorphic connection in the following way; let
s1, s2 and s be sections of TM . From the definition of bracket we get:

[v, s1 + s2] = [v, s1] + [v, s2], [v, f · s] = v(f) · s+ f · [v, s].

Therefore we can define a partial holomorphic connection for TM along F by:

δ(s)(v) = [v, s].

Flatness is obvious, since

0 = δ(s)([v, v]) = δ(δ(s)(v))(v)− δ(δ(s)(v))(v). (2.2)

Definition 2.3.2. Let v be a holomorphic vector field on a complex manifold
M . We will denote by S(v) := {p ∈ M | v(p) = 0}, the singularity set of v.
In general we will denote by {Sλ} the connected components of S(v), so that
S(v) =

⋃
λ Sλ.

From this Lemma, Bott Vanishing Theorem and Lemma 2.2.1 we get the
following.

Theorem 2.3.3. Let M be a compact complex manifold, and let v be a holo-
morphic vector field with only isolated singularities. Let S =

⋃
λ pλ be the set of

such singularities. Let φ be a symmetric polynomial of degree n. Then, for each
pλ in S(v) we can define the residue Res(φ, v;Sλ) and the following equation
holds true: ∑

λ

Resφ(v, TM ; pλ) =

∫
M

φ(TM).

However, on complex manifolds, the existence of global holomorphic vec-
tor fields is subject to strong topological conditions. The main object of our
discussion is a special case of Definition 1.8.4.
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Definition 2.3.4. A dimension one singular holomorphic foliation F on
M is determined by a system {Uα, vα, fαβ}, where {Uα} is an open covering of
M , for each Uα we have a vector field vα and, whenever Uα∩Uβ 6= ∅ there exists
a non vanishing holomorphic function fαβ such that vα = fαβvβ on Uα ∩ Uβ .
We will call the set S(F) :=

⋃
α S(vα) the singular set of the foliation. The

system {Uαβ , fαβ} determines a line bundle which we denote by F and call the
tangent bundle of the foliation.

Remark 2.3.5. The set S(F) is an analytic set in M , since S(vα) ≡ S(vβ) on
Uα ∩ Uβ : vβ = fαβvα and fβα is nonvanishing on Uα ∩ Uβ .

Remark 2.3.6. There is a vector bundle homomorphism ι : F → TM which
sends a section (Uα, fα) of F to the vector field v = fαvα. This homomorphism
is not injective on S(F). So, on M0 = M \ S(F) the quotient bundle NF0

=
TM0/F0, where F0 = F |M0

is well defined, and on M0 we have the following
exact sequence:

0 // F0
ι // TM0

pr // NF0
// 0 . (2.3)

Definition 2.3.7. We set νF = [TM − F ], the virtual normal bundle for
the foliation F .

Lemma 2.3.8. Let F be a dimension one singular holomorphic a foliation on
M and let S(F) be its singular set. On M0 := M \ S(F) there exists a flat
partial holomorphic connection for NF0

:= TM |M0
/F |M0

along F0 := F |M0
.

Proof. Let v be a section of F0 and pr(w) be a section of NF0 . We define the
connection as:

δ(pr(w))(v) = pr([w, v]).

Clearly:

δ(f · pr(w))(v) = pr([f · w, v]) = v(f) pr(w) + f · pr([w, v]),

so the Leibniz rule is satisfied. The flatness follows as in (2.2).

Remark 2.3.9. There exists a natural flat partial holomorphic connection on F0

along F0, defined as follows:

δ(v)(w) = [v, w],

where v and w are sections of F0.

Thanks to the Lemma above we see that if φ is a symmetric polynomial of
degree n we can localize the characteristic class φ(νF ) at S(F).

Indeed, let S be a compact connected component of S(F); let U be an open
neighborhood of S in M disjoint from the other conponents of S(F). We take
a cover U = {U0, U1} of U , setting U0 = U \ S and U1 = U . We take families
of connections ∇•0 = (∇F0 ,∇TM0 ) on U0 and ∇•1 = (∇F1 ,∇TM1 ). Then φνF =
(φ(∇•0), φ(∇•1), φ(∇•0,∇•1)). Let ∇ be the flat partial holomorphic connection for
NF0

defined in Lemma 2.3.8; we take∇F0 as in Remark 2.3.9 and∇TM0 = ∇⊕∇F0
so that the triple of connections (∇F0 ,∇TM0 ,∇) is compatible with the sequence
(2.3) (Definition 2.1.11). Every element of this triple of connections is a partial
holomorphic connection along F0 so, thanks to Theorem 2.1.14, we know that
φ(∇•0) = 0 and therefore the cocycle φ(∇•∗) lies in A2n(U , U0) and defines a class
in H2n(U,U \ S;C).
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2.4 Computing the BB index for an isolated sin-
gularity

In this section we compute the Baum-Bott index for isolated singularities of a
1-dimensional foliation; we refer to [31].

Suppose we are in the following situation: let M be a complex manifold, let
φ be a symmetric polynomial of degree n and let v be a vector field vanishing
only at isolated singular points {pλ}, for each point pλ we can define the residue
Resφ(v, TM ; pλ) depending only on the local behaviour of v near pλ. Since it
depends only on the local behaviour, we can work in a coordinate neighborhood
U of pλ so that TM is trivial on U and pλ is the only singular point in U . We
can moreover assume that the chart is centered in pλ, abusing notation, from
now on, we will denote pλ by 0. We write the vector field in coordinates as:

v =

n∑
i=1

vi
∂

∂zi
.

Let F be the subbundle of TM generated by v outside pλ and let V be the cover
of U given by V0 = U \ {0} and V1 = U . Then, given connections ∇0 on V0

and ∇1 on V1 the characteristic class we are going to compute is an element
of H2n(A•(V)) represented by (φ(∇0), φ(∇1), φ(∇0,∇1)). On V0 we choose as
∇0 a connection extending the partial holomorphic connection along F given by
Lemma 2.3.8, so, thanks to Bott Vanishing Theorem we have that φ(∇0) = 0. It
follows that (φ(∇0), φ(∇1), φ(∇0,∇1)) = (0, φ(∇1), φ(∇0,∇1)) defines a class in
H2n(A•(V), V0) = H2n(U,U \ {0};C). Moreover, we can choose the connection
∇1 to be trivial with respect to ∂/∂z1, . . . , ∂/∂zn; then, also φ(∇1) = 0. We
build a honeycomb cell system adapted to V. Let R1 be the set

R1 := {z ∈ U | |v1(z)|+ . . .+ |vn(z)| ≤ nε2},

and R0 = U0 \ (R1 ∩U0). Then, the residue we are going to compute is nothing
else but (using Alexander duality 1.2.3 and (1.2)):

Resφ(TM, v; 0) =

∫
R01

φ(∇0,∇1).

Therefore, the problem consists in computing the Bott difference form φ(∇0,∇1).
The main problem with this computation is that we have to express the con-
nection matrix of ∇0 in the frame ∂/∂z1, . . . , ∂/∂zn, but it is difficult to build
a nice frame for TM on U0: the natural choice would be to use the frame

v,
∂

∂z2
, · · · , ∂

∂zn

but, when v1 is equal to 0 this is not a frame any more. A similar problem
arises if we substitute any ∂/∂zi with v, there is a problem where vi vanishes.
So, we take the cover U of V01 given by Ui = {z ∈ V0 | vi(z) 6= 0}; let σ be the
cochain given by the restriction homomorphism:

σ = (φ(∇0,∇1)|U1
, . . . , φ(∇0,∇1)|Un , 0, . . . , 0).

On each Ui we replace ∂/∂zi with v to obtain a frame for TM . On each Ui we
want to define an ausiliary connection ∇i, useful for our computations. We give
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now more and more stringent conditions on ∇i to ease our computations later.
We will compute the connection matrix ∇i with respect to the frame given by
the coordinate fields ∂/∂z1, . . . , ∂/∂zn. First of all let ∇i be a (1, 0) connection;
the second condition is that

∇i(∂/∂zj)(∂/∂zk) = 0

for j = 1, . . . , n and k 6= i. This means that, if we denote by (θ(i))hj the (j, h)

component of the connection matrix, we have that (θ(i))hj = (a(i))hj dz
i. Now, we

ask that∇ivw = [v, w], which implies that∇i is a partial holomorphic connection
along v; therefore:

∇iv
(

∂

∂zj

)
=

n∑
h=1

(θ(i))hj (v)
∂

∂zh
= −

n∑
h=1

∂vh

∂zj
∂

∂zh

and

(θ(i))hj (v) = (a(i))hj v
i = −∂v

h

∂zj

This implies that

(θ(i))hj = − 1

vi
∂vh

∂zj
dzi.

We define now the (θ(i))hi entry of the connection matrix to be:

(θ(i))hi = − 1

vi
∂vh

∂zi
dzi

and check that it is a partial holomorphic connection along v:

∇iv
(
∂

∂zi

)
=

n∑
h=1

− 1

vi
∂vh

∂zi
dzi
( n∑
k=1

vk
∂

∂zk

)
∂

∂zh
= −

n∑
h=1

∂vh

∂zi
∂

∂zh
,

as desired.
Now we shall find a cochain θ such that σ−θ = Dη, and which contains only

Chern classes involving in their computation ∇1 and the ∇i’s, the holomorphic
partial connections along F defined on each Ui. We will proceed playing Tic-
Tac-Toe (for a reference about this term [11]). The idea is to find a cochain
ω1 in K0,2n−2 such that dω1 = σ and then compute the cochain σ − Dω1.
This cochain, as opposite to the procedure we used in proving the isomorphism
between C̆ech-de Rham and de Rham cohomologies, has now no components in
K0,2n−1. The idea is to iterate this process finding cochains ω1, . . . , ωn−1 such
that θ = σ − D(ω1 + . . . + ωn−1) has only Kn−1,n components; then, clearly
η = ω1 + . . . + ωn. As a matter of fact, the special structure of our covering
gives us a lot of help: indeed, for each i let φ(∇0,∇1,∇i) be the Bott difference
form for ∇0,∇1,∇i. By the very definition of the Bott difference form we have:

dφ(∇0,∇1,∇i) = −φ(∇1,∇i) + φ(∇0,∇i)− φ(∇0,∇1).

Thanks to the Bott vanishing theorem we have that φ(∇0,∇i) = 0 since both are
partial holomorphic connections along F ; moreover ∇1,∇i are partial holomor-

phic connection along TMi := Span{∂/∂z1, . . . , ∂̂/∂zi, . . . , ∂/∂zn}, where with
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the hat we mean we are not taking that coordinate field into consideration.
Then, by Bott Vanishing Theorem, we know that φ(∇1,∇i) = 0. Therefore:

dφ(∇0,∇1,∇i) = −φ(∇0,∇1)

and we can take

ω1 = (−φ(∇0,∇1,∇1), . . . ,−φ(∇0,∇1,∇n), 0, . . . , 0).

We have that (σ −Dω1)i = 0 and

(σ −Dω1)ij = −φ(∇0,∇1,∇j) + φ(∇0,∇1,∇i).

Again from the definition of Bott difference form we have:

dφ(∇0,∇1,∇i,∇j) =− φ(∇1,∇i,∇j) + φ(∇0,∇i,∇j)
− φ(∇0,∇1,∇i) + φ(∇0,∇1,∇j).

Again, since ∇0,∇i,∇j are partial holomorphic connections along F we have
φ(∇0,∇i,∇j) = 0 and since ∇1,∇i,∇j are partial holomorphic connections
along TMi ∩ TMj we have that φ(∇1,∇i,∇j) = 0. So:

(σ −Dω1)ij = dφ(∇0,∇1,∇i,∇j).

In our situation we have that in general, for k = 1, . . . , n− 1, we have:

(−1)k+3dφ(∇0,∇1,∇i1 , . . . ,∇ik) =φ(∇1,∇i1 , . . . ,∇ik)

− φ(∇0,∇i1 , . . . ,∇ik)

+

k+2∑
ν=2

φ(∇0,∇1,∇i1 , . . . , ∇̂iν−2 , . . . ,∇ik).

For k = 1, . . . , n we have that φ(∇0,∇i1 , . . . ,∇ik) = 0 since the connections
are all partial holomorphic connections along F . For k = 1, . . . , n − 2 we have
that φ(∇1,∇i1 , . . . ,∇ik) = 0 since the connections are all partial holomorphic

connections along
⋂k
ν=1 TMiν . We can iterate the process and we obtain finally

a cochain which has only the component in Kn−1,n; this cochain has components
θ = (0, . . . , 0,−φ(∇1,∇1, . . . ,∇n)).

Remark 2.4.1. In the book by Suwa [31, p. 105], the cochain η such that
σ − θ = Dη is built: in components the cochain is given as (η)i0,...,ik =
φ(∇0,∇1,∇i1 , . . . ,∇ik). Following the same line of thoughts we followed above
it is possible to compute that: (Dη)i = −φ(∇0,∇1)

(Dη)i0...ik = 0 for k=1,. . . ,n-2
(Dη)1...n = −φ(∇1,∇1, . . . ,∇n).

Let now ι be the inclusion map ∂R1 ↪→ U0; we denote by ι∗U the covering
of ∂R1 by the open sets ∂R1 ∩ U i. As a system of honeycomb cells adapted to
ι∗ U we take

Ri = {z ∈ ∂R1 | |vi(z)| ≥ |vj(z)| for j 6= i},



62 CHAPTER 2. LOCALIZATION OF CHERN CLASSES

and for (i0, . . . , ik) with 1 ≤ i0 < . . . < ik ≤ n we set Ri0...ik =
⋂k
ν=0Riν . We

can now consider the integration:∫
∂R1

: A2n−1(ι∗ U)→ C.

Since σ and θ represent the same class in cohomology we have that∫
∂R1

σ =

∫
∂R1

θ

and then: ∫
R01

φ(∇0,∇1) = −
∫
∂R1

φ(∇0,∇1) = −
n∑
i=1

∫
Ri
φ(∇0,∇1)

=

∫
R1...n

φ(∇1,∇1, . . . ,∇n).

We want now to compute φ(∇1,∇1, . . . ,∇n) explictly. Hence, we take the
connection ∇̃ = (1−

∑n
i=1 ti)∇1 +

∑n
i=1 ti∇i; its connection matrix is given by

θ̃ = (1−
n∑
i=1

ti)θ1 +

n∑
i=1

tiθ
i.

We defined θ1 to be trivial with respect to the frame of the coordinate fields;
then the curvature form ω̃ of ∇̃ is given by

ω̃ = −A⊗
n∑
i=1

dti ∧ dzi
vi

+ terms not containing dti,

where A is the matrix having as components (A)ij = ∂vi/∂zj . Using the fact

that
∫

∆n dt
1 ∧ . . . ∧ dtn = 1/n! we get, by the definition of Bott difference form

φ(∇1,∇1, . . . ,∇n) = (−1)[n2 ]φ(−A)dz1 ∧ . . . ∧ dzn

v1 . . . vn
, (2.4)

and taking into account the orientation of R1,...,n we get that

Resφ(v, 0) =

∫
∂R1

φ(−A)dz1 ∧ . . . ∧ dzn

v1 . . . vn
.

Definition 2.4.2. Let On0 denote the ring of germs of holomorphic functions
at the origin 0 in Cn and v1, . . . , vn germs in On0 such that {z ∈ Cn | v1(z) =
. . . = vn(z) = 0} = {0}. For a germ ω at 0 of holomorphic n-form we choose a
neighborhood U of 0, where v1, . . . , vn and ω have representatives and we let Γ
be the n-cycle in U defined by

Γ = {z ∈ U | |v1(z)| = . . . = |vn(z)| = ε},

where ε > 0 is small. We orient Γ so that the form dθ1 ∧ · · · ∧ dθn is positive,
θi = arg(vi). Then we set

Res0

[
ω

v1, . . . , vn

]
=

1

(2π
√
−1)n

∫
Γ

ω

v1 · · · vn
,

and call it the Grothendieck residue of ω at 0 with respect to v1, . . . , vn.
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Let φ be a degree n symmetric polynomial, v be a holomorphic vector field
with an isolated singularity at 0 and A be the matrix (A)ij = ∂vi/∂zj . Then

Resφ(v, 0) =

(
2π√
−1

)n
Res0

[
φ(A)dz1 ∧ . . . ∧ dzn

v1, . . . , vn

]
.

In the introduction of [7] Baum and Bott explain an algorithm developed by
Hartshorne to compute the residue

Res0

[
φ(A)dz1 ∧ . . . ∧ dzn

v1, . . . , vn

]
.

Since the origin is an isolated 0 of the vi’s, then, by Hilbert Nullstellensatz,
there exists k1, . . . , kn such that, for each i, we have that (zi)ki belongs to the
ideal generated by v1, . . . , vn. Hence there exist holomorphic functions bij such
that

(zi)ki =

n∑
j=1

bijv
j .

If we denote by B the matrix with components (B)ij := bij then:

Res0

[
φ(A)dz1 ∧ . . . ∧ dzn

v1, . . . , vn

]
= Res0

[
φ(A) det(B)dz1 ∧ . . . ∧ dzn

(z1)k1 , . . . , (zn)kn

]
.

By the Cauchy integral formula, the residue is the coefficient of

dz1 ∧ . . . ∧ dzn/(z1 · · · zn)

in the Laurent series for

φ(A) det(B)dz1 ∧ . . . ∧ dzn

(z1)k1 · · · (zn)kn
.
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Chapter 3

Existence of partial
holomorphic connections

Remark 3.0.3. In this chapter we follow the Einstein summation convention; for
an explanation of the different ranges of the indices, refer to Section 1.1.

3.1 Splitting of the Atiyah sequence and exis-
tence of partial holomorphic connections

In this section we give a proof of a result similar to the one in [6] about the
existence of partial holomorphic connections. This result, about partial holo-
morphic connections, was first stated in [4]; we give a complete proof (whilst
almost obvious) for the sake of completeness.

The first thing we remind is the result of Grothendieck in [19] we cited in
Section 1.9 that tells us that there exists a bijective correspondence between
equivalence classes of extensions of a coherent sheaf E by a coherent sheaf G,
i.e., the equivalence classes of short exact sequences

0→ E → F → G → 0,

and the elements of H1(M,Hom(G, E)) = Ext1
OM (G, E). In particular, the se-

quence splits if and only if the associated cohomology class vanishes. The result
in the paper of Atiyah shows how the existence of a holomorphic connection on
a vector bundle E is equivalent to the splitting of the sequence

0→ Hom(E,E)→ AE → TM → 0 (3.1)

where AE is the Atiyah sheaf of E, an important object that we will define in
this section.

Definition 3.1.1. The cohomological obstruction to the splitting of sequence
(3.1) is called the Atiyah class of E.

We want to prove a similar result for partial holomorphic connections: the
existence of a partial holomorphic connection (F, δ) is equivalent to the splitting
of the sequence:

0→ Hom(E,E)→ AE,F → F → 0, (3.2)

65
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the restriction of sequence (3.1) to a subbundle of TM .

Lemma 3.1.2. Let E be a vector bundle over M . Then there exists a canonical
short exact sequence of vector bundles:

0 // Hom(E,E) // AE
pr // TM // 0

where TM is the tangent bundle, Hom(E,E) is the endomorphism bundle of E
and AE is defined in the proof. Moreover, if F is any subbundle of TM , there
exists a short exact sequence of vector bundles

0→ Hom(E,E)→ AE,F → F → 0,

where AE,F is pr−1(F ).

Proof. Let E be the vector bundle of rank r and let π : P →M be the associated
principal bundle (refer to [30] for a complete treatment), i.e., the bundle of r-
frames of E, with structure group G. We denote by TP the tangent bundle of
P ; if G acts on P it operates also on TP . We define AE := TP/G; every point
of AE is a vector field tangent to P along one of its fibers, invariant under G.
Let q be a point in AE . If we choose U so small that it is a trivializing subset
for P we can denote q by a triple [x, v,B]; this class represents all the points
in TP |π−1(x) of the form (x,A, v,A · B), where A is an element in G and B is
an element in the Lie algebra of the group G. Please note that these are the
equivalence classes fibrewise, i.e., for a fixed x; the quotient structure of TP/G
is more complicated. We make clear what does it mean to quotient TP by the
action of G on U . Indeed, let γ be curve in P , such that γ(0) = (x,A) and
γ̇ = (v,B). Let g be a holomorphic map U → G, where G is the structure
group of P . Then, differentiating, we see that

g · γ = (γ(t), g(γ(t))A(t))

and the action on TP(x,A) is

(x,A, v,B) 7→ (x, g(x)A, v, dg(x)(v) ·A+ g(x) ·B), (3.3)

where by dg we denote the matrix having as entries the differentials of the entries
of g and by dg(v) we denote the matrix having as entries the evaluation of those
differentials on v.

Since U is a trivializing subset there exists a section s of P on U ; if we
restrict TP to s(U) we see there is a one to one correspondence between AE |U
and TP |s(U), given by

q = [x, v,B] 7→ (x, s(x), v, s(x) ·B),

this permits us to define a vector bundle structure on AE induced by the one
on TP |s(U). We have to prove this vector bundle structure is well defined;
indeed if s′ is another cross-section there exists a holomorphic map g : U → G
such that s′(x) = g(x) · s(x) and therefore an isomorphism of vector bundles
TP |s(U) ' TP |s′(U) and a commutative diagram:

AE |U //

$$JJJJJJJJJ
TP |s(U)

��
TP |s′(U),
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implying that the structure of vector bundle is well defined.
Since P is a principal bundle and on principal bundles the structure group

acts fiberwise we have now that dπ : TP → TM factors through a map pr :
AE → TM . We denote now by V the subbundle ker(dπ) of TP ; we have that G
operates on V as well. Put R = V/G; reasoning as above we can prove that R is
a vector subbundle of AE . A point in R is nothing else but an equivalence class
[x, 0, B], representing all the points in TP of the form (x,A, 0, A · B), those
are indeed the left invariant vector fields along the fibers of P and since the
space of left invariant vector fields on a Lie Group G is isomorphic to the Lie
Algebra of the group g we have an isomorphism V ' P × g. Now, the action
of G on V corresponds in this isomorphism to the adjoint action. We consider
R ' P ×G L, where P ×G L is the quotient of P ×L with respect to the adjoint
action; this is a bundle of Lie Algebras on M , with fibre isomorphic to g. In
general, given a vector space with automorphism group G, its endomorphism
group is isomorphic to g. Hence R ∼= End(E) = Hom(E,E).

Now, we restrict sequence (3.1) to F ; clearly, if we take AE,F = pr−1(F ) we
have surjectivity in the second entry of sequence (3.2); now, the kernel of pr is
nothing else that Hom(E,E), as above, and this proves the second assertion.

Remark 3.1.3. Remark that a short exact sequence of vector bundles gives rise
to a short exact sequence for their sheaves of sections. Therefore the preceeding
proposition proves the existence of sequence (3.1) and (3.2).

We prove now the main result of this section.

Proposition 3.1.4. Let E be a holomorphic vector bundle on a complex man-
ifold M . Then E admits a partial holomorphic connection (F, δ) if and only if
sequence

0→ Hom(E,E)→ AE,F → F → 0,

splits, or equivalently if the cohomology class which representes the obstruction
to the splitting in H1(M,Hom(F,Hom(E,E))) vanishes.

Proof. The notation in this proof refers to the notation in Lemma 3.1.2. Since
π : P → M is a principal bundle there exists a cover of M by trivializing
neighborhoods; if U is any of this trivializing neighborhoods TP |U can be seen
as the direct sum of V |U = ker(dπ) and TM |U = Im(dπ). This isomorphism
commutes with the action of G and gives rise to an isomorphism

TP/G|U = AE |U ∼= V/G|U ⊕ TM |U .

If we are working with the vector bundle AE,F this gives rise to an isomorphism
AE,F |U ∼= V/G|U ⊕ F |U = Hom(E,E)|U ⊕ F |U . While this isomorphism is
defined for each Uα in the cover {Uα} of M there is an obstruction for the
local isomorphisms to glue together and give rise to a global isomorphism; this
obstruction is the cohomology class associated to the sequence. Indeed, if we
denote by τα : V/G|Uα⊕F |Uα → AE,F |Uα the local isomorphisms, we can define
local lifts of the identity homomorphism on TM by σα(t) = τα(0 ⊕ t). Now,
the difference between two such isomorphisms is exactly the obstruction we are
looking for; we will denote it by ω and ωαβ = σβ − σα. We compute τ−1

β (ω)αβ .
Indeed:

τ−1
β (ωαβ)(0⊕ t) = (0⊕ t)− τ−1

β τα(0⊕ t).
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We want to understand now what is τ−1
β τα(0⊕t); to do that, we remind ourselves

that we defined τα as the isomorphism induced on AE |Uα by the isomorphisms
of TP |Uα . Now, the transition functions for TP |Uα are given, if we let G act
on the left on P , we have that gαβ(x), the transition maps for P , induce homo-
morphisms dgαβ(x) from TM (and therefore F ) to Hom(E,E). Hence

τ−1
β (ωαβ)(0⊕ t) = (0⊕ t)− (dgαβ(t)⊕ t),

and ω is represented by ωαβ = τβdgαβ . If ω vanishes in cohomology then there
exists a cochain {Uα, ηα} in C0(Hom(F,Hom(E,E))) such that ηβ − ηα = ωαβ .
If now we define θα = τ−1

α ηα then

θβ = dgαβ + gαβθαg
−1
αβ .

The matrices of 1-forms θα are exactly the connection matrices for a partial
holomorphic connection.

We prove the converse, i.e., the existence of a partial holomorphic connec-
tion (F, δ) implies the splitting of sequence (3.2). Let {Uα} be a collection of
trivializing neighborhoods of E. If {e1,α, . . . , en,α} is a frame for E on Uα it
gives rise to a section Aα(x) of P on Uα. If v(x) is a section of F over Uα we
have that

δvej,α =

n∑
i=1

bij,α(x)ei,α.

Let Bα : Uα → g be the holomorphic map defined by (Bα)ij(x) = biα,j(x).
We define a local holomorphic map τ̃α which sends an holomorphic section

of F over Uα to a holomorphic section of TP over Uα by setting

τ̃Aαα (v) = (x,Aα(x), v, Bα(x)).

We claim this map induces a local splitting τα : F(Uα)→ AE(Uα), where by F
and AE we denote the sheaf of holomorphic sections of F and AE respectively,
by taking equivalence classes

τα(v) = [x,Aα(x), v, Bα(x)].

Indeed, if we choose another frame A′α(x) we have that there exists a holomor-
phic map g : Uα → G such that A′α(x) = g(x) ·Aα(x). We denote by B′α(x) the
analogous of Bα(x) for the frame A′α(x). Since (F, δ) is a partial holomorphic
connection

δv(e
′
i,α) = δv(

n∑
j=1

gji ej,α) =

n∑
j=1

(dgji (v)ej,α + (gβα)ji δv(ej,α))

it follows
B′α = dg(x)(v)Aα(x) + g(x)Bα(x),

which implies that

[x,A′α(x), v, B′α(x)] = [x, g(x)Aα(x), v(x), dg(x)(v(x))Aα(x) + g(x)Bα(x)]

and, since we are quotienting by the action of G we have that

[x, g(x)Aα(x), v(x), dg(x)(v(x))Aα(x) + g(x)Bα(x)] = [x,Aα(x), v(x), Bα(x)]



3.2. THE ATIYAH CLASS FOR NF,M 69

and the local splitting is well defined.
Let now Uβ be another trivializing neighborhood for E, such that Uα∩Uβ 6=

∅. We want to check that, if v is a holomorphic section of F over Uα ∩Uβ then
τα(v) = τβ(v); let Aα be a frame for E on Uα and Aβ a frame for E on Uβ ; we
have that

τβ(v(x)) = [x,Aβ(x), v(x), Bβ(x)]

but, since (F, δ) is a partial holomorphic connection

Bβ(x) = dgβα(x)(v)Aα(x) + gβα(x)Bα(x),

and so

τβ(v(x)) =[x,Aβ(x), v(x), Bβ(x)]

=[x, gβα(x)Aα(x), v(x), dgβα(x)(v(x))Aα(x) + gβα(x)Bα(x)]

=[x,Aα(x), v(x), Bα(x)] = τα(v(x)).

So, the cochain {Uα, τα} is a C̆ech cocycle and gives rise to a global splitting of
the sequence.

3.2 The Atiyah class for the normal bundle of a
foliation in the ambient tangent bundle

In this section we shall compute the Atiyah class of NF,M with respect to F .
This sheaf of sections is defined to be an analogous of the restriction of the
normal sheaf to the foliation in the ambient tanget bundle for foliations of S.

We recall some of the notation used; if M is a complex manifold and S a
complex (regular) submanifold, let TM be the sheaf of sections of the holomor-
phic tangent bundle of M ; if we denote by OM the regular functions on M and
by OS the regular functions on S we define TM,S := TM ⊗OM OS .

Definition 3.2.1. Let S be a submanifold of a complex manifold M and let

F be a foliation of S. We think of F as a subsheaf of TM,S , and we define the
normal bundle to the foliation in the ambient tangent bundle as the
quotient of TM,S by F and we will denote it by NF,M , i.e., the quotient of TM,S

by the image i := ιS ◦ ι(F) in the following diagram

TS
ιS

��
0 // F

ι

==zzzzzzzz i // TM,S
pr // NF,M // 0.

(3.4)

As we proved in last section the Atiyah class of NF,M , is the cohomological
obstruction to the existence of a holomorphic connection on NF,M and is the
obstruction to the splitting of the sequence:

0→ Hom(NF,M , NF,M )→ ANF,M → TS → 0, (3.5)

where ANF,M is the Atiyah sheaf of NF,M . To compute the Atiyah class we have
first to define the Atiyah sheaf for NF,M and compute its transition functions.
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We first take the principal bundle P associated to NF,M (the bundle of (n− l)-
frames of NF,M ). Suppose we are working on an atlas adapted to S and F
(Definition 1.8.16); if {Uα} is a cover of S by coordinate neighborhoods in M
(which are trivializing neighborhoods of TM |S), these are going to be trivializing
neighborhoods for NF,M . Indeed, suppose

∂

∂z1
α

∣∣∣∣
S

, . . . ,
∂

∂znα

∣∣∣∣
S

is a local frame for TM |S , then we will denote by {∂t,α} the frame of NF,M
induced by

∂

∂z1
α

∣∣∣∣
S

, . . . ,
∂

∂zmα

∣∣∣∣
S

,
∂

∂zm+l+1
α

∣∣∣∣
S

, . . . ,
∂

∂znα

∣∣∣∣
S

and by {ωtα} its dual frame. The transition functions for NF,M then have the
form:

∂t,α =
∂zwβ
∂ztα

∣∣∣∣
S

∂w,α.

We compute now the transition functions of P with respect to the cover {Uα}:
we have that a point (x, (A)tw) in Uα ×GL(n− l) is mapped to the frame

{ew = Atw∂t,α}

of NF,M |x. Changing trivialization neighborhood we have

ew = Atw
∂zwβ
∂ztα

∣∣∣∣
S

∂w,β ,

so that the point in Uβ ×GL(n− l) is just(
x,

(
∂ztβ
∂zw′α

∣∣∣∣
S

·Aw
′

w

))
.

We have that GL(n− l) acts on the fibers of P preserving them by left action,
which means on a trivializing neighborhood that given an element B of GL(n−l)
and a point (x,A) in Uα ×GL(n− l)

LB : (x, (A)tw) 7→ (x, (B ·A)tw) = (x,Btt′ ·At
′

w).

The induced action of GL(n− l) on TP can be easily computed. On Uα we have
a diffeomorphism

T (Uα ×GL(n− l)) = TUα ⊕ TG = TUα ⊕GL(n− l)× gl(n− l) ' TP |Uα .

The induced left action of GL(n− l) on TP |Uα can be computed in coordinates.
Indeed, once we have chosen a trivialization of NF,M , we can choose an atlas
for GL(n − l) made by a single chart, whose coordinate functions are nothing
else but:

Atw : A 7→ (A)tw.

Let {
∂

∂Atw

}
t,w
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be the coordinate fields. Then, the left action of B on P induces:

(LB)∗

(
Gtw

∂

∂Atw

)
= Bt

′

t G
t
w

∂

∂At′w
= (B ·G)t

′

w

∂

∂At′w
,

so the left action on TP is left multiplication on elements of the Lie algebra.
We compute now the transition functions for TP . We let Uα and Uβ be

trivializing neighborhoods as usual. Suppose on Uα we have a coordinate system
(zα, Aα) of P |Uα and on Uβ we have a coordinate system (zβ , Aβ). From the
computation of the transition functions of P we know that:

zkβ = zkβ(z1
α, . . . , z

n
α),

Atw,β =
∂ztβ
∂zw′α

(z1
α, . . . , z

n
α)

∣∣∣∣
S

Aw
′

w,α. (3.6)

We compute now the transition matrix for TP . Because of the local triviality
condition for principal bundles, it is going to be a block matrix. Indeed, from
(3.6) we get:

∂

∂Atw,α
=
∂zt

′

β

∂ztα

∣∣∣∣
S

∂

∂At
′
w,β

∂

∂zhα
=
∂zkβ
∂zhα

∣∣∣∣
S

∂

∂zkβ
+

∂2ztβ
∂zhα∂z

w′
α

∣∣∣∣
S

Aw
′

w

∂

∂Atw,β

And the transition matrix from TP |Uα to TP |Uβ has the form:[
E 0
F G

]
where:

E =

(
∂zhβ
∂zkα

∣∣∣∣
S

)
, F =

(
∂2ztβ

∂zhα∂z
w′
α

∣∣∣∣
S

Aw
′

w

)
, G =

(
∂zt

′

β

∂ztα

∣∣∣∣
S

)
.

We can finally compute the transition matrices for the Atiyah sheaf of NF,M ,
defined as TP/G where the action we are referring to is the left action of GL(n−
l) on P . Since we are quotienting by GL(n − l) we have that an equivalence
class q can be represented in a trivialization by

(x, ξ1, . . . , ξn, A,B)

as well as by
(x, ξ1, . . . , ξn, id, A−1B).

We have then that the transition matrix block F becomes:

F =

(
∂2ztβ

∂zhα∂z
w
α

∣∣∣∣
S

)
.

Calling C := A−1B and changing trivialization:(
x,

(
∂zkβ
∂zhα

∣∣∣∣
S

ξhα

)
,

(
∂ztβ
∂zt′α

∣∣∣∣
S

)
,

(
ξkα

∂2ztβ
∂zkα∂z

w
α

∣∣∣∣
S

+ Ct
′

w

∂ztβ
∂zt′α

∣∣∣∣
S

))
.
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Again, passing to the quotient we can reduce the third entry to the identity:(
x,
∂zkβ
∂ziα

∣∣∣∣
S

ξiα, id,

(
ξkα
∂zt

′

α

∂ztβ

∣∣∣∣
S

∂2ztβ
∂zkα∂z

w
α

∣∣∣∣
S

+ Ct
′

w

∂zt
′

α

∂ztβ

∣∣∣∣
S

∂ztβ
∂zt′α

∣∣∣∣
S

))
(3.7)

=

(
x,
∂zkβ
∂ziα

∣∣∣∣
S

ξiα, id,

(
ξkα
∂zt

′

α

∂ztβ

∣∣∣∣
S

∂2ztβ
∂zkα∂z

w
α

∣∣∣∣
S

)
+ Ctw

)
(3.8)

Finally, we can compute the Atiyah class: the Atiyah class is the obstruction to
find a splitting of the following short exact sequence:

0 // Hom(NF,M , NF,M ) // ANF,M
π̃ // TS // 0 ,

where π̃ is the map induced by the bundle projection π : P → S. This means
that we have to compute the image in

H1(U ,Hom(TS,Hom(NF,M , NF,M )))

by the coboundary map δ∗ (Theorem 1.3.9) of the identity inH0(Hom(TM |S , TM |S)):

δ∗
{
Uα, dz

k
α ⊗

∂

∂zkα

}
=

{
Uαβ , dz

k
β ⊗

∂

∂zkβ
− dzkα ⊗

∂

∂zkα

}
=

{
Uαβ , dz

p
β ⊗

∂

∂zpβ
− dzqα ⊗

∂zpβ
∂zqα

∂

∂zpβ

− ∂zt
′

α

∂ztβ

∂2ztβ
∂zpα∂zwα

∣∣∣∣
S

dzpα ⊗ ωwβ ⊗ ∂t′,β
}

=

{
Uαβ ,−

∂zt
′

α

∂ztβ

∂2ztβ
∂zpα∂zwα

∣∣∣∣
S

dzpα ⊗ ωwβ ⊗ ∂t′,β
}
. (3.9)

Following [4] and Section 3.1 we can define the partial Atiyah class. This class
is defined as the obstruction to the splitting of the short exact sequence

0 // Hom(NF,M , NF,M ) // ANF,M ,F
π // F // 0 ,

where ANF,M ,F := π−1(F ). This cohomological class is the obstruction to the
existence of a partial holomorphic connection with respect to F , which is the
class: {

Uαβ ,−
∂zt

′

α

∂ztβ

∂2ztβ
∂ziα∂z

w
α

∣∣∣∣
S

dziα ⊗ ωwβ ⊗ ∂t′,β
}
, (3.10)

where the only difference lies in the range of the indices, p = m + 1, . . . , n in
(3.9) and i = m+ 1, . . . ,m+ l in (3.10).

3.3 Tangent sheaves of infinitesimal neighbor-
hoods

In this section we shall define what we mean by tangent sheaves of infinitesimal
neighborhoods and study some of their properties. We are going to use the
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notion of logarithmic vectors field, introduced in [29]. The sheaf of these vector
fields can behave badly if the subvariety S they leave invariant is non regular.
In the rest of the section S is assumed to be a submanifold. We refer to Section
1.10 for the definition of k-th infinitesimal neighborhood and the notation.

Definition 3.3.1. A section v of TM is called logarithmic if v(IS) ⊆ IS . The
sheaf TM (logS) := {v ∈ TM | v(IS) ⊆ IS} is called the sheaf of logarithmic
sections and is a subsheaf of TM . The tangent sheaf of the k-th infinitesi-
mal neighborhood, denoted by TS(k), is the image of the sheaf homomorphism

TM (logS)⊗OM OS(k) → TM ⊗OM OS(k) and is a sheaf on S.

Remark 3.3.2. If a point x does not belong to S, the stalk TM (logS)x coincides
with TM,x. Suppose we have an atlas adapted to S; if x ∈ S the stalk TM (logS)x
is generated by

zr
∂

∂zs
,
∂

∂zp
.

Then a section v of TS(k) is written locally as:

v = [ar]k+1
∂

∂zr
+ [ap]k+1

∂

∂zp
,

where the ar belong to IS .

Remark 3.3.3. In the following, given a section v of TS(k) and an open set Uα
of M intersecting S, we shall denote by ṽα a local extension of v to Uα as a
section of TM (Uα); given an atlas adapted to S it is possible to build such an
extension on each coordinate chart. If the open set is clear from the discussion
we shall denote the extension simply by ṽ. Please note that such an extension
is not only a section of TM (Uα) but also a section of TM (logS)(Uα). Taken an
extension ṽ, denoted by [1]k+1 the class of 1 in OS(k)(Uα) we shall denote its
restriction to the k-th infinitesimal neighborhood by

ṽ ⊗ [1]k+1.

We prove in Lemma 3.3.4 that this notation is consistent with the fact that the
sections of TS(k) act as derivations of OS(k). Moreover given two open sets Uα
and Uβ such that Uα ∩ Uβ ∩ S 6= ∅ and taken two extensions ṽα and ṽβ of a
section v of TS(k), respectively on Uα and Uβ , it follows from the definition that
on Uα ∩ Uβ we have the following equivalence:

v = ṽα ⊗ [1]k+1 = ṽβ ⊗ [1]k+1. (3.11)

Lemma 3.3.4. The sections of TS(k) act as derivations of OS(k). Furthermore,
given two sections v, w of TS(k), their bracket, defined on each coordinate patch
Uα such that Uα ∩ S 6= ∅ as

[v, w] := [ṽα, w̃α]⊗ [1]k+1

where the bracket on the right side is the usual bracket on TM , is a well defined
section of TS(k).

Proof. Let v be a section of TS(k) and f a section of OS(k). Let Uα and Uβ two
coordinate patches of an atlas adapted to S such that Uα ∩Uβ ∩ S 6= ∅. On Uα
we take representatives f̃1 and f̃2 of f and an extension ṽα of v. We define:

v(f) = ṽα(f̃1)⊗ [1]k+1 = [ṽα(f̃1)]k+1.
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We check now that this does not depend on the extension chosen for f :

ṽα(f̃1)− ṽα(f̃2) = ṽα(f̃1 − f̃2) = ṽα(hr1,...,rk+1
zr1 . . . zrk+1).

Since ṽα is logarithmic, then

ṽα(hr1,...,rk+1
zr1 . . . zrk+1) ∈ ISk+1

and

(ṽα(f̃1)− ṽα(f̃2))⊗ [1]k+1 = [0]k+1.

Now, let ṽα and ṽ′α be two extensions of v. Suppose w1,α, . . . , wn,α are generators
for TM (Uα). By definition:

ṽα − ṽ′α = ghαwh,α,

with ghα ∈ IS
k+1 for each h. Then:

(ṽα − ṽ′α)(f̃1)⊗ [1]k+1 = gkαwk,α(f̃1)⊗ [1]k+1 = wk,α(f̃1)⊗ [gkα]k+1 = [0]k+1.

This implies also that if we take extensions ṽα and ṽβ and representatives f̃α
and f̃β for f on Uα and Uβ respectively we have that on Uα ∩Uβ the derivation
is well defined.

We prove now the bracket is well defined; if u and v are sections of TS(k) the
bracket is:

[u, v] = [ũ, ṽ]⊗ [1]k+1.

If ũ1, ũ2 are two extensions of u and ṽ1, ṽ2 are two extension of v then

[ũ1, ṽ1]− [ũ2, ṽ2] = [ũ1, ṽ1]− [ũ1, ṽ2] + [ũ1, ṽ2]− [ũ2, ṽ2]

= [ũ1, ṽ1 − ṽ2] + [ũ1 − ũ2, ṽ2].

As above, we have that

ũ1 − ũ2 = ghαwh,α, ṽ1 − ṽ2 = thαwh,α,

with ghα, t
h
α ∈ IS

k+1 for every h. Then:

[ũ1, ṽ1 − ṽ2]+[ũ1 − ũ2, ṽ2] = [ũ1, t
h
αwh,α] + [ghαwh,α, ṽ2]

= ũ1(thα)wh,α + thα[ũ1, wh,α]− ṽ2(ghα)wh,α + ghα[wh,α, ṽ2]. (3.12)

Since both ṽ1 and ũ2 are logarithmic, the restriction to the k-th infinitesimal
neighborhood of (3.12) is 0.

3.4 The concrete Atiyah sheaf for the normal
bundle of a foliation in the ambient tangent
bundle

The Atiyah sheaf is an important geometrical object first defined in [6]; we
explicited the construction in Section 3.1. In Proposition 3.1.4 it is proved that
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the existence of a holomorphic connection for a vector bundle E is equivalent
to the splitting of the following sequence:

0→ Hom(E,E)→ AE → TM → 0, (3.13)

where AE is the Atiyah sheaf of E; moreover we proved that the obstruction to
the existence of partial holomorphic connections for a vector bundle E along a
subbundle F is equivalent to the splitting of the following sequence:

0 // Hom(E,E) // AE,F // F // 0 . (3.14)

Remark 3.4.1. In our case, we have to replace E with NF,M ; in Section 3.2 we

computed this obstruction. In an atlas adapted to S and F , in C̆ech-de Rham
cohomology the class is represented by the cocycle{

Uαβ ,−
∂zt

′

α

∂ztβ

∂2ztβ
∂ziα∂z

w
α

∣∣∣∣
S

dziα ⊗ ωwβ ⊗ ∂t′,β
}
,

where {∂t,α} is the quotient frame for NF,M in Uα and ωtα is the dual frame for
NF,M on Uα.

In paper [4] a more concrete version of the Atiyah sheaf is built; we follow
their construction. We refer to Section 1.10 for the notation.

Definition 3.4.2. Let S be a not necessarily closed complex submanifold of M
and F a foliation of S. Let TM,S(1) := TM ⊗OM OS(1) and TM,S := TM ⊗OM OS ;
if θ1 : OS(1) → OS is the canonical projection, we denote by Θ1 the map
id⊗θ1 : TM,S(1) → TM,S . Let T FM,S(1) := ker(pr ◦Θ1) the formal extension of

the foliation, where pr is the quotient map in the short exact sequence:

T FM,S(1)
// TM,S(1)

Θ1

��
0 // F i // TM,S

pr // NF,M // 0.

(3.15)

As in [4], we define a more concrete realization of the Atiyah sheaf for the
sheaf NF,M .

Remark 3.4.3. By definition Θ1(T FM,S(1)) is contained in the kernel of pr, so,

by exactness of sequence (3.4), it is contained in the image of F . Moreover,
for each v ∈ F , at least locally, the element ṽ ⊗ [1]2 belongs to T FM,S(1) and is

projected by Θ1 to i(v). So, Θ1(T FM,S(1)) = i(F).

Remark 3.4.4. Suppose we have a coordinate system adapted to S and F (Def-
inition 1.8.16). Then v belongs to T FM,S(1) if and only if v = [ak]2∂/∂z

k, with

[at]1 = 0, where t = 1, . . . ,m,m + l + 1, . . . , n. Analogously v belongs to
IS T FM,S(1) if and only if v = [ai]2∂/∂z

i, where ai1 ∈ IS for i = m+ 1, . . . ,m+ l.

Lemma 3.4.5. Let S be a complex submanifold of a complex manifold M and

F a foliation of S. Then

1. every v in T FM,S(1) induces a derivation g 7→ v(g) of OS(1);
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2. there exist a natural C-linear map { · , · } : T FM,S(1)⊗T
F
M,S(1) → T

F
M,S(1)

such that

(a) {u, v} = −{v, u},
(b) {u, {v, w}}+ {v, {w, u}}+ {w, {u, v}} = 0,

(c) {gu, v} = g{u, v} − v(g)u,, for all g ∈ OS(1)

(d) Θ1({u, v}) = [Θ1(u),Θ1(v)].

Proof. 1. Let (U ; z1, . . . , zn) be a coordinate chart adapted to S and F . An
element v = [ak]2

∂
∂zk
∈ TM,S(1) belongs to T FM,S(1) if and only if [at]1 = 0.

Remembering Remark 3.3.2 we see that v belongs to TS(1) and Lemma
3.3.4 gives the assertion.

2. We define { · , · } by setting

{u, v}(f) = u(v(f))− v(u(f)),

for every f ∈ OS(1). Please note that, since u and v belong to TS(1)

this bracket coincides with the bracket defined on TS(1); the first three
properties are proved exactly as for the usual bracket of vector fields, while
the fourth follows from a simple computation in coordinates. Suppose
(U ; z1, . . . , zn) is a coordinate chart adapted to S and F , u = [ak]2

∂
∂zk

, v =

[bk]2
∂
∂zk

with [at]1 = 0 and [bt]1 = 0. First of all we compute the Lie
brackets on T FM,S(1) in coordinates:

{u, v} =

[
ah
∂bk

∂zh
− bh ∂a

k

∂zh

]
2

∂

∂zk

=

[
at
∂bu

∂zt
+ ai

∂bu

∂zi
− bt ∂a

u

∂zt
− bi ∂a

u

∂zi

]
2

∂

∂zu

+

[
at
∂bj

∂zt
− bt ∂a

j

∂zt

]
2

∂

∂zj
+

[
ai
∂bj

∂zi
− bi ∂a

j

∂zi

]
2

∂

∂zj
.

Please note that the coefficients in the first two summands of the last
expression all belong to IS/I2

S . Therefore:

Θ1({u, v}) =

[
ai
∂bj

∂zi
− bi ∂a

j

∂zi

]
1

∂

∂zj
= [Θ1(u),Θ1(v)].

Remark 3.4.6. In general, given two vector fields u, v in TM,S(1), we can define
a bracket as [u, v](f) = u(v(f))− v(u(f)), for f ∈ OS(1). Please note that this
bracket is not a well defined section of TM,S(1) but only of TM,S . In other words
[u(v(f))− v(u(f))]2 is not well defined, while [u(v(f))− v(u(f))]1 is.

Lemma 3.4.7. Let S be an m-codimensional complex submanifold of a complex
manifold M of complex dimension n and F a foliation of S. Then:

1. u ∈ T FM,S(1) is such that pr([u, s]) = 0 for all s ∈ TM,S(1) if and only if

u ∈ IS T FM,S(1);
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2. if u ∈ IS T FM,S(1) and v ∈ T FM,S(1) then {u, v} ∈ IS T FM,S(1);

3. the quotient sheaf

A = T FM,S(1) /IS T
F
M,S(1)

admits a natural structure of OS-locally free sheaf such that the map in-
duced by Θ1, whose image lies in F , is an OS-morphism.

Proof. 1. Writing u = [ak]2
∂
∂zk

, with [at]1 = 0, and s = [bh]2
∂
∂zh
∈ TM,S(1),

we have:

pr([u, s]) =

[
ak
∂bt

∂zk
− bk ∂a

t

∂zk

]
1

∂

∂zt
.

If u belongs to IS T FM,S(1) clearly pr([u, s]) = 0.

Conversely, let u be such that pr([u, s]) = 0 for each s ∈ TM,S(1) . We
claim it belongs to IS T FM,S(1). We know that u belongs to T FM,S(1), so

[at]1 = 0. Taking s = ∂/∂zr, we see that [∂at/∂zr]1 = 0. Now, we take a
representative hsz

s for the class [at]1. Computing:

0 =

[
∂at

∂zr

]
1

=

[
∂hs
∂zs

zs + hsδ
s
r

]
1

= [hs]1.

So, for each s, we have that hs belongs to IS , implying that [at]2 = 0. Let
now s = [zj ]2

∂
∂z1 , for j = m+ 1, . . . , n. Then

0 = −
[
zj
∂at

∂z1

]
1

∂

∂zt
+

[
akδjk

]
1

∂

∂z1
= [aj ]1

∂

∂z1
,

where the last equality follows from the preceeding step, where we proved

that [at]2 = 0 and thus that

[
∂at

∂z1

]
1

= 0. So, [aj ]1 = 0 and u belongs to

IS T FM,S(1).

2. This follows by a direct computation in coordinates.

3. The sheaf T FM,S(1) is an OS(1)-submodule of TM,S(1) such that g ·v belongs

to IS T FM,S(1) for every g ∈ IS/I2
S and v ∈ T FM,S(1). Therefore the OS(1)

structure induces a natural OS-module structure on A.
Recall T FM,S(1) is generated locally, in an atlas adapted to S, by ∂/∂zj , with

j = m+ 1, . . . ,m+ l and by [zr]2∂/∂z
s, with r and s varying in 1, . . . ,m.

Then, the sheaf A is a locally free OS-module freely generated by π( ∂
∂zj )

and π([zs]2
∂
∂zt ), where π : T FM,S(1) → A is the quotient map. Moreover,

IS T FM,S(1) lies in the kernel of Θ1 so Θ1 factors through a map that we

will denote again by Θ1 : A → F , which is clearly an OS-morphism.

Definition 3.4.8. Let S be a complex submanifold of a complex manifold M
and let F be a foliation of S. The Atiyah sheaf of F is the locally free

OS-module

A = T FM,S(1) /IS T
F
M,S(1) .



78 CHAPTER 3. EXISTENCE OF PARTIAL HOLOMORPHIC...

Theorem 3.4.9. Let S be a codimension m submanifold of a complex manifold
M of dimension n and let F be a foliation of S. Then there exists a natural
exact sequence of locally free OS-modules

0 // Hom(NS ,NF,M ) // A
Θ1 // F // 0 .

whose splitting is equivalent to the splitting of the sequence (3.14) taking NF,M
as E.

Proof. We work in a chart adapted to S and F . The kernel of Θ1 is locally
freely generated by the images under π : T FM,S(1) → A of [zsα]2

∂
∂ztα

. We would

like to understand how the generators behave under change of coordinates, to
see if ker(Θ1) is isomorphic to any known sheaf of sections of a known vector
bundle. We compute the coordinate change maps:

π

(
[zsα]2

∂

∂zt

)
= π

(
[zsα]2

[
∂zkβ
∂ztα

]
2

∂

∂zkβ

)
= π

(
[zsα]2

[
∂zwβ
∂ztα

]
2

∂

∂zwβ

)
(3.16)

= π

([
∂zsα
∂zs1β

]
2

[zs1β ]2

[
∂zwβ
∂ztα

]
2

∂

∂zwβ

)
=

[
∂zsα
∂zs1β

∂zwβ
∂ztα

]
1

π

(
[zs1β ]2

∂

∂zwβ

)
, (3.17)

where the last equality in (3.16) comes from the quotient map and the one in
(3.17) comes from the newly acquired structure of OS-module. As a conse-
quence, the kernel of Θ1 is isomorphic to Hom(NS ,NF,M ).

Now, if we define local splittings of the sequence by setting

σα

(
∂

∂zjα

)
= π

(
∂

∂zjα

)
and extending byOS-linearity, we can compute the obstruction to find a splitting
of the sequence:

(σβ − σα)

(
∂

∂zjβ

)
= σβ

(
∂

∂zjβ

)
− σα

([
∂ziα

∂zjβ

]
1

∂

∂ziα

)
= σβ

(
∂

∂zjβ

)
−
[
∂ziα

∂zjβ

]
1

σα

(
∂

∂ziα

)
= π

(
∂

∂zjβ

)
−
[
∂ziα

∂zjβ

]
1

π

(
∂

∂ziα

)
= π

([
∂ztα

∂zjβ

]
2

∂

∂ztα

)
= π

([
∂2ztα

∂zrβ∂z
j
β

zrβ

]
2

∂

∂ztα

)
=

[
∂2ztα

∂zrβ∂z
j
β

∂zrβ
∂zsα

]
1

π

(
[zsα]2

∂

∂ztα

)
. (3.18)

Please remark that, since ∂ztα/∂z
j
β lies in the ideal IS for t = 1, . . . ,m,m+ l+

1, . . . , n and j = 1, . . . , n it follows that

∂ztα

∂zpβ∂z
j
β

∈ IS
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for t = 1, . . . ,m,m+ l + 1, . . . , n, j = 1, . . . , n and p = m+ 1, . . . , n. Therefore
we have that [

∂ztα

∂zwβ ∂z
j
β

]
1

= [0]1

for t, w = 1, . . . ,m,m+ l + 1, . . . , n and j = 1, . . . , n if and only if[
∂ztα

∂zrβ∂z
j
β

]
1

= [0]1

for t, w = 1, . . . ,m,m+ l+ 1, . . . , n, j = 1, . . . , n and r = 1, . . . ,m. Hence, class
(3.18) vanishes if and only if (3.10) vanishes.

It is easily noted that in the case F is the tangent bundle to S the Atiyah
sheaf of F is nothing else than the Atiyah sheaf of S, defined in [4].

Definition 3.4.10. Let F be a sheaf of OS-modules over a complex manifold S,
equipped with a OS-morphism X : F → TS . We say that F is a Lie algebroid
of anchor X if there is a C-bilinear map { · , · } : F ⊕F → F such that:

1. {v, u} = −{u, v};

2. {u, {v, w}}+ {v, {w, u}}+ {w, {u, v}} = 0;

3. {g · u, v} = g · {u, v} −X(v)(g) · u for all g ∈ OS and u, v ∈ F .

Definition 3.4.11. Let E and F be locally free sheaves of OS-modules over
a complex manifold S. Given a section X ∈ H0(S, TS ⊗F∗), a holomorphic
X-connection on E is a C-linear map X̃ : E → F∗⊗E such that:

X̃(g · s) = X∗(dg)⊗ s+ gX̃(s),

for each g ∈ OS and s ∈ E , where X∗ is the dual map of X. The notation X̃v(s)
is equivalent to X̃(s)(v).

If F is a Lie algebroid of anchor X we define the curvature of X̃ to be:

Ru,v(s) = X̃u ◦ X̃v(s)− X̃v ◦ X̃u(s)− X̃{u,v}(s).

We say that X̃ is flat if R ≡ 0.

Proposition 3.4.12. Let S be a complex submanifold of a complex manifold
M and F a holomorphic foliation of S. Then:

1. the Atiyah sheaf of F has a natural structure of Lie algebroid of anchor
Θ1 such that

Θ1{q1, q2} = [Θ1(q1),Θ1(q2)]

for all q1, q2 ∈ A;

2. there is a natural holomorphic Θ1-connection X̃ : NF,M → A∗ ⊗ NF,M
on NF,M given by

X̃q(s) = pr([v, s̃])

for all q ∈ A and s ∈ NF,M , where v ∈ T FM,S(1) and s̃ ∈ TM,S(1) are such

that π(v) = q and pr ◦Θ1(s̃) = s;
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3. this holomorphic Θ1-connection is flat.

Proof. 1. We set
{q1, q2} = π({v1, v2}),

where vi ∈ T FM,S(1) are such that qi = π(vi), for i = 1, 2. This is well

defined: if q1 = 0, then v1 is in IS T FM,S(1) and then, by 2 of Lemma

3.4.7 we have that {q1, q2} = 0. The other properties follow directly from
Lemma 3.4.5.

2. We check the connection is well defined. Suppose now q = 0; this means
that v ∈ IS T FM,S(1); then, by Lemma 3.4.7.1, we have that pr([v, s̃]) = 0,

for every s̃ ∈ TM,S(1). Now, if pr ◦Θ1(s̃) = 0, we have that s̃ ∈ T FM,S(1), so

{v, s̃} is in T FM,S(1), which implies that X̃q(s) = 0.

We check now it is a Θ1-connection. It is OS-linear in the first entry since:

X̃[f ]1·q(s) = pr([[f ]2v, s̃]) = pr([f ]1[v, s̃]− s̃([f ]2)Θ1(v)) = [f ]1X̃q(v),

where the last equality comes from the fact that v belongs to T FM,S(1),

which is the kernel of pr ◦Θ1. We check the Θ1-Leibniz rule for the second
entry:

X̃q([f ]1s) = pr([v, [f ]2s̃]) = pr([f ]1[v, s̃] + v([f ]2) ·Θ1(s̃))

= [f ]1X̃q(s) + Θ1(q)([f ]1) · s,

where the last equality comes from the equality:

[v([f ]2)]1 = Θ1(v)([f ]1) = Θ1(π(v))([f ]1),

for every [f ]2 ∈ OS(1) and for every v ∈ T FM,S(1). Thus, X̃ is a holomorphic
Θ1-connection.

3. We compute the curvature:

Rq1,q2(s) = X̃q1 ◦ X̃q2(s)− X̃q2 ◦ X̃q1(s)− X̃{q1,q2}(s)

= pr([u, ˜pr([v, s̃])])− pr([v, ˜pr([u, s̃])])− pr([[u, v], s̃]).

As we proved before, the connection does not depend on the extension
chosen for the second entry, so we can rewrite the expression as:

pr([u, [v, s̃]])− pr([v, [u, s̃]])− pr([[u, v], s̃]).

Computing in coordinates, it follows from the usual Jacobi identity for
vector fields that it is identically 0.

Definition 3.4.13. Let S be a complex submanifold of a complex manifold
M and F a foliation of S. The holomorphic Θ1- connection X̃ : NF,M →
A∗⊗NF,M just introduced is called the universal holomorphic connection
on NF,M .

Remark 3.4.14. In the next chapter we find some conditions under which the uni-
versal holomorphic connection induces a partial holomorphic connection along
a subbundle on NF,M .



Chapter 4

Holomorphic foliations

Remark 4.0.15. In this chapter we follow the Einstein summation convention;
for an explanation of the different ranges of the indices, refer to Section 1.1.

4.1 Foliations of infinitesimal neighborhoods

We have seen in Section 3.3 how to define the tangential sheaf to an infinitesimal
neighborhood and how on this sheaf there exists a well defined bracket oper-
ation. We are going to use the notion of logarithmic vectors field, introduced
in [29]. The sheaf of these vector fields can behave badly if the subvariety S
they leave invariant is non regular. In the rest of the section S is assumed to be
a submanifold. We refer to Section 1.10 for the definition of k-th infinitesimal
neighborhood and the notation.

Therefore, the following definition makes sense.

Definition 4.1.1. Let M be a complex manifold of dimension n and S be a
complex submanifold of codimension m. A regular foliation of S(k) is a rank
l (with l ≤ n−m) coherent subsheaf F of TS(k), such that:

• for every x ∈ S the stalk TS(k) /Fx is OS(k),x-free;

• for every x ∈ S we have that [Fx,Fx] ⊆ Fx (where the bracket is the one
defined in Lemma 3.3.4);

• the restriction of F to S, denoted by F |S , is a rank l foliation of S.

Remark 4.1.2. Please note that the third condition is a simplifying condition:
in the paper [12] a lot of work is devoted to clarify and explain the concept
of extension of a foliation and our definition is a particular case. We want to
avoid the following situation: let U be an open neighborhood of the origin in
C2, with coordinate system (z1, z2) and let S = z1 = 0. We take a subbundle
of TS(1) generated by [z1]2∂/∂z1, ∂/∂z2. Clearly, it is involutive with respect to
the bracket defined above, but its restriction to S gives rise to a rank 1 foliation.

The main tool of this section is the Holomorphic Frobenius Theorem 1.8.9.
Lemma 4.1.3 is a tool we use in proving the Frobenius Theorem for foliations
of the k-th infinitesimal neighborhood.

81
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Lemma 4.1.3. Every regular foliation F of S(k) admits a local frame which can
be extended locally by commuting vector fields, i.e., for every point x ∈ S there
exists a neighborhood Ux of x in M and commuting sections w̃m+1, . . . , w̃m+l of

TM on Ux such that wi := w̃i ⊗ [1]k+1 are generators of F(Ux ∩ S).

Proof. Let x be a point of S; we take a coordinate patch (U, φ) centered in x,
adapted to S and F |S (Definition 1.8.16). Let {vi} be a system of generators
of F in Ux and {ṽi} be vector fields extending them. Call D the distribution
spanned by the ṽi’s. We complete the frame {ṽi} to a frame {ṽk} of TM , taking
as ṽt the coordinate fields ∂/∂zt. Now, we choose holomorphic functions fki such
that:

ṽk = fhk
∂

∂zh
.

Please remark that the matrix A := (fhk ) is a matrix of holomorphic functions
acting on the right:

|ṽ1, . . . , ṽn| =
∣∣∣∣ ∂∂z1

, . . . ,
∂

∂zn

∣∣∣∣ ·A.
By hypothesis we know that A is non singular in x, so there exists a neigh-
borhood U of x such that this matrix is invertible with inverse a matrix of
holomorphic functions. Let (gkh) be its inverse matrix. We define w̃i = gji ṽj and
we denote by wi := w̃i ⊗ [1]k+1. Each one of the w̃i’s belongs to the module
generated by ṽm+1, . . . , ṽm+l, so leaves the ideal of S invariant. This implies,
thanks to Lemma 3.3.4, that

[wi, wj ] = [w̃i, w̃j ]⊗ [1]k+1 = [gi
′

i ṽi′ , h
j′

j ṽj′ ]⊗ [1]k+1 ∈ F .

We claim now that the w̃j generate D and therefore, when restricted to S(k)
generate F . Let π be the projection (z1, . . . , zn) 7→ (zm+1, . . . , zm+l) and Π =
π ◦ φ. We have:

Π∗(w̃i) = Π∗(w̃i) + gtiΠ∗

(
∂

∂zt

)
= Π∗(g

k
i ṽk) = Π∗

(
∂

∂zi

)
=

∂

∂zi
,

so the w̃i generate D. Moreover, by naturality of Lie brackets, we have that

Π∗([w̃i, w̃j ]) = [Π∗(w̃i),Π∗(w̃j)].

The mapping Π∗ induces a map Π∗,k : TM ⊗OS(k) → OlS(k), given by:

Π∗,k(v ⊗ [1]k+1) = Π∗(ṽ)⊗ [1]k+1.

This map is injective when restricted to F ; since [wi, wj ] ∈ F and Π∗,k([wi, wj ]) =
0 we have that [wi, wj ] = 0. We want now to modify the w̃i’s to obtain
l independent commuting sections of F , without changing their equivalence
class. Therefore, we look for extensions of the wi’s which satisfy the thesis of
the theorem, proceeding by induction on the number of sections. If l′ = 1,
we can take any extension of wm+1 (every vector field commutes with itself).
Suppose now the claim is true for l′ − 1 sections. Then, by the Holomor-
phic Frobenius theorem, there exists a coordinate chart adapted to S in which
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w̃m+1 = ∂/∂zm+1, . . . , w̃m+l′−1 = ∂/∂zm+l′−1. Now, since the wi are commut-
ing when restricted to S(k), if

wm+l′ = [gv]k+1
∂

∂zv
+ [f i]k+1

∂

∂zi
,

we have that:

[0]k+1 =
∂[gv]k+1

∂zi
∂

∂zv
+
∂[f j ]k+1

∂zi
∂

∂zj
=

[
∂gv

∂zi

]
k+1

∂

∂zv
+

[
∂f j

∂zi

]
k+1

∂

∂zj
,

where i ranges in m+ 1, . . . ,m+ l′ − 1. The last equality tells us that:

∂gv

∂zi
= zr1 · · · zrk+1hvr1,··· ,rk+1,i

,
∂f j

∂zi
= zr1 · · · zrk+1hjr1,··· ,rk+1,i

.

We have to find g̃v, f̃ j representatives for the classes [gv]k+1,[f j ]k+1 such that

0 =
∂g̃v

∂zi
∂

∂zv
+
∂f̃ j

∂zi
∂

∂zj
.

We do that for one of the gv’s, the method applies to all the other coefficients.
Now, g̃v = gv + zr1 · · · zrk+1 h̃r1,...,rk+1

, so

∂g̃v

∂zi
=
∂gv

∂zi
+ zr1 · · · zrk+1

∂h̃vr1,...,rk+1

∂zi

= zr1 · · · zrk+1hvr1,...,rk+1,i
+ zr1 · · · zrk+1

∂h̃vr1,...,rk+1

∂zi
.

Therefore, the problem reduces to finding a primitive h̃vr1,...,rk+1
for the 1-form

ω := −hvr1,...,rk+1,i
dzi,

where the other coordinates are considered as parameters. If we denote by ∂
the holomorphic differential and supposing, without loss of generality, that U
is simply connected and centered at x ∈ S (i.e. φ(x) = 0) we have, by the
Holomorphic Poincaré Lemma, that this primitive exists if and only if ω is
closed. Therefore we need to check that the mixed partial derivatives coincide:

zr1 · · · zrk+1
∂hvr1,...,rk+1,i

∂zj
=

∂2gv

∂zj∂zi
=

∂2gv

∂zi∂zj
= zr1 · · · zrk+1

∂hvr1,...,rk+1,j

∂zi
.

Then, the primitive exists and is defined in U by:

h̃vr1,...,rk+1
(z1, . . . , zn) =

∫
γ

−hvr1,...,rk+1,i
dzi,

where γ is a curve such that γ(1) = (z1, . . . , zn) and γ(0) = 0.

As a simple consequence of the Lemma, we have the Frobenius Theorem for
k-th infinitesimal neighborhoods.
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Theorem 4.1.4 (Frobenius Theorem for k-th infinitesimal neighborhoods).
Suppose S is a non singular complex submanifold of codimension m in a complex
manifold M of dimension n and suppose we have a regular foliation F of S(k) of
rank l. Then there exists an atlas {Uα, φα}adapted to S such that if Uα∩Uβ∩S 6=
∅ then: [

∂ztα
∂ziβ

]
k+1

= 0, (4.1)

for t = 1, . . . ,m,m+ l + 1, . . . , n and i = m+ 1, . . . ,m+ l on Uα ∩ Uβ.

Proof. We take an atlas adapted to S and extensions w̃i,α as given by Lemma
4.1.3. By the usual Holomorphic Frobenius theorem, there exist a coordinate
system (modulo shrinking) on Uα such that

w̃m+1,α =
∂

∂zm+1
α

, . . . , w̃m+l,α =
∂

∂zm+l
α

.

We take such coordinate systems. Since we are dealing with a foliation of S(k)
we have that wi,α = [cji ]k+1wj,β . Hence:[
∂ztα
∂ziβ

]
k+1

=w̃i,β ⊗ [1]k+1(ztα) = wi,β(ztα) = [cji ]k+1wj,α(ztα)

=[cji ]k+1w̃j,α ⊗ [1]k+1(ztα) = [cji ]k+1

[
∂ztα

∂zjα

]
k+1

= [cji δ
t
j ]k+1 = [0]k+1.

Remark 4.1.5. It is easily seen that the existence of an atlas satisfying (4.1) im-
plies the existence of a foliation of TS(k), generated on each chart Uα intersecting

S by {[1]k+1 ⊗ ∂/∂zm+1
α , . . . , [1]k+1 ⊗ ∂/∂zm+l

α }.

Definition 4.1.6. We say that a foliation F of S extends to the k-th in-
finitesimal neighborhood, if there exists an atlas adapted to S and F such
that: [

∂ztβ
∂ziα

]
k+1

= 0,

for t = 1, . . . ,m,m+ l + 1, . . . , n and i = m+ 1, . . . ,m+ l on Uα ∩ Uβ .
In the special case F = TS we say that S has k-th order extendable tangent
bundle.

Remark 4.1.7. Let M be a complex manifold, F a regular foliation of M . Every
leaf of F has k-th order extendable tangent bundle for every k.

Remark 4.1.8. For a submanifold S having first order extendable tangent bundle
is a strong topological condition. As a matter of fact, as we will see in section
5.4, this implies the vanishing of many of the characteristic classes of the normal
bundle of S.

Remark 4.1.9. As you can imagine, if a submanifold S has first order extendable
tangent bundle, it is likely that every foliation on S extends to a foliation of
the first infinitesimal neighborhood. A result in this direction can be found in
Corollary 4.4.5.
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4.2 Singular foliations of infinitesimal neighbor-
hoods

This section is devoted to adapt a couple of definitions given in Section 1.8 to
the case of foliations of infinitesimal neighborhoods.

Definition 4.2.1. Let M be a complex manifold of dimension n and S be a
complex submanifold of codimension m. A singular foliation of S(k) is a rank
l (with l ≤ n−m) coherent subsheaf F of TS(k), such that:

• for every x ∈ S we have that [Fx,Fx] ⊆ Fx (where the bracket is the one
defined in Lemma 3.3.4);

• the restriction of F to S, denoted by F |S , is a rank l singular foliation of
S.

Definition 4.2.2. Let F be a singular holomorphic foliation of S(k). We set

NF = TS(k) /F and we denote by S(F) := Sing(NF ) the singular set of the
foliation.

Definition 4.2.3. Let F be a singular foliation of S(k). We say F is reduced
if it is full in TS(k), i.e., for any open set U in S we have that

Γ(U, TS(k)) ∩ Γ(U \ S(F),F) = Γ(U,F).

Lemma 4.2.4. Let S be a submanifold of M and let F be a singular foliation
of S(k); then there exists a canonical way to associate to it a reduced singular
foliation of S(k).

Proof. We cover now a neighborhood of S by open sets {Uα} such that FUα∩S is
generated by v1,α, . . . , vl,α and on each Uα we can extend the vi,α to logarithmic
vector fields ṽi,α on Uα. On Uα the ṽi,α define a distribution with sheaf of
sections Dα; please remark that this is a sheaf on Uα, not on the whole M .
We define NDα = TM |Uα/Dα and denote by S(Dα) the set of singularity of

NDα . In general, this distribution may not be reduced, i.e. Γ(Uα, TM )∩Γ(Uα \
S(Dα),Dα) 6= Γ(Uα,Dα). We take now the annihilator (Dα)a = {ω ∈ ΩM |
ω(v) = 0 for every v ∈ Dα}. If we take its annihilator D̃α := ((Dα)a)a = {w ∈
TM | ω(w) = 0 for every ω ∈ (Dα)a} we get now a reduced sheaf of sections of
the distribution, generated by sections w̃1,α, . . . , w̃l,α; we can take the same l
because, since we are dealing with coherent sheaves, the rank is constant outside
the singularity set.

Since Γ(Uα,Dα) ⊂ Γ(Uα, D̃α) we have that, ṽi,α = (hα)ji w̃j,α, where (hα)ji
is a matrix of holomorphic functions that may be singular on a subset of Uα
of codimension smaller than 2, contained in S(Dα). Remark also that S(F) ⊂
S(Dα) and that the w̃i,α are logarithmic vector fields.

We want to check now that D̃α⊗OS(k) |(Uα∩S)\S(F) generates F and is invo-
lutive. We will denote the restriction of w̃i,α to the k-th infinitesimal neighbor-

hood by wi,α. Indeed, outside the singularity set, the matrix (hα)ji is invertible
as a matrix of holomorphic functions, with inverse (gα)ij which implies that the
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wi,α’s generate F . We check the involutivity:

[w̃i,α, w̃i′,α]⊗ [1]k+1 =[(gα)ji ṽj,α, (gα)j
′

i′ ṽj′,α]⊗ [1]k+1

=[(gα)ji ]k+1vj,α([(gα)j
′

i′ )]k+1)vj′,α

− [(gα)j
′

i′ ]k+1vj′α([(gα)ji ]k+1)vj,α

+ [(gα)j
′

i′ ]k+1[(gα)ji ]k+1[vj,α, vj′,α].

Remark that (gα)ji is a matrix of meromorphic functions on Uα (this follows
from the Cramer rule for the inverse of a matrix), and its inverse is a matrix of
holomorphic functions. Now, for each vj,α we have that

vj,α([(gα)j
′

i′ ]k+1) = −[(gα)j
′′

i′ ]k+1vj,α([(hα)i
′′

j′′ ]k+1)[(gα)j
′

i′′ ]k+1,

and therefore:

[(gα)ji ]k+1vj,α([(gα)j
′

i′ )]k+1)vj′,α

=− [(gα)ji ]k+1[(gα)j
′′

i′ ]k+1vj,α([(hα)i
′′

j′′ ]k+1)[(gα)j
′

i′′ ]k+1vj′,α

=− [(gα)j
′′

i′ ]k+1wi,α([(hα)i
′′

j′′ ]k+1)wi′′,α.

A similar reasoning holds for the second summand in the involutivity check. If

we denote by [aj
′′

j,j′ ]k+1 the elements of OS(k) such that

[vj,α, vj′,α] = aj
′′

j,j′vj′′,α

we have that:

[(gα)j
′

i′ ]k+1[(gα)ji ]k+1[vj,α, vj′,α]

=− [(gα)j
′

i′ ]k+1[(gα)ji ]k+1[aj
′′

j,j′ ]k+1vj′′,α

=− [(gα)j
′

i′ ]k+1[(gα)ji ]k+1[aj
′′

j,j′ ]k+1[(hα)i
′′

j′′ ]k+1wi′′,α.

The point these computations prove is that [w̃i,α, w̃i′,α]⊗ [1]k+1 belongs to the
module generated by the wi,α’s over the meromorphic functions. But, a priori,
we know that this bracket is a holomorphic section of TS(1) and therefore it
belongs to the OS(1)-module generated by the wi,α’s.

Remark 4.2.5. By the proof of the Lemma above and by 1.8.15 we have an
important consequence: each one of the extensions w̃i,α has a singularity set of
codimension at least 2.

4.3 2-splittings submanifolds

In this section we will give some new insight on the notion of 2-splitting (Def-
inition 1.10); many of the results in this section are strictly connected with
those in [4, 5]. The main idea is that, given a 2-splitting of a submanifold,
there exist maps which permit us to project vector fields transversal to the first
infinitesimal neighborhood into vector fields which are tangential to the first
infinitesimal neighborhood. Recall that when we have a splitting submanifold,
we have a lot of really interesting properties; recalling Proposition 1.10.5, the
following definition makes sense.
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Definition 4.3.1. Let S be a submanifold splitting into M ; if F is foliation of
M of rank l strictly smaller than the dimension of S, if we denote by σ∗ the
map from TM,S to TS given in Proposition 1.10.5, we shall denote by Fσ the
coherent sheaf of OS-modules given by

Fσ := σ∗(F |S).

We shall say that σ∗ is F-faithful outside an analytic subset Σ ⊂ S if Fσ
is a regular foliation of S of rank l on S \ Σ. If Σ = ∅ we shall simply say that
σ∗ is F-faithful.

We refer to [4] for a treatment of F-faithfulness in the case of splittings.
Assume that σ∗ is F-faithful: an interesting question is whether there exists a
sufficient condition for Fσ to extend to the first infinitesimal neighborhood. A
simple way to obtain such an extension would be to find an analogue of σ∗ from

TM,S(1) to TS(1), which restricted to TM,S coincides with σ∗. First of all, we
can suppose we are working on a splitting submanifold S. Then, we look for a
splitting of the following sequence:

0→ TS(1) → TM,S(1) → NS(1) → 0, (4.2)

where NS(1) is the quotient of the two modules.

Remark 4.3.2. Let (Uα, z
1
α, . . . , z

n
α) be a coordinate system adapted to S. Please

remember Remark 3.3.2; since S is a submanifold the ideal of S is generated by
z1
α, . . . , z

r
α and we have that TS(1) is generated in Uα by:

[zrα]2
∂

∂zsα
,

∂

∂zm+1
α

, . . . ,
∂

∂znα
,

while TM,S(1) is generated on Uα by

∂

∂z1
α

, . . . ,
∂

∂znα
.

Let ∂r,α be the image of ∂/∂zrα in NS(1) and ωrα its dual element. Now let

v = [fkα]2
∂

∂zkα

be a section of TM,S(1); we can see that the image of v in NS(1) is nothing else
than [frα]1∂r,α. We denote by [v] the equivalence class of v in NS(1); please note
that, given a function [g]2 in OS(1) the OS(1)-module structure is given by

[g]2 · [v] = [θ1([g]2) · v].

We compute now the transition functions of NS(1); if we are in an atlas adapted
to S we have that zsα = hsαβ,rz

r
β . We have that:

∂r,α =

[
∂

∂zrα

]
=

[
∂zkβ
∂zrα

∂

∂zkβ

]
=

[
∂zsβ
∂zrα

∂

∂zsβ

]
=

[
∂(hsαβ,r′z

r′

β )

∂zrα

∂

∂zsβ

]
=

[
∂(hsαβ,r′)

∂zrα
zr
′

β

∂

∂zsβ

]
+

[
hsαβ,r′δ

r′

r

∂

∂zsβ

]
= [hsαβ,r]2∂s,β , (4.3)

where last equality comes from the equivalence relations that define NS(1).
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Remark 4.3.3. Please note that the transition functions for (NS(1))
∗, as an

OS(1)-module are given by:

ωsβ = [hsαβ,r]2ω
r
α.

Please note also that (NS(1))
∗ is isomorphic to IS / IS2 with the structure of

OS(1) module given by the projection θ1 : OS(1) → OS .

Lemma 4.3.4. Let M be a n-dimensional complex manifold, S a submanifold
of codimension r. Sequence (4.2) splits if S is 2-splitting, i.e., if there exists an
atlas adapted to S such that: [

∂zpβ
∂zrα

]
2

≡ [0]2, (4.4)

for p = m+ 1, . . . , n and r = 1, . . . ,m.

Proof. We have to compute the image in H1(S,Hom(NS(1), TS(1)) through the
coboundary operator of the class {Uα ∩ S, ωrα ⊗ ∂r,α} (i.e., the identity) in
H0(U ,Hom(NS(1),NS(1))). We compute then:

δ(Uα, ω
r
α ⊗ ∂r,α) =ωrβ ⊗

∂

∂zrβ
− ωsα ⊗

∂

∂zsα

=ωrβ ⊗
∂

∂zrβ
−
[
∂zsα
∂zr

′
β

∂zkβ
∂zsα

]
2

ωr
′

β ⊗
∂

∂zkβ

=ωrβ ⊗
∂

∂zrβ
−
[
∂zsα
∂zr

′
β

∂zrβ
∂zsα

]
2

ωr
′

β ⊗
∂

∂zrβ

−
[
∂zpβ
∂zsα

∂zsα
∂zr

′
β

]
2

ωr
′

β ⊗
∂

∂zpβ

=−
[
∂zpβ
∂zsα

∂zsα
∂zr

′
β

]
2

ωr
′

β ⊗
∂

∂zpβ
. (4.5)

This class is clearly zero if we are using a 2-splitting atlas.

Remark 4.3.5. In the last equality of the computation above there is marginal
subtle point. We are using the fact that S is splitting. We saw in Section 1.10
that this implies that in an atlas adapted to S and to the splitting

∂zpα
∂zrβ

∈ IS ,
∂zrα
∂zpβ

∈ IS .

We know also that:
∂zkα
∂zrβ

∂zsβ
∂zkα

= δsr .

Restricting ourselves to the 1-st infinitesimal neighborhood we have that:

[δsr ]2 =

[
∂zkα
∂zrβ

∂zsβ
∂zkα

]
2

=

[
∂zr

′

α

∂zrβ

∂zsβ
∂zr′α

]
2

+

[
∂zpα
∂zrβ

∂zsβ
∂zpα

]
2

=

[
∂zr

′

α

∂zrβ

∂zsβ
∂zr′α

]
2

,

using the splitting hypothesis.
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Remark 4.3.6. Looking at how we have constructed the splitting in the former
Lemma, if ρ̃ is the θ1-derivation associated to the splitting of S, we have that
the splitting morphism σ∗ : TM,S(1) → TS(1) is given in an atlas adapted to the
2-splitting by:

fk
∂

∂zk
7→ ρ̃(fr)

∂

∂zr
+ fp

∂

∂zp
.

Now the question is under which conditions the splitting of sequence (4.2) is
equivalent to the existence of a 2-splitting atlas. It seems like the splitting of this
sequence is not enough. Indeed, if we try to follow the usual approach in proving
the argument, as in Proposition 1.10.8, we have some problems. The first thing
we can remark is that the dual of TM,S(1) is nothing else than ΩM⊗OS(1). Now,
a splitting of (4.2) implies there exists a map γ from ΩM⊗OS(1) to (NS(1))

∗ and

since we remarked that (NS(1))
∗ is isomorphic to IS / IS2 as an OS(1)-module,

through a map
τ : (NS(1))

∗ → IS / IS2 .

this gives rise to a splitting of the map

d2 : IS / IS2 → ΩM ⊗OS(1)

which sends an element [f ]2 of IS / IS2 into df ⊗ [1]2. Now, there exists a
well defined map d3 from OM / IS3 to ΩM ⊗OS(1), which sends a class [f ]3 to

df̃⊗ [1]2. The big problem is that, even if we suppose S comfortably embedded,
the splitting of (4.2) only gives us a map between OS(1) and the image through

the splitting ν : IS / IS3 → IS / IS2 of IS / IS2 in IS / IS3 and this map is not
surjective. Therefore it is not a θ2,1-derivation splitting the short exact sequence
of morphisms of rings

0 // IS / IS3 // OS(1) // OS // 0.

Remark 4.3.7. To solve this problem we could find under which conditions there
exists a splitting of the map d̃3 : IS2 / IS3 → ΩM,S(1). Using such a splitting
and the comfortable embedding we could find a θ2,1-derivation splitting ι :
IS / IS3 → OS(1).

Definition 4.3.8. If F is foliation of M of rank l strictly smaller than dimension
S, if we denote by σ∗2 the map from TM,S(1) to TS(1) splitting sequence (4.2), we
shall denote by Fσ2 the coherent sheaf of OS(1)-modules given by

Fσ2 := σ∗2(F |S(1)).

We shall say that σ∗2 is first order F-faithful outside an analytic subset
Σ ⊂ S if Fσ2 is a regular foliation of S(1) of rank l on S \ Σ. If Σ = ∅ we shall
simply say that σ∗2 is first order F-faithful.

We state some results coming from [4], in particular Lemma 7.5 and Lemma
7.6 about F-faithfulness.

Lemma 4.3.9 ([4], Lemma 7.5). Let S be a splitting submanifold of a complex
manifold M , and let F be a holomorphic foliation on M of dimension equal to
1 or to the dimension of S. If there exists x0 ∈ S \S(F) such that F is tangent
to S at x0 , i.e., (F |S)x0 ⊂ TS,x0

, then any splitting morphism is F-faithful
outside a suitable analytic subset of S.
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Lemma 4.3.10 ([4], Lemma 7.6). Let S be a non-singular hypersurface splitting
in a complex manifold M , and let F be a one dimensional holomorphic foliation
on M . Assume that S is not contained in S(F). Then there is at most one
splitting morphism σ∗ which is not F-faithful outside a suitable analytic subset
of S.

Indeed, speaking of first order F-faithfulness we have a simple results which
gives us some insight.

Lemma 4.3.11. Let S be a submanifold 2-splitting in a complex manifold M ,
and let F be a one dimensional holomorphic foliation on M . Let σ∗2 : TM,S(1) →
TS(1) be the splitting morphism. If σ∗2 |S is F-faithful outside an analytic subset
Σ, then σ∗2 is first order F-faithful outside Σ.

Proof. We check that Fσ2 satisfies the requests of Definition 4.1.1. By hypoth-
esis Fσ2 |S is a foliation of S. Since the rank of Fσ2 is 1 it is an involutive
subbundle of TS(1); moreover, for each point x ∈ S \ Σ we can find a generator
v of Fσ2

x such that v|S is non zero. Therefore, TS(1),x /Fσ2
x is OS(1)-free.

Directly from this last Lemma and Lemma 4.3.9 we have that.

Corollary 4.3.12. Let S be a splitting submanifold of a complex manifold M ,
and let F be a holomorphic foliation on M of dimension equal to 1 or to the
dimension of S. If there exists x0 ∈ S \ Sing(F ) such that F is tangent to S at
x0, i.e., (F |S)x0 ⊂ TS,x0

, then any 2-splitting morphism is first order F-faithful
outside a suitable analytic subset of S.

4.4 Extension of foliations

Let S be a codimension m submanifold of an n-dimensional complex manifold
M and let F be a foliation of S. Thanks to the Holomorphic Frobenius the-
orem, we know that there exists an atlas {(Uα; z1

α, . . . , z
n
α)} adapted to S and

F . In such an atlas we know that F = ker(dzm+l+1
α |S , . . . , dznα|S). An equiva-

lent formulation of the Frobenius theorem states that a submodule of Ω1(S) is
integrable if and only if each stalk is generated by exact forms.

We denote by π : NS → S the normal bundle of S; the map π is holomorphic
and therefore π∗(dzkα|S) is a well defined local holomorphic 1-form on π−1(Uα) ⊂
NS . Moreover, since {dzm+l+1

α |S , . . . , dznα|S} is an integrable system of 1-forms,
so is {π∗(dzm+l+1

α |S), . . . , π∗(dznα|S)}. Then {π∗(dzm+l+1
α |S), . . . , π∗(dznα|S)} de-

fines a foliation F̃ of NS , whose leaves are the preimages of the leaves of F
through π.

Since S is regular TM is trivialized on each coordinate neighborhoods and
so is NS . In what follows we use the atlas {(π−1(Uα), v1

α, . . . , v
m
α , z

m+1
α , . . . , znα}

of NS given by the trivializations of the normal bundle, where vrα are the coor-
dinates in the fiber; then F̃ is generated on π−1(Uα) by

∂

∂v1
α

, . . . ,
∂

∂vmα
,

∂

∂zm+1
α

∣∣∣∣
S

, . . . ,
∂

∂zm+l
α

∣∣∣∣
S

.

The fibers of π are the leaves of a holomorphic foliation of NS , called the
vertical foliation, which we denote by V. On π−1(Uα) it is generated by

∂

∂v1
α

, . . . ,
∂

∂vmα
.
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We study now the splitting of the following sequence, when restricted to the
first infinitesimal neighborhood of the embedding of S as the zero section of NS :

0 // V ι // F̃
pr // F̃/V // 0 . (4.6)

The result of Section 1.9 tells us that the splitting of the sequence is equivalent
to the vanishing of a cohomology class in H1(M,Hom(F̃/V,V)) and that the
splitting of this sequence is equivalent to the fact that there exist an isomorphism

F̃ ' V ⊕ F̃/V compatible with the projection pr and the map ι.

Remark 4.4.1. Please note that F̃/V, when restricted to S is nothing else but
the foliation F . This follows directly from our construction of F̃ as the pull-back
foliation defined by the integrable system {π∗(dzm+l+1

α |S), . . . , π∗(dznα|S)}.

Lemma 4.4.2. Let S be a splitting submanifold in M . If there exists a foli-
ation of the first infinitesimal neighborhood of the embedding of S as the zero
section of its normal bundle, then there exists a foliation of the first infinitesimal
neighborhood of S embedded in M .

Proof. If there exists a foliation of the first infinitesimal neighborhood of the
embedding of S as the zero section of its normal bundle we can find an atlas
{Vα, v1

α, . . . , v
m
α , z

m+1
α , . . . , znα} of NS such that, if Vα ∩Vβ ∩S 6= ∅ we have that[

∂vrα
∂ziβ

]
2

= [0]2;
∂zt

′

α

∂ziβ
= 0

where r = 1, . . . ,m and t′ = m + l + 1, . . . , n (we are not following our usual
convention).

We use the isomorphism φ : ONS/I2
S,NS

→ OM/I2
S , taking the images

[z̃1
α]2 = φ([v1

α]2), . . . , [z̃rα]2 = φ([vrα]2), [z̃m+1
α ]2 = φ([zm+1

α ]2), . . . , [z̃nα]2 = φ(znα);

there exists Uα ⊃ π(Vα) (modulo shrinking) where we can choose representatives
of these classes such that (Uα, z̃

1
α, . . . , z̃

n
α), is a coordinate system adapted to S

and F |S . If Uα ∩ Uβ ∩ S 6= ∅ we can check that, since ∂/∂z̃m+1
β , . . . , ∂/∂z̃m+l

α

are logarithmic

∂[z̃rβ ]2

∂z̃iα
=

[
∂z̃rβ
∂z̃iα

]
2

=

[
∂urβ
∂ziα

]
2

= [0]2,

for r = 1, . . . ,m and i = m+ 1, . . . ,m+ l. Following the same line of thought

∂[z̃tβ ]2

∂z̃iα
=

[
∂z̃tβ
∂z̃iα

]
2

=

[
∂ztβ
∂ziα

]
2

= [0]2,

for t = m+ l + 1, . . . , n and i = m+ 1, . . . ,m+ l.

So, the problem of extending a foliation boils down, in the splitting case,
to understand when (4.6) splits and the image through the splitting of F /V
is involutive. We start by finding a sufficient condition for the splitting of the
sequence.
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Proposition 4.4.3. Let M be a complex manifold of dimension n, and S a
splitting codimension m submanifold. Let F be a foliation of S and π : NS →M
the normal bundle of S in M . Let F̃ = π∗(F) and V the vertical foliation given
by ker dπ. The sequence:

0 // V ι // F̃
pr // F̃/V // 0

splits if there exists an atlas adapted to F and S such that

∂2zrα
∂ziβ∂z

s
β

∈ IS ,

for all r, s = 1, . . . ,m and i = m+ 1, . . . ,m+ l.

Proof. We compute the obstruction to the splitting of the sequence, following
Section 1.9: we apply the functor Hom(F̃/V, ·) to sequence (4.6) and compute
the image of the identity through the coboundary map

δ∗ : H0(S,Hom(F̃/V, F̃/V))→ H1(S,Hom(F̃/V,V)).

We fix an atlas {Uα, zα} adapted to S and F and we denote the quotient
frame for F̃/V by {∂m+1,α, . . . , ∂m+l,α} (i.e., ∂m+1,α is the equivalence class of
∂/∂zm+1

α |S) and by {ωm+1
α , . . . , ωm+l

α } its dual frame. The cocycle representing
the identity in H0(S,Hom(F̃/V, F̃/V)) is then represented as {Uα, ωjα ⊗ ∂j,α};
the obstruction to the splitting of the sequence is then

δ∗{ωjα ⊗ ∂j,α} = ωjβ ⊗
∂

∂zjα
− ωjα ⊗

∂

∂zjα

= ωjβ ⊗
∂

∂zjα
−
[
∂zjα
∂ziβ

∂zj
′

β

∂zjα

]
2

ωiβ ⊗
∂

∂zj
′

β

−
[
∂zjα
∂ziβ

∂vrβ

∂zjα

]
2

ωiβ ⊗
∂

∂vrβ

= −
[
∂zjα
∂ziβ

∂vrβ

∂zjα

]
2

ωiβ ⊗
∂

∂vrβ
. (4.7)

The vanishing of (4.7) is a sufficient condition for the splitting of the sequence;
this class vanishes if ∂vrβ/∂z

j
α belong to I2

NS
. Moreover, the coordinate changes

map of NS have a peculiar structure:

vrβ = vsα
∂zrβ
∂zsα

.

Therefore:

−
[
∂zjα
∂ziβ

∂vrβ

∂zjα

]
2

= −
[
vsα
∂zjα
∂ziβ

∂

∂zjα

(
∂zrβ
∂zsα

)]
2

= −
[
vsα
∂zjα
∂ziβ

∂2zrβ

∂zjα∂zsα

]
2

; (4.8)

using the isomorphism between IS/I2
S and IS,NS/I2

S,NS
we see that the last

expression vanishes if
∂2zrα
∂ziβ∂z

s
β

∈ IS ,

for all r, s = 1, . . . ,m and i = m+ 1, . . . ,m+ l.
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Remark 4.4.4. Since we are working in an atlas of NS adapted to S and F we
have that

∂zpα
∂vrβ

≡ 0 ,
∂ztα
∂ziβ

≡ 0,

for p = m + 1, . . . , n, r = 1, . . . ,m, t = m + l + 1, . . . , n, i = m + 1, . . . , n
(please remark that we are not following our usual convention). Looking at the
transition functions of the tangent bundle of NS , in an atlas adapted to S and

F , on the first infinitesimal neighborhood of the embedding of S as the zero
section of NS , the following equality holds:

[δij ]2 =

[
∂vrα

∂zjβ

∂ziβ
∂vrα

+
∂zpα

∂zjβ

∂ziβ
∂zpα

]
2

,

now, since ∂zpα/∂v
r
β ≡ 0 we have that

[δij ]2 =

[
∂zpα

∂zjβ

∂ziβ
∂zpα

]
2

and since ∂ztα/∂z
i
β ≡ 0 for t = m+ l + 1, . . . , n, i = m+ 1, . . . , n we have that

[δij ]2 =

[
∂zi

′

α

∂zjβ

∂ziβ
∂zi′α

]
2

,

where i, j = m+ 1, . . . ,m+ l and we sum over i′ = m+ 1, . . . ,m+ l.

Corollary 4.4.5. Let M be a n-dimensional complex manifold, S a codimension
m splitting submanifold, F a regular foliation of S. Suppose S admits first order
extendable tangent bundle, then F extends to a subbundle of TS(1).

Proof. We work in an atlas adapted to S and F ; by Corollary 4.1.4 first order
extendable tangent bundle implies[

∂zrα
∂zpβ

]
2

= 0

which in turn implies

∂2zrα
∂zsβ∂z

p
β

∈ IS

and therefore that
∂2zrα
∂zsβ∂z

i
β

∈ IS ,

for r, s = 1, . . . ,m, i = m+ 1, . . . ,m+ l, which in turn implies the vanishing of
(4.7) and the splitting of sequence (4.6); the extension of F is then given by the
image of F̃/V in F̃ .

Remark 4.4.6. Please remark that the extension of F as a subsheaf of TS(1) may
not be involutive.
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Lemma 4.4.7. Let S be a splitting submanifold of M , let F be foliation of S;
if the sequence

0 // V ι // F̃
pr // F̃/V // 0 .

splits on the first infinitesimal neighborhood of S embedded as the zero section
of its normal bundle in M , then F extends as a subsheaf of TS(1).

Proof. On S we have the following isomorphism:

F̃ |S = V|S ⊕F . (4.9)

Indeed if we are working in an atlas adapted to S and F ; this follows directly
from our construction of F̃ as the pull-back foliation defined by the integrable
system {π∗(dzm+l+1

α |S), . . . , π∗(dznα|S)}. Therefore we have that F̃/V|S ' F
and this implies that the cochain representing (4.7) vanishes identically when
restricted to S. Let {Uα, τα} be local splittings and let v be a section of F̃/V;
if the sequence splits there exists a cochain in C0(S,Hom(F̃/V,V)) denoted by
{Uα, σα} such that

σβ − σα = τβ − τα.

Since the cochain representing (4.7) vanishes identically when restricted to S
the components of the cochain {Uα, σα} are identically 0 when restricted to
S. The image τα − σα(v) is a section of F̃ . From the discussion above we
can remark that σα(v)|S ≡ 0; moreover, since on S (4.9) holds we have that
τα(v)|S ∈ F ⊂ TS and this proves that v is a logarithmic section of TM,S(1) and
therefore belongs to TS(1).

Corollary 4.4.8. Let S be a splitting submanifold of M , let F be a rank 1
foliation of S; if the sequence

0 // V ι // F̃
pr // F̃/V // 0

splits on the first infinitesimal neighborhood of S embedded as the zero section of
its normal bundle in M , then F extends as a foliation of the first infinitesimal
neighborhood of S in M . Moreover, we can find an atlas adapted to S and

F given by a collection of charts {Uα, (v1
α, . . . , v

m
α , z

m+1
α . . . , znα)} such that the

class (4.7) can be represented by the 0 cochain.

Proof. If F̃/V has rank 1 we have that its image through the splitting morphism
of (4.6) is a rank 1 (therefore involutive) subbundle of the tangent sheaf to the
first infinitesimal neighborhood of S in its normal bundle. Thanks to Lemma
4.4.2 we have the first part of the assertion. Corollary 4.1.4 gives us the second
part of the assertion.

Remark 4.4.9. The reason why the splitting of (4.6) is not a sufficient condition
for the foliation to extend to the first infinitesimal neighborhood lies in the fact
that the image of F̃/V may not be involutive. If this image is involutive we have
a statement similar to the one in the last Corollary; anyway even if it is not
involutive, thanks to the results in section 5.2, the splitting of (4.6) is enough
to get some important insights on the Khanedani-Lehmann-Suwa action.
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Remark 4.4.10. We want to see what happens in coordinates when we can
extend the foliation. First of all, the vanishing of the class (4.7) in cohomology
means there exists a cochain {Uα, σα} ∈ C0(SN (1), (F /V))∗ ⊗ V) such that:

σβ − σα = −
[
∂zjα
∂ziβ

∂vrβ

∂zjα

]
2

ωiβ ⊗
∂

∂vrβ
.

In a coordinate system adapted to S and F on each Uα we can write the elements
of the cochain as

σα = [csj,α]2ω
j
α ⊗

∂

∂vsα
.

Since the sequence splits when it is restricted to S we can assume that the
coefficients csj,α of each σα belong to IS/I2

S . Without loss of generality we can

suppose the local lifts τα send the generators of F̃/V, that we denote by ∂i,α,
in the coordinate fields ∂/∂ziα (the difference about two different choices of lifts
is absorbed by the cochain). Then a generator ∂/∂ziα|S of F on Uα extends to
the section v of TS(1) given by:

−[csj,α]2
∂

∂vsα
+

∂

∂zjα
.
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Chapter 5

Partial holomorphic
connections on NF ,M

Remark 5.0.11. In this chapter we follow the Einstein summation convention;
for an explanation of the different ranges of the indices, refer to Section 1.1.

5.1 The action arising from a foliation of the
first infinitesimal neighborhood

This is a short section showing in an explicit way how the existence of a foliation
of the first infinitesimal neighborhood F gives rise to a partial holomorphic con-
nection for NF,M along F |S . The existence of a partial holomorphic connection
gives rise to a splitting of the partial Atiyah sequence; the cocycle represent-
ing the cohomology class we calculated in Section 3.2 vanishes identically if we
can find an atlas in the form given by Corollary 4.1.4 when we have a foliation
of the first infinitesimal neighborhood. We want now to express this partial
holomorphic connection explictly.

Theorem 5.1.1. Let S be a submanifold of a complex manifold M and suppose
there exists a foliation F of the first infinitesimal neighborhood of S. Then,
there exists a flat partial holomorphic connection (δ,F) on NF,M along F .

Proof. We want to define now the splitting map between F |S and ANF,M ,F ;
this is really simple since each of [1]2 ⊗ ∂/∂ziα belongs to T FM,S(1) (Definition

3.4.2). Therefore we define ψ : F |S → ANF,M ,F as

ψ :
∂

∂ziα
7→ π

(
[1]2 ⊗

∂

∂ziα

)
,

for each i = m+ 1, . . . ,m+ l, where π is the map from T FM,S(1) to ANF,M . We

compute now the explicit form of the partial holomorphic connection induced by
the universal connection. Indeed, let v belong to F and s belong to NF,M ; since
ψ(v) belongs to T FM,S(1), if we take a lift s̃ of s to T FM,S(1), i.e. pr ◦Θ1(s̃) = s,

we have that the partial holomorphic connection (δ,F) along F induced by the

97
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universal holomorphic connection for NF,M is given by:

δv(s) = X̃ψ(v)(s) = pr([ψ(v), s̃]).

We prove now this partial holomorphic connection is flat; indeed

δu(δv(s))− δv(δu(s))− δ[u,v]((s)) = pr([ũ, [ṽ, s̃]]− [ṽ, [ũ, s̃]]− [[ũ, ṽ], s̃]) = 0,

by the Jacobi identity.

Remark 5.1.2. If F is a rank l foliation of the first infinitesimal neighborhood
Corollary 4.1.4 tells us that there exists an atlas adapted to S and F |S such
that on each coordinate neighborhood such that Uα ∩ S 6= ∅ we have that F is
generated by

[1]2 ⊗
∂

∂zm+1
α

, . . . , [1]2 ⊗
∂

∂zm+l
α

.

In each coordinate patch, given a section s = gu∂α,u of NF,M we have that

δ∂/∂zjα(gu∂α,u) =
∂gu

∂zjα
∂α,u.

5.2 Action of subsheaves of F on NF ,M
As usual let F be a foliation of S: in this section we shall discuss how the
existence of coherent subsheaves of TS(1) that restricted to S are subsheaves of

F gives rise to variation actions on NF,M .

Lemma 5.2.1. Let E be a coherent subsheaf of TS(1) that, restricted to S, is a
subsheaf of F . Then E is a subsheaf of T FM,S(1).

Proof. Let {Uα, zα} be an atlas adapted to S and F . On each coordinate chart,
a section v of E can be written as:

[au]2
∂

∂zu
+ [ai]2

∂

∂zi
,

with au ∈ IS . Therefore, thanks to Remark 3.4.4, we know that v belongs to

T FM,S(1).

Definition 5.2.2. Let E be a coherent subsheaf of TS(1); we say it is S-faithful
if the restriction map |S : E → E |S is injective.

Proposition 5.2.3. Suppose E is a coherent subsheaf of TS(1) that, restricted
to S, is a subsheaf of F , S-faithful. Then there exists a partial holomorphic
connection (δ, E) for NF,M .

Proof. Since there are no generators sent to 0 by the restriction to S, then

E |S∩Uα is generated by vk,α := ṽk,α|S . Please keep in mind that the generators
of E|S are always the restriction of the generators of E , so, chosen the local
generators of E we have a canonical way to extend the local generators of E |S .

Let π be the projection from T FM,S(1) to A and w a section of E |S ; we define

a map π̃ : E |S → A by π(w) := π(w̃), where w̃ is an extension of w as a section
of E . On a trivializing neighborhood for E |S a section has the following form:
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w = [fk]1vk,α ∈ E |S∩Uα . The difference between two representatives w̃1 and w̃2

of w in E on Uα can be written in the following form:

[gk]2ṽk,α

where the gk belong to IS/I2
S and therefore this section belongs to IS T FM,S(1).

Therefore the map π̃ does not depend on the extension chosen.
Suppose now we have a section w of E|S and two coordinate charts Uα and

Uβ on which the section is represented as wα = [fkα]1vk,α and wβ = [fkβ ]1vk,β .
Now, we have that, since E is a subbundle of TS(1)

ṽk,α = [(hαβ)hk ]2ṽh,β ,

which implies also that:
[fkα(hαβ)hk ]1 = [fhβ ]1.

We take two extensions w̃α and w̃β on Uα and Uβ respectively: we claim their
difference lies in IS T FM,S(1) . We compute:

(w̃β − w̃α)|S = ([f̃kα]2ṽk,α − [f̃hβ ]2ṽh,β)|S
= ([f̃kα]2[hhαβ,k]2ṽh,β − [f̃hβ ]2ṽh,β)|S
=
[
[fkα(hαβ)hk ]2 − [fhβ ]2

]
1
vh,β = [0]1.

As stated, the difference between the two extensions lies in IS T FM,S(1). So, the

map π̃ : E|S → A is an OS-morphism between E |S and A giving a splitting of
the following sequence:

0 // Hom(NS ,NF,M ) // AF,E |S
Θ1 // E |S // 0 .

where AF,E |S is the preimage of E |S in A through Θ1.

Therefore, recalling Section 3.1 and Section 3.4 we have that there is a partial
holomorphic connection on NF,M along E |S , given as follows:

δv(s) = X̃π(ṽ)(s),

where X̃ is the universal connection on ANF,M .

Remark 5.2.4. This connection may not be flat. Therefore we can use the Bott
Vanishing theorem only in its weak form. But, in case E is involutive a stronger
result holds.

Corollary 5.2.5. Suppose E is an involutive coherent subsheaf of TS(1) that,
restricted to S, is a subsheaf of F and S-faithful. Then there exists a flat partial
holomorphic connection (δ, E) for NF,M .

Proof. From Proposition 5.2.3 we already know there exists a partial holomor-
phic connection along E ; since E is involutive we can check if it is flat:

δu(δv(s))− δv(δu(s))− δ[u,v]((s)) = pr([ũ, [ṽ, s̃]]− [ṽ, [ũ, s̃]]− [[ũ, ṽ], s̃]) = 0,

by the Jacobi identity.
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Remark 5.2.6. In the paper [4] is defined the notion of Lie Algebroid morphism;
given an involutive coherent subsheaf of TS(1) the splitting that gives rise to
the partial holomorphic connection is a Lie algebroid morphism and last Corol-
lary mirrors the fact that the universal partial holomorphic connection is flat
(Proposition 3.4.12).

Corollary 5.2.7. Suppose E is an involutive coherent subsheaf of TS(1), whose
restriction to S is a foliation of S and is S-faithful. Then there exists a flat
partial holomorphic connection (δ, E) for NS.

Proof. If we take F = TS in Corollary 5.2.5 the assertion follows.

5.3 The results of ABT for the normal bundle
to a subvariety

In this section we give a survey of the results obtained by Abate, Bracci and
Tovena in the series of paper [3], [4], [5] for the characteristic classes of the
normal bundle to a submanifold S. The methods we have been using in this
thesis are particularly connected to those in [4]; indeed, in that paper a more
concrete version of the Atiyah sheaf for the normal bundle to a submanifold was
constructed and many index theorems were deduced. This section is essentially
an overview of the results in [4] with a couple of minor remarks.

Definition 5.3.1. Let M be a complex manidolf and let S be a complex sub-
manifold. The Atiyah sheaf of S in M is the Atiyah sheaf for the foliation

TS of S (Definition 3.4.8).

We want now to understand what happens when the ambient manifold M
admits a foliation F . The main situations in which we can find us are mainly
two: when the foliation leaves the submanifold S invariant, i.e., F |S ⊂ TS and
when F is transversal to S. When F leaves S invariant we are exactly in the
case treated in section 5.2 Corollary 5.2.7 and therefore there exists a partial
holomorphic connection for NS along F . The cases that interest us the most
are the transversal cases; suppose S is splitting in M and we have a F-faithful
splitting morphism σ∗, then we can project the foliation F |S ⊂ TM,S to a
foliation Fσ := σ∗(F) of S, thanks to the splitting morphism σ∗ : TM,S → TS .
We want to understand under which conditions this projection gives rise to a
partial holomorphic connection on NS along F . Indeed, let T the morphism
arising from the following composition:

T : Fσ
(σ∗|FS )−1

// FS ι // TM,S
pr // NS ,

where pr is the canonical projection from TM,S to NS and with FS we denote

F |S . In the points x in S where Fx ⊂ TS,x we have that Tx ≡ 0 and this
morphism is non zero if and only if the foliation F is transversal to S.

Remark 5.3.2. Please note that a great deal of work on the morphism T seen
as a section of the bundle Hom(F,NS) and on index theorems arising from its
existence (the Tangential index) was done in [21].
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Now, under the hypothesis that S is split and comfortably embedded, in [4,
Proposition 7.13] Abate, Bracci and Tovena investigate the existence and the
properties of a class f in H1(S,NS ⊗Fσ ⊗(Fσ)∗) defined in the following way.
Given an atlas adapted to Fσ and S they find a special frame for F on each Uα
given by {vα,1, . . . , vα,l} such that σ∗(vα,i ⊗ [1]1) = ∂/∂ziα in the form:

vα,i =
∂

∂ziα
+ (aα)ti

∂

∂ztα
.

A generator ṽα,i of F is written in such an atlas as

ṽα,i = (bα)ti
∂

∂ztα
+ (bα)ji

∂

∂zjα
;

the condition that σ∗(ṽα,i ⊗ [1]1) = ∂/∂ziα forces (bα)p
′

i to belong to IS , for

p′ = m + l + 1, . . . , n, i = m + 1, . . . ,m + l. Moreover, we have that [(bα)ji ]1 is

the identity matrix; hence (bα)ji is an invertible matrix of germs. If we multiply
the l-uple {vα,m+1, . . . , vα,m+l} by its inverse we obtain a l-uple of elements of

F of the desired form. Now, if we denote by (cβα) the cocycle defining the

foliation F , i.e. vβ,i = (cβα)jivβ,j we have that (cβα)ij =
∂ziα
∂zjβ

+ (aβ)ti
∂ziα
∂ztβ

,

(cβα)ij(aα)ui =
∂zuα
∂zjβ

+ (aβ)ti
∂zuα
∂ztβ

.
(5.1)

An important remark that follows from these equalities is that the vector bundles
associated to F ⊗OS and Fσ are represented by the same cocycle

[(cβα)ij ]1 =

[
∂ziα

∂zjβ

]
1

in the frames {vα,m+1, . . . , vα,m+l} and {∂/∂zm+1
α , . . . , ∂/∂zm+l

α } respectively.
The class f is represented by the cocycle:

fβα =

[
(cαβ)ij

]
1

ρ̃

([
(cβα)ĩi

]
2

)
⊗ ∂

∂z ĩ
⊗ ωjα.

Remark 5.3.3. This class seems to be the obstruction to the splitting of the
sequence:

0 // IS / IS2⊗OS F // OS(1)⊗OS F
θ1⊗σ∗ // OS ⊗OS Fσ // 0 ,

where Fσ ∼= OS ⊗OS Fσ. In some way, this could be an obstruction to the
extendability of Fσ to the first infinitesimal neighborhood. This remark only
occured to our attention during the writing of this thesis and is worth further
investigation.

If T ∗ is the morphism induced in cohomology by id⊗T ⊗ id and S is com-
fortably embedded this class has image T ∗(f) exactly the Atiyah class of the
sequence:

0→ Hom(NS ,NS)→ ANS → Fσ → 0.

This gives rise to different ways to approach the problem; indeed, the vanishing
of the class f implies the existence of a partial holomorphic connection.
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Definition 5.3.4. Let S be a complex m-codimensional submanifold of an n-
dimensional complex manifold M and let F be a holomorphic foliation F on
M , of dimension d ≤ dimS. Assume that S splits into M with first order lifting
ρ : OS → OS(1) and associated projection σ∗ : TM,S → TS . We shall say that F
splits along ρ if f = 0 in H1(S,Hom(Fσ,N ∗S ⊗F)).

Now, since we are using an atlas adapted to ρ the first line of (5.1) yields:

ρ̃([(cβα)ji ]2) = [(aβ)si ]1

[
∂zjα
∂zsβ

]
2

+

[
∂zi

∂zt̃

]
1

[(aβ)t̃i]2,

where, exceptionally, t̃ = m+ l+1, . . . , n. This permits to find a list of sufficient
conditions under which the foliation F splits along ρ, allowing to prove the
following.

Theorem 5.3.5 ([4] Theorem 7.21). Let S be a compact, complex, reduced,
irreducible, possibly singular, subvariety of dimension d of an n-dimensional
complex manifold M , and assume that S has extendable normal bundle. Let

F be a (possibly singular) holomorphic foliation F on M , of dimension l ≤ d.
Assume there exists an analytic subset Σ of S containing (S(F) ∩ S) ∪ Ssing

such that, setting S0 = S \ Σ, we have either

1. F is tangent to S0 and F |S0 is a non singular holomorphic foliation of
S0; or

2. S0 is comfortably embedded in M with respect to a first order lifting ρ
which is F-faithful outside of Σ, and

(a) S0 is 2-linearizable and l = dimS, or

(b) S0 is 2-linearizable and there exists a nonsingular holomorphic foli-
ation of S0 transversal to Fσ, or

(c) F |S0(1) is isomorphic to the trivial sheaf OlS0(1) of dimension l or,
more generally,

(d) T ∗(f) = 0 in H1(S0,N ∗S0 ⊗NS0 ⊗(Fσ)∗).

Then, there exists a flat partial holomorphic connection for NS along F on S0

in case (1) or simply a partial holomorphic connection for NS along F on S0

in case (2).

5.4 Index theorems for foliations

Following the work [31] and the articles [3], [4], we know that the existence of
a partial holomorphic connection, thanks to Bott’s Vanishing Theorem 2.1.7,
gives rise to the vanishing of some of the Chern classes of a vector bundle and
therefore to an index theorem. In Section 3.4 we found a concrete realization of
the Atiyah sheaf for the normal bundle of a foliation as a quotient of the ambient
tangent bundle while in Section 5.1 we proved that the Atiyah sequence splits
if there exists a foliation of the first infinitesimal neighborhood. In this section
we state the index theorems that follow directly from our treatment.

The simpler case is when we have a foliation of the first infinitesimal neigh-
borhood; then we have a partial holomorphic connection on NF,M (Theorem
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5.1.1) and so, Bott’s Vanishing Theorem (Theorem 2.1.7) and C̆ech-de Rham
theory permit us to prove the following.

Theorem 5.4.1. Let S be a codimension m compact submanifold of a n di-
mensional complex manifold M . Let F be a rank l foliation on S, such that it
extends to the first infinitesimal neighborhood of S\S(F), and let S(F) =

⋃
λ Σλ

be the decomposition of S(F) in connected components. Then for every symmet-
ric homogeneous polynomial φ of degree k larger than n −m − l we can define
the residue Resφ(F ,NF,M ; Σλ) ∈ H2(n−m−k)(Σα) depending only on the local
behaviour of F and NF,M near Σλ such that:∑

λ

Resφ(F ,NF,M ; Σλ) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

Proof. If we denote by F the vector bundle associated to F we have that the
virtual bundle associated with the sheaf NF,M is nothing else but [TM |S−F |S ].
Now, outside the singularity set of F , this virtual bundle is a vector bundle on
S and by Theorem 5.1.1 it admits a partial holomorphic connection along F |S ;
Bott Vanishing Theorem tells us that for each φ of degree k larger than n−m−l
we have that the restriction of φ(NF,M ) to S\S(F) is represented by the 0 form.
Applying the localization process as in Section 2.2 the result follows.

Using now the results of Section 5.2 we can prove a stronger result.

Theorem 5.4.2. Let S be a codimension m compact submanifold of a n di-
mensional complex manifold M . Let F be a foliation on S and let E be a rank
l subsheaf of TS(1) that, restricted to S, is a subsheaf of F . Suppose moreover
that it is S-faithful. Let Σ = S(F) ∪ S(E) and let Σ =

⋃
λ Σλ be the decompo-

sition of Σ in connected components. Then for every symmetric homogeneous
polynomial φ of degree k larger than n−m− l+ bl/2c we can define the residue
Resφ(E ,NF,M ; Σλ) ∈ H2(n−m−k)(Σα) depending only on the local behaviour of

F and NF,M near Σλ such that:∑
λ

Resφ(E ,NF,M ; Σλ) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

Remark 5.4.3. Please note that by Corollary 5.2.5 if E is involutive the above
holds with n−m− l instead of n−m− l + bl/2c.

Suppose now we have a foliation of M , transversal to S, 2-splitting subman-
ifold of M , and suppose we have a first order F-faithful splitting σ2 outside an
algebraic subset. Now, the foliation Fσ2 is a foliation of the first infinitesimal
neighborhood of S and by Theorem 5.4.1 we have the following.

Theorem 5.4.4. Let S be a codimension m 2-splitting compact submanifold of
a n dimensional complex manifold M . Let F be a rank l holomorphic foliation
defined on a neighborhood of S. Suppose there is a 2-splitting first order F-
faithful outside an analytic subset Σ of U containing S(F)∩S and that S is not
contained in Σ. Let Σ =

⋃
λ Σλ be the decomposition of Σ in connected compo-

nents. Then for every symmetric homogeneous polynomial φ of degree k bigger
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than n−m− l we can define the residue Resφ(F ,NFσ,M ; Σλ) ∈ H2(n−m−k)(Σα)
depending only on the local behaviour of F and NFσ,M near Σλ such that:∑

λ

Resφ(F ,NFσ,M ; Σλ) =

∫
S

φ(NFσ,M ),

where φ(NFσ,M ) is the evaluation of φ on the Chern classes of NFσ,M .

Remark 5.4.5. An interesting research path is to investigate the relation between

NFσ,M and NF |S . The motivation behind this question is easily seen: suppose
M is a complex surface and F is a dimension 1 singular foliation transversal to
S, a 2-splitting 1 dimensional submanifold. Suppose moreover that the sequence

0 // F // TM // NF // 0

splits when restricted to S. Suppose we have a first order F-faithful splitting σ∗

outside Σ; thanks to the splitting of S and the splitting of the sequence above σ∗

induces an isomorphism between NF |S and NFσ,M outside the singular points
of F . Suppose F admits an algebraic compact leaf L. If we denote by NL the
normal sheaf to this leaf we have that NL ≡ NF |L and we have that∫

S

c1(NFσ,M ) =

∫
S

c1(NF |S) =

∫
S

c1(NL) = (L · S)

is the intersection number between L and S. Therefore we could apply this
test to foliations, getting informations on the intersection numbers of possible
analytic leaves.

The other results follow from the splitting of the sequence (4.6) studied in
Section 4.4. In case F has rank 1 and we do not need to take care of involutivity
we have the following consequence of 5.4.1.

Theorem 5.4.6. Let S be a codimension m compact submanifold splitting in
an n dimensional complex manifold M , and suppose F is a rank 1 holomorphic
foliation defined on S. Suppose sequence (4.6) splits and let Σ = S(F) and let
Σ =

⋃
λ Σλ be the decomposition of Σ in connected components. Then for every

symmetric homogeneous polynomial φ of degree n−m we can define the residue
Resφ(F ,NF,M ; Σλ) ∈ H0(Σα) depending only on the local behaviour of F and

NF,M near Σλ such that:∑
λ

Resφ(F ,NF,M ; Σλ) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

Now, if F has rank l and we suppose its extension arising from the splitting
of (4.6) is involutive we have the following.

Theorem 5.4.7. Let S be a codimension m compact submanifold splitting in
M , n dimensional complex manifold, and suppose F is a rank l holomorphic
foliation defined on S. Suppose sequence (4.6) splits and that the image of F̃/V
in F̃ is involutive. Let Σ = S(F) and let Σ =

⋃
λ Σλ be the decomposition of Σ

in connected components. Then for every symmetric homogeneous polynomial φ
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of degree k larger than n−m− l we can define the residue Resφ(F ,NF,M ; Σλ) ∈
H2(n−m−k)(Σα) depending only on the local behaviour of F and NF,M near Σλ
such that: ∑

λ

Resφ(F ,NF,M ; Σλ) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

In case we drop the involutivity assumption we have a weaker form thanks
to Theorem 5.2.3.

Theorem 5.4.8. Let S be a codimension m compact submanifold splitting in
M complex manifold of dimension n. Suppose F is a foliation of S of rank
l and suppose sequence (4.6) splits. Let Σ = S(F) and let Σ =

⋃
λ Σλ be

the decomposition of its singular set in connected components. Then, for every
symmetric homogeneous polynomial φ of degree k larger than n−m− l+ bl/2c
we can define the residue Resφ(F ,NF,M ; Σα) ∈ H2(n−m−k)(Σα) depending only
on the local behaviour of F and NF,M near Σα such that:∑

λ

Resφ(F ,NF,M ; Σα) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

In the case S has first order extendable tangent bundle the vanishing of the
cohomology class associated to (4.6) follows directly from Corollary 4.4.5, but
we cannot say anything about the involutivity of this extension.

Theorem 5.4.9. Let S be a codimension m compact submanifold splitting in
an n dimensional complex manifold M , and with first order extendable tangent
bundle. Let F be a rank l holomorphic foliation defined on S. Let Σ = S(F) and
let Σ =

⋃
λ Σλ be the decomposition of Σ in connected components. Then for

every symmetric homogeneous polynomial φ of degree k larger than n−m− l+
bl/2c we can define the residue Resφ(F ,NF,M ; Σλ) ∈ H2(n−m−k)(Σα) depending
only on the local behaviour of F and NF,M near Σλ such that:∑

λ

Resφ(F ,NF,M ; Σλ) =

∫
S

φ(NF,M ),

where φ(NF,M ) is the evaluation of φ on the Chern classes of NF,M .

Remark 5.4.10. From the theory developed in Section 4.4 it seems likely that,
given a foliation F of the first infinitesimal neighborhood and an involutive
subsheaf G of rank l of F |S this subsheaf extends to a subsheaf of F , possibly
non involutive. This does not give rise to new index theorems, but is indeed
worth noting and investigating.

5.5 Computing the variation index: the tangen-
tial case

In this section we will compute the residue for a codimension 1 foliation of the
first infinitesimal neighborhood of a codimension 1 submanifold in a surface.
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Let (U1, x, y) be a neighborhood of 0 in C2, let S = {x = 0}; let F be a
foliation of S(1) such that Sing(F) = {0} and let v be a generator of F ; that is
a holomorphic section of TS(1) with an isolated singularity in 0. Supposing F
reduced, from Section 4.2 and Remark 4.2.5 we see that this is assumption does
not give rise to a loss of generality for our computation.

Remark 5.5.1. Please note also that, if we denote by ṽ an extension of v to U1

and by F̃ the foliation generated by it, thanks to how we defined the holomor-
phic action and the theory developed for local extensions, the computation of
this residue could be reduced to the computation of the residue given by the
Lehmann-Khanedani-Suwa action of ṽ on NF |S , which can be found e.g. in [31,
Ch. IV, Theorem 5.3].

We will, anyway, compute the index explictly in the framework we developed.
Call U0 := U1 \ {0}; with an abuse of notation we will also say M := U1. Let G
be the trivial line bundle on S; we can see v|S as a holomorphic homomorphism
between G and TS. On U0 we can see G as a subbundle of TM |S , moreover
G embedded through v|S is nothing else that the bundle associated to F |S .
Therefore, we can speak of the virtual bundle [TM |S − G], which coincides,
on U0, with the normal bundle to the foliation F |U0∩S in the ambient tangent
bundle TM |U0∩S , denoted by NF,M . Since the only homogeneous symmetric
polynomial in dimension 1 is the trace we would like to compute the residue for
the first Chern class of [TM |S −G], whose sheaf of sections is NF,M . Being the
first Chern class additive, we are going to compute c1(TM |S)− c1(G). If U0 is
small enough, thanks to the embedding of G into TM |S we have that on U0 we
can see TM |S as the direct sum G⊕NF,M . We are going to apply Proposition
2.1.13 to the following sequence:

0 // F |U0∩S
// TM |U0∩S

// NF,M // 0.

We want to build on U0 a family of connections compatible with the sequence,
so that Theorem 2.1.14 implies that c1(NF,M ) on U0 is 0. We proved that the
existence of a foliation of the first infinitesimal neighborhood gives rise to a
partial connection on NF,M along F . Now, thanks to Theorem 5.1.1 we can
compute the actual connection matrix of this partial holomorphic connection on

NF,M and extend it to a connection on NF,M , denoted by ∇. To build a family
of connections simplifying our computations we take on U0 ∩ S the connection
∇G0 which is trivial with respect with the generator 1G of the trivial line bundle
G. Since TM |S on U0∩S is the direct sum of G and NF,M we let the connection
for TM |S be the direct sum connection ∇TM0 := ∇⊕∇G0 . Both ∇TM0 and ∇G0
are holomorphic connections along F , therefore we can apply Bott’s Vanishing
in the version for virtual bundles and obtain that c1(NF,M ) ≡ 0 on U0.

In C̆ech-de Rham cohomology relative to the cover {U0, U1} the first Chern
class of NF,M is represented as a triple (ω0, ω1, σ01), where ω0 is the first Chern
class of NF,M on U0, ω1 is the first Chern class of NF,M on U1 while σ01 is
a 1-form, the Bott difference form, i.e., a 1-form such that ω1 − ω0 = dσ01 on
U0∩U1(for a complete treatment, refer to Lemma 1.6.12). Due to the additivity
of the first Chern class, to compute the first Chern class of NF,M we need to
compute the first Chern classes of G and TM |S on U1 (we already know the first
Chern class of NF,M on U0 is 0) and the Bott difference forms c1(∇TM0 ,∇TM1 )
and c1(∇G0 ,∇G1 ). On U1 we can take, again, as a connection for G the connection
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which is trivial with respect to the generator 1G of G: therefore c1(∇G0 ,∇G1 ) = 0,
since the connections for G on U0 and U1 are the same. On U1 we take as ∇TM1

the ∂/∂x, ∂/∂y trivial connection; then c1(∇TM1 ) = 0 and the problem reduces
to compute the Bott difference form c1(∇TM0 ,∇TM1 ). To compute it we need
the connection matrix for ∇TM0 with respect to the frame ∂/∂x, ∂/∂y. First of
all we compute the action of ∇ on the equivalence class ν = [∂/∂x] in NF,M .
The generator v of F is written in coordinates as

[A]2
∂

∂x
+ [B]2

∂

∂y
,

where [A]2 belongs to IS/I2
S . In the following, we shall denote by vS the re-

striction of ṽ to S; in coordinates we have that vS = [B]1∂/∂y. We compute
now the action of F on NF,M , recalling Theorem 5.1.1

∇vS (ν) = pr

([
[A]2

∂

∂x
+ [B]2

∂

∂y
,
∂

∂x

]∣∣∣∣
S

)
= −

[
∂A

∂x

]
1

ν.

We compute now the connection matrix for ∇. Since

−
[
∂A

∂x

]
1

= ([C]1 · dx+ [D]1 · dy)([B]1
∂

∂y
) = [D ·B]1,

it follows that the connection matrix is nothing else but:

ω = −
[
∂A

∂x

1

B

]
1

dy.

We have now all the tools needed to compute the connection matrix for ∇TM0 :

∇TM0

(
∂

∂x

)
= ∇(ν) = −

[
∂A

∂x
· 1

B

]
1

dy ⊗ ∂

∂x
,

∇TM0

(
∂

∂y

)
= ∇G0

(
1

B
· v
)

= −
[
dB

B2

]
1

· v = −
[
dB

B

]
1

⊗ ∂

∂y
.

Thus the connection matrix has the following form:−
[
∂A
∂x

1
B

]
1

dy 0

0 −
[
dB
B

]
1

 .
We can compute now the Bott difference form. We consider the bundle TM ×
[0, 1] → M × [0, 1] and the connection ∇̃ given by ∇̃ := (1 − t)∇TM0 + t∇TM1 .
The connection matrix for ∇̃ is given by:

(1− t) ·

−
[
∂A
∂x

1
B

]
1

dy 0

0 −
[
dB
B

]
1

 .
The curvature matrix for ∇̃ is:dt ∧

[
∂A
∂x

1
B

]
1

dy 0

0 dt ∧
[
dB
B

]
1

 .
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The Bott difference form is given by π∗(c1(∇̃)) where π∗ is integration along the
fibre of the projection π : M × [0, 1]→M . The Bott difference form is then:[

1

B

∂A

∂x

]
1

dy +

[
dB

B

]
1

.

So, the residue for c1(NF,M ) in 0 is

1

2π
√
−1

∫
{x=0,|y|=ε}

[
1

B

(
∂A

∂x
+
∂B

∂y

)]
1

dy.

Remark 5.5.2. Already with slightly harder examples the computations of in-
dices turn out to be really complicated; please note that while Remark 5.5.1
tells us that in higher dimension the computation follows almost directly from
known results it would be interesting to compute the indices when dealing with
singularities that are not isolated.

5.6 Computing the variation index: the trans-
verse case

Let (U1, x, y) be a neighborhood of 0 in C2, let S = {x = 0}. Let now v be a
holomorphic section of TM,S(1) with an isolated singularity in 0. As before, we
call U0 := U1 \ {0} and M = U1. Please remark that we drop the hypothesis
about v belonging to TS(1). We want to compute the variation index for such a
foliation. Since the situation is local we can assume we have a local 2 splitting,
first order F-faithful outside 0 and that we are in a chart adapted to it and
therefore we have a map TM,S(1) to TS(1). Write ṽ in coordinates as:

ṽ = [A(x, y)]2
∂

∂x
+ [B(x, y)]2

∂

∂y
.

Now we can write [A(x, y)]2 = [ρ̃([A(x, y)]2) + R(x, y)]2, where ρ̃ is the θ1

derivation associated to the 1-splitting induced by the 2-splitting; then,

σ∗(ṽ) = (ρ̃([A(x, y)]2)∂/∂x+B(x, y)∂/∂y.

Moreover, we have a splitting σ∗ : TM,S → TS , givings rise on U0 ∩ S to an
isomorphism between FS , the sheaf of germs of sections of the foliation generated
by vS := v|S and the sheaf of germs of sections of Fσ . Now, the vector field

w = [ρ̃([A(x, y)]2)]2∂/∂x+ [B(x, y)]2∂/∂y

is a section of TS(1), giving rise to a foliation of the first infinitesimal neighbor-
hood. We can now compute the index as in the former section: the residue for
c1(NFσ,M ) is therefore:

1

2π
√
−1

∫
{|y|=ε}

[
1

B

(
∂[ρ̃([A]2)]2

∂x
+
∂B

∂y

)]
1

dy

=
1

2π
√
−1

∫
{|y|=ε}

[
1

B

(
∂

∂x

(
∂A

∂x
· x
)

+
∂B

∂y

)]
1

dy

=
1

2π
√
−1

∫
{|y|=ε}

[
1

B

(
∂A

∂x
+
∂B

∂y

)]
1

dy.
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Remark 5.6.1. The term
∂2A

∂x2
· x

in the last computation disappears since it belongs to IS .

5.7 Action of a subsheaf on the normal bundle
on its involutive closure

In this section, given a coherent subsheaf E of TS(1) we shall define a natu-
ral object, its involutive closure, the smallest involutive subsheaf containing E .
Thanks to the machinery developed in the former sections, in particular in Sec-
tion 5.2, it is proved that the existence of E gives rise to vanishing theorems for
its involutive closure.

Definition 5.7.1. Let E be a coherent subsheaf of TS(1) such that E |S is non
empty. We denote by Sing(E) the set {x ∈ S | TS(1) / E is notOS(1),x−free}. On
S \Sing(E) we define the involutive closure G of E in S to be the intersection
of all the coherent involutive subsheaves of TS containing E |S .

Recall that the intersection of coherent subsheaves of TS is again a coherent
subsheaf of TS ; now, G is involutive by definition and therefore gives rise to a
foliation of S. Clearly, E |S is a subsheaf of G and we can apply Proposition
5.2.3 getting the following result.

Theorem 5.7.2. Let S be a codimension m compact submanifold of M complex
manifold of dimension n. Suppose E is a coherent subsheaf of TS(1) of rank
l, whose restriction E |S has rank l. Let G be the involutive closure of E in
S. Let Σ = S(E) ∪ S(G) =

⋃
α Σα be the decomposition of Σ in connected

components. Then, for every symmetric homogeneous polynomial φ of degree k
larger than n−m− l + bl/2c we can define the residue Resφ(E |S ,NG,M ; Σα) ∈
H2(n−m−k)(Σα) depending only on the local behaviour of E |S and NG,M near
Σα such that: ∑

λ

Resφ(E |S ,NG,M ; Σα) =

∫
S

φ(NG,M ),

where φ(NG,M ) is the evaluation of φ on the Chern classes of NG,M .
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Chapter 6

Holomorphic self-maps

Remark 6.0.3. In this chapter we follow the Einstein summation convention; for
an explanation of the different ranges of the indices, refer to Section 1.1.

6.1 The canonical section

We recall in this section some of the results of [3]. Suppose we have a complex
manifold M of complex dimension n and a holomorphic mapping f fixing point-
wise a complex submanifold S. In this section we denote by Symk(NS) := N⊗kS
the k-th tensor power of NS .

Definition 6.1.1. Let f ∈ End(M,S), f 6= idM . The order of contact νf of
f with S is defined by

νf = min
h∈OM,p

max{µ ∈ N | h ◦ f − h ∈ IµS,p} ∈ N∗

where p is any point of S.

In [3], it is proved that this number is well defined and that it can be com-
puted using the fact that

νf = min
j=k,...,n

max{µ ∈ N | fkα − zkα ∈ I
µ
S,p},

where (Uα, zα) is a local chart in p and fkα = zkα ◦ f .

Remark 6.1.2. A straightforward computation tells us that

fkα − zkα =
∂zkα
∂zhβ

(fhβ − zhβ) +
∂2zkα

∂zh1

β ∂zh2

β

(fh1

β − z
h1

β )(fh2

β − z
h2

β ) + . . . ;

so

fkα − zkα =
∂zkα
∂zhβ

(fhβ − zhβ) + I2νf
S .

In every local chart we can define a local section of IνfS /Iνf+1
S ⊗ TM,S by:

Xf,α = [f jα − zjα]νf+1 ⊗
∂

∂zjα
.

We shall prove below that this section is well defined globally on S.

111
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Definition 6.1.3. Let f ∈ End(M,S), f 6= idM . The section of IνfS /Iνf+1
S ⊗

TM,S given in local coordinates as

Xf,α = [fhα − zhα]νf+1 ⊗
∂

∂zhα
,

for any local chart (Uα, zα) at a point p ∈ S is called the canonical section
associated to f .

Definition 6.1.4. Let f ∈ End(M,S), f 6= idM . The canonical distribution

Ff associated to f is the subsheaf of TM,S defined by

Ff = Xf (Symνf (NS)).

We shall say that f is tangential if Ff ⊂ TS .

Remark 6.1.5. Since fkα−zkα is in IνfS we can find holomorphic functions ghα,r1,...,rνf
symmetric in the lower indices such that

fhα − zhα = ghα,r1,...,rνf
zr1α · · · z

rνf
α .

These elements are not uniquely defined as elements of OM , since, if we find

elements ejr1,...,rνf
such that (eα)kr1,...,rνf

zr1α · · · z
rνf
α = 0, then

((gα)kr1...rνf
+ (eα)kr1...rνf

)zr1α · · · z
rνf
α = (gα)kr1...rνf

zr1α · · · z
rνf
α .

Now, (eα)kr1,...,rνf
zr1α · · · z

rνf
α = 0 implies that (eα)kr1,...,rνf

belongs to IS and

therefore the (gα)kr1...rνf
are uniquely defined in OS .

Since S is a submanifold, for each pair of coordinate charts Uα and Uβ such
that Uα ∩ Uβ ∩ S 6= ∅ there exists (hαβ)rs such that

zrα = (hαβ)rsz
s
β .

Now, thanks to Remark 6.1.2 we have the following:

ghα,r1,...,rνf
zr1α · · · z

rνf
α = ghα,r1,...,rνf

(hαβ)r1s1 · · · (hαβ)
rνf
sνf
zs1β · · · z

sνf
β

=
∂zhα
∂zkβ

gkβ,s1,...,sνf
zs1β · · · z

sνf
β + I2νf

S .

Remark 6.1.6. If S is a codimensionm submanifold we have that Ff is tangential
if and only if in each coordinate patch grα,r1,...,rνf

∈ IS for each r, r1, . . . , rνf =

1, . . . ,m.

Remark 6.1.7. From now on we assume that

l := rkOS Symνf (NS) =

(
m+ νf − 1

νf

)
≤ dimS,

where m is the codimension of S.

Lemma 6.1.8. Let f ∈ End(M,S), f 6= idM . The canonical distribution

Ff ⊂ TM,S is well defined.
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Proof. The sheaf Ff is generated locally by the elements

vr1...rνf ,α = [(gα)kr1...rνf
]1

∂

∂zkα
.

We prove that the canonical section is well defined; we want to prove that
Xf,α = Xf,β . Indeed:

Xf,α = [(gα)kr1...rνf
]1dz

r1
α ⊗ · · · ⊗ dz

rνf
α ⊗ ∂

∂zkα

= [(gα)kr1...rνf
]1
∂zr1α
∂zs1β

· · · ∂z
rνf
α

∂z
sνf
β

∂zhβ
∂zkα

dzs1β ⊗ · · · ⊗ dz
sνf
β ⊗ ∂

∂zhβ
.

Now, we have that zsβ = (hαβ)srz
r
α; this implies that:

(hαβ)s1r1 · · · (hαβ)
sνf
rνf

(gβ)ks1...sνf
zr1α · · · z

rνf
α = (gβ)kr1...rνf

zr1β · · · z
rνf
β

= zkβ ◦ f − zkβ = (fhα − zhα)
∂zkβ
∂zhα

+R2νf

=
∂zkβ
∂zhα

(gα)hr1...rνf
zr1α · · · z

rνf
α +R2νf ,

where R2νf are elements of I2νf
S . Now, we have that

[(hαβ)sr]1 =

[
∂zrα
∂zsβ

]
1

.

This proves the assertion.

Definition 6.1.9. Let S be a splitting submanifold of a complex manifold M .
Given a first order lifting ρ : OS → OS(1), let σ∗ be the left splitting morphism
associated to ρ. If f ∈ End(M,S), f 6≡ idM has order of contact νf and l is
such as in Remark 6.1.7 we shall denote by Fσf the coherent sheaf of OS-modules
given by

Fσf = σ∗ ◦Xf ◦ (df)⊗νf (Sym(NS)) ⊂ TS ,

where (df)⊗νf is the endomorphism of Sym(Nf ) induced by the action of df on
NS . Notice that if νf > 1 (or νf = 1 and f tangential) we have that df |NS = id
and hence the presence of df is meaningful only for νf = 1 and f not tangential.
We shall say that ρ is f-faithful outside an analytic subset Σ ⊂ S if Fσf is
the sheaf of germs of holomorphic sections of a sub-bundle of rank l of TS on
S \ Σ. If Σ = ∅ we shall simply say that ρ is f-faithful.

One of the reasons we can apply our theory to the case of self maps is the
following extension of a Lemma proved in [4], which is possible under some
assumptions on the regularity of S.

Lemma 6.1.10. Let f ∈ End(M,S), f 6= idM . Suppose S is a codimension m
submanifold of M and the order of contact νf is larger than 1. Then Ff is a
subbundle of TM,S(1). Moreover, if f is tangential, Ff is a subbundle of TS(1).
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Proof. We know from the proof of Lemma 6.1.8 that the coefficients of the
canonical section are such that

(gα)kr1...rνf

∂zhβ
∂zkα

= (hαβ)s1r1 · · · (hαβ)
sνf
rνf

(gβ)ks1...sνf
+Rνf . (6.1)

We define now

vr1...rνf ,α = [(gα)kr1...rνf
]2

∂

∂zkα
.

We want to show that there exists a cocycle [cαβ ]2 such that

vr1...rνf ,α = ([cαβ ]2)
s1...sνf
r1...rνf

vs1...sνf ,β .

From equation (6.1) we see that indeed:

[(gα)kr1...rνf
]2

[
∂zhβ
∂zkα

]
2

=

[
(hαβ)s1r1 · · · (hαβ)

sνf
rνf

]
2

[(gβ)ks1...sνf
]2

and that

vr1...rνf ,α =

[
(hαβ)s1r1 · · · (hαβ)

sνf
rνf

]
2

vs1...sνf ,β .

If f is tangential, moreover, for each r = 1, . . . ,m and each α we have that
(gα)rr1,...,rνf

belongs to IS ; therefore, from Remark 3.3.2 we get that each of the

vr1...rνf ,α is in TS(1) and this proves the assertion.

Remark 6.1.11. Please note that the canonical distribution is not, in general,
involutive.

6.2 The results of ABT about holomorphic self
maps

In paper [1] it was first proved a Camacho-Sad type residue theorem for holo-
morphic self maps tangent to the identity. The methods developed there were
extended in the papers [3], [4]. In this section we will give a quick survey of the
results in section 8 of [4], regarding the partial holomorphic connection on the
normal bundle NS arising from holomorphic self-maps. In Section 6.1 we gave
the definition of canonical section and in Section 5.3 we showed how it is possi-
ble to get partial holomorphic connections for NS looking for lifts of foliations
into the Atiyah sheaf of S (Definition 5.3.1).

Remark 6.2.1. In the non tangential case, if there exists a f -faithful splitting,
we shall put vσr1...rνf ,α

= σ∗(vr1...rνf ,α) when νf > 1 and vσr,α = σ∗ ◦ X ◦
df(∂r,α) when νf = 1. To be consistent with the non-tangential case, even in
the tangential case we shall put vσr1...rνf ,α

:= vr1...rνf ,α, set σ∗ = id and set

Fσf := Ff .

Proposition 6.2.2 ([4] Proposition 8.8 (first part)). Let S be a codimension
m submanifold of an n-dimensional complex manifold M . Let f ∈ End(M,S),
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f 6≡ idM . If f is tangential, or νf > 1 and there exists an f -faithful left splitting
morphism, let {mβα} be the cocycle defined by

mβα =
∂zqβ
∂zpα

∂2zs1α
∂zqβ∂z

s2
β

∂zs2β
∂zs3α

(gα)pr1...rνf

∣∣∣∣
S

ωs3α ⊗ ∂s1,α ⊗ v
σ,r1...rνf ,α.

We denote by m ∈ H1(S,N ∗S ⊗NS ⊗Fσf ) the corresponding cohomology class.
Then there exists a morphism φ : Fσf → A such that Θ1 ◦ φ = id if and only if
m = 0.

Proposition 6.2.3 ([4] Proposition 8.8 (second part)). Let S be a codimension
m submanifold of an n-dimensional complex manifold M . Let f ∈ End(M,S),
f 6≡ idM . If f is not tangential and νf = 1, let {mβα} be the cocycle defined by

mβα =
∂zqβ
∂zpα

∂2zs1α
∂zqβ∂z

s2
β

∂zs2β
∂zs3α

(δr2r1 + (gα)r2r1)(gα)pr2

∣∣∣∣
S

ωs3α ⊗ ∂s1,α ⊗ vσ,r1,α.

We denote by m ∈ H1(S,N ∗S ⊗NS ⊗Fσf ) the corresponding cohomology class.
Then there exists a morphism φ : Fσf → A such that Θ1 ◦ φ = id if and only if
m = 0.

Now, the striking fact of paper [3] is if codimension S is 1, the vanishing of
these cohomological classes is understood.

Proposition 6.2.4 ([4] Proposition 8.9 (tangential case)). Let S be a codi-
mension 1 submanifold of an n-dimensional complex manifold M . Let f ∈
End(M,S), f 6≡ idM . If f is tangential then the cohomology class m = 0.

Proposition 6.2.5 ([4] Proposition 8.9 (transverse case)). Let S be a codimen-
sion 1 comfortably embedded submanifold of an n-dimensional complex manifold
M . Let f ∈ End(M,S), f 6≡ idM . Then the cohomology class m = 0.

6.3 The variation action for holomorphic self maps

Thanks to Lemma 6.1.10 we know that in the tangential case, when the order
of contact is higher than one, we can apply directly the theory we developed for
foliations of the first infinitesimal neighborhood. The following theorem follows
directly from Theorem 5.7.2.

Theorem 6.3.1. Let S be a compact codimension m submanifold of M an n
dimensional complex manifold. Let f ∈ End(M,S), f 6= idM . Suppose νf > 1
and Ff is tangential to S. Let now G be the involutive closure of Ff on S and
Σ = S(Ff )∪S(G); let Σ =

⋃
λ Σλ be its decomposition in connected components.

Then for every symmetric homogeneous polynomial φ of degree k larger than
n−m−l+bl/2c we can define the residue Resφ(Ff ,NG,M ; Σλ) ∈ H2(n−m−k)(Σα)
depending only on the local behaviour of Ff and NG,M near Σλ so that∑

λ

Resφ(Ff ,NG,M ; Σλ) =

∫
S

φ(NG,M ),

where φ(NG,M ) is the evaluation of φ on the Chern classes of NG,M .



116 CHAPTER 6. HOLOMORPHIC SELF-MAPS

In the transverse case, when the order of contact is larger than one we can
use the methods developed for 2-splitting submanifolds.

Theorem 6.3.2. Let S be a compact codimension m submanifold 2-splitting in
M , an n dimensional complex manifold. Let f ∈ End(M,S), f 6= idM , νf > 1.
Suppose we have a splitting Ff -faithful outside an analytic subset of S containing
S(Ff ). Let now G be the involutive closure of Fσf and Σ = S(Fσf ) ∪ S(G); let
Σ =

⋃
λ Σλ be its decomposition in connected components. Then for every

symmetric homogeneous polynomial φ of degree k larger than n−m− l+ bl/2c
we can define the residue Resφ(Fσf ,NG,M ; Σλ) ∈ H2(n−m−k)(Σα) depending only
on the local behaviour of Fσf and NG,M near Σλ so that

∑
λ

Resφ(Fσf ,NG,M ; Σλ) =

∫
S

φ(NG,M ),

where φ(NG,M ) is the evaluation of φ on the Chern classes of NG,M .

These two theorems, even if their statement is really general, become much
more interesting if the rank of Ff is 1, i.e., if S is a (smooth) hypersurface of
M . In this case we have that Ff is a rank 1 foliation of S and our theory allows
us to prove stronger results.

Theorem 6.3.3. Let S be a (smooth) compact hypersurface of M an n dimen-
sional complex manifold. Let f ∈ End(M,S), f 6= idM . Suppose νf > 1 and Ff
is tangential to S. Let Σ = S(Ff ) and let Σ =

⋃
λ Σλ be its decomposition in

connected components. Then for every symmetric homogeneous polynomial φ of
degree n−1 we can define the residue Resφ(Ff ,NFf ,M ; Σλ) ∈ H0(Σα) depending
only on the local behaviour of Ff and NFf ,M near Σλ so that

∑
λ

Resφ(Ff ,NFf ,M ; Σλ) =

∫
S

φ(NFf ,M ),

where φ(NFf ,M ) is the evaluation of φ on the Chern classes of NFf ,M .

Theorem 6.3.4. Let S be a (smooth) compact hypersurface of M an n dimen-
sional complex manifold. Let f ∈ End(M,S), f 6= idM . Suppose νf > 1 and
suppose we have a splitting Ff -faithful outside an analytic subset Σ of S con-
taining S(Ff ). Let Σ =

⋃
λ Σλ be its decomposition in connected components.

Then for every symmetric homogeneous polynomial φ of degree n − 1 we can
define the residue Resφ(Ff ,NFf ,M ; Σλ) ∈ H0(Σα) depending only on the local
behaviour of Ff and NFf ,M near Σλ so that

∑
λ

Resφ(Ff ,NFf ,M ; Σλ) =

∫
S

φ(NFf ,M ),

where φ(NFf ,M ) is the evaluation of φ on the Chern classes of NFf ,M .

In case S is a splitting (smooth) hypersurface we can apply the results in
Section 4.4, regardless of the order of contact, obtaining the following.

Theorem 6.3.5. Let S be compact regular hypersurface splitting in M , an n
dimensional complex manifold, and let f ∈ End(M,S), f 6= idM and suppose
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there exists an Ff -faithful splitting outside an analytic subset containing S(Ff ).
Then Fσf is a rank 1 holomorphic foliation defined on S. Suppose sequence (4.6)
splits and let Σ =

⋃
λ Σλ be the decomposition of Σ in connected components.

Then for every symmetric homogeneous polynomial φ of degree n − 1 we can
define the residue Resφ(Fσf ,NFf ,M ; Σλ) ∈ H0(Σα) depending only on the local
behaviour of Fσf and NFf ,M near Σλ so that

∑
λ

Resφ(Fσf ,NFσf ,M ; Σλ) =

∫
S

φ(NFσf ,M ),

where φ(NFσf ,M ) is the evaluation of φ on the Chern classes of NFσf ,M .

6.4 Computing the variation index

Let S be a codimension 1 submanifold of a complex surface M and suppose
there exists an f tangential, such that νf ≥ 2 and the associated canonical
distribution has an isolated singularity in 0. The computation of the index
follows almost directly from the one in section 5.5. First of all we remark that
l =

(
1+2−1

2

)
= 1, so the canonical distribution if a rank 1 subbundle of TS(1) with

an isolated singularity in 0, i.e., a foliation of the first infinitesimal neighborhood
outside 0, whose generator is given by

v = [g1]2
∂

∂z1
+ [g2]2

∂

∂z2
.

Now, applying the formula developed for foliations of the first infinitesimal
neighborhood we get that the residue for c1(NFf ,M ) in 0 is

1

2π
√
−1

∫
{|y|=ε}

[
1

g2

(
∂g1

∂x
+
∂g2

∂y

)]
1

dy.

Suppose now we drop the tangentiality assumption and assume S is 2-
splitting in M and we are working in an atlas adapted to the 2-splitting; the
computation of the index follows directly from the one in Section 5.6. Again,
l = 1 and Ff ⊂ TM,S(1); if the generator of Ff is given by

v = [g1]2
∂

∂z1
+ [g2]2

∂

∂z2
,

we know from our treatment that its projection is nothing else than

σ∗(v) =

[
∂g1

∂x
· x
]

2

∂

∂z1
+ [g2]2

∂

∂z2
.

Now, the formula for the variation residue tells us that the residue for c1(NFf ,M )
in 0 is

1

2π
√
−1

∫
{|y|=ε}

[
1

g2

(
∂g1

∂x
+
∂g2

∂y

)]
1

dy.
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Chapter 7

Final Remarks

In this short section we would like to to pose some questions and to list what
are in our opinion some interesting research paths.

The first thing we remark is that all the results of this thesis work only with
regular submanifolds of a complex manifold M . It would be really interesting
to generalize those results to the case first of local complete intersections and
then to the case of general singular varieties.

We would like to stress that many of the results of this thesis are a starting
point in a program towards the understanding of the following problem: when is
it possible to extend a holomorphic foliation on a submanifold S of codimension
m in a complex manifold M to a neighborhood of S? Thanks to Theorem
5.4.1 we know that, if there exists a rank l foliation of the first infinitesimal
neighborhood, if we take any symmetric polynomial φ of degree larger than
n − m − l then φ(NF,M ) vanishes. Therefore, given a foliation F on S, the
classes φ(NF,M ) are obstructions to find an extension to the first infinitesimal
neighborhood, where φ is a symmetric polynomial of degree larger than n−m−l.
In the splitting case we have much more information. As a matter of fact, if the
sequence

0→ V → F̃ → F̃/V → 0

splits on the first infinitesimal neighborhood of the zero section of NS we know
that F can be extended in a non involutive way. Therefore, if S splits, the char-
acteristic classes φ(NF,M ) with φ is a symmetric polynomial of degree larger
than n − m − l + bl/2c are obstructions to find an extension of F as a not
necessarily involutive subbundle of TS(1). Known this, if the extension is invo-
lutive, also the characteristic classes φ(NF,M ) with φ a symmetric polynomial
of degree larger n−m− l and smaller than n−m− l+ bl/2c vanish. Therefore,
in the splitting case, known that there is a non-involutive extension, the classes
φ(NF,M ) where φ is a symmetric polynomial of degree larger n − m − l and
smaller than n−m− l+ bl/2c are obstructions to find an involutive extension.
Now, it would be really interesting to see whether stronger conditions on the
embedding, like k-linearizability, permit us to extend foliations, thanks to the
vanishing of (4.6) to the k-th infinitesimal neighborhood of a submanifold and
whether, thanks to some Grauert type results, it is possible to find an extension
of the foliation to the whole ambient manifold.

Another important problem is to understand the dynamical meaning of the
Khanedani-Lehmann-Suwa index, specially in the transversal case; as we said in
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Remark 5.4.5 it could be connected with the intersection number of an algebraic
leaf of the foliation and therefore it could be used in proving the non existence of
algebraic leaves for a given foliation studying intersection numbers of algebraic
leaves with target submanifolds.

Even if we have computed some of the residues associated to our index
theorems there are still many computations to do. In particular case, it seems
particularly interesting to compute the residues in the non involutive case and for
involutive closures. As seen in Section 2.4 computing a residue is not elementary;
this problem is strictly connected to that of finding examples of foliations and
subsheaves of the infinitesimal tangent sheaf of S not arising from restriction of
foliations and subsheaves of the ambient tangent manifold leaving S invariant.

In the preprint [2] Abate, Bracci, Tovena and Suwa have developed a theory
for the localization of Atiyah classes; maybe some results of this thesis could be
used in that framework.

I hope this thesis helped you understand the interest of the theory of indices
and residues of singular holomorphic foliations and holomorphic self-maps. Still
many things have to be done and understood but the beauty of the topic and
its theoretical clarity made working on it a real pleasure.
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Thanks

Now, this chapter is going to be really long. I have a complicated and intense
life and so there are many people I want to thank and remember.

First of all, I would like to thank my families, in order of appearance:

• the Nisoli-Corna family:

– my father Maurizio and my mother Nicoletta; I would like to thank
them since I wouldn’t be here without them (also on a strictly bio-
logical term), for taking care of me, for giving me an education, for
keeping an eye on me during my emotional up and downs and dealing
with me and all my strange ideas and adventures. I’m not a simple
person and I would like to thank you for giving me the luxury of
freedom;

– my sister Giulia; she had to share the room with a complicated
brother with strange musical tastes and a passion for loud music,
with a complicated love life and complicated interests. I would like
to thank her for her patience and for being there when I need her;

– my brother Giuseppe; he has already to deal with two fathers and
when I get into the picture everything becomes even funnier (not for
him), I would like to thank him also for his patience and for reminding
me how was being a teenager, my dreams and my hopes;

– my sister Bruna; even if you don’t speak so much, sometimes I miss
you and wonder if everything is fine with you and your life;

– my aunts, uncles and cousins at Villaggio Corna; because I always
have a place where my roots belong, to rest and fortify, to laugh and
to cry as a community and a family;

– my aunts, uncles and cousins on the Nisoli side; they taught me
many things since I was a child and my broad interest range is a
family “defect”, I was always welcome into their home to play and
experiment with them, drawing, taking photos, playing music;

– my grandmother Rina; for her family stories and her generosity, for
her presence, for her help and for teaching me how, even if you fall in
the darkness, you can come out, bruised, but alive and build things
for yourself and the others;

– my grandmother Maria; for remembering me, with her simplicity, of
the beauty of the blue sky, for being there, welcoming everyone in
her house, helping everyone, I miss you;
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– my uncle Tobia; he taught me what it means to live for the others
and he supported me in the hard moments of my life, I miss you;

– my aunt Monica; even if you are far away, you are near in my
thoughts, with your chaos and generosity;

• the Gezelius-Naessén family:

– my swedish father Göran and my swedish mother Vannie; you wel-
comed me as your own son, without you and your teaching I would
be a really different person, I think it is impossible to thank you
enough for everything you did for me and your patience. Thank you
for making me feel as your son every time we meet, for teaching me
that a family is not made only of your blood relationship;

– my swedish brother Karl; for having taught me how to play chess,
having introduced me to his friends and for being always so witty,
smart and playful;

– my swedish brother Lars; he taught me the good manners (even if
with not so much success), made me know the wonderful world of
swedish teenage life and introduced me to the world of piano, jazz
music and improvisation;

– my swedish brother Björn; he taught me the way of the swedish
viking, ice skating, sports and “Piroger”;

– my swedish brother Knut; I learnt through him what it means hard
working and ambition... even if it is still a lesson I have to learn in
detail;

– my swedish-argentinian brother Fausto; his enthusiastic approach to
study and life makes me think every time about my own limits and
try to push them further;

– my swedish farforäldrar and morforäldrar; those who are still with
us and those who are not, for sharing with me their experiences and
their histories, Rolf with the skate histories, Anna Greta and her
fine connaissance of wine and literature, Roland and his love for the
forest and Anna for many incredibly good cakes, and for everything
else they taught me;

– my swedish dog Stina; thanks for teaching me how proud and stub-
born a dog can be and for being my first real experience with man’s
best friend;

• the Casaloca family:

– my “big brother” Luca, his wife Chukki and my “nephew” Tené ;
brotherhood is a strong feeling and I live it every time we met, we
have lived many adventures, shared many experience and I hope our
life brings us to share even more;

– Silvia; you have taught me a lot of things but the most important
one is that a lot of strength can be found in your hearth if you really
believe in your ideas;



– Riccardino; you taught me my first lesson of “street wisdom”, even
if I do not always agree with your methods and ideas, you taught me
many important things;

– Daniele and Silvia; we shared so many things since we’re almost the
same age, you taught me how someone can find a beautiful own
dimension in every context, you’re one of the most beautiful couples
I know and it’s always a pleasure to share time with you;

– Paola; your generosity matches only your wisdom, thank you;

– Chiara; we got friends and lost friends together, we worked, cleaned
and built things together, made choices together, if you need any-
thing, just tell me;

– Fabrizio, Francesco, Franco, Graziano, Silvia, Teo, Valeria and all
the others; we shared life, time and thoughts, I grew up thanks to
you;

– Valentina and all who left or had to leave, thank you for teaching me
what a friend should and shouldn’t be, thank you for teaching me to
forgive or to be hard with those who deserve it, may you find what
you are looking for;

• the via Che Guevara 96/C family:

– Stefano and Siri; thank you for leaving me passing in front of you in
that queue at Skavsta, introducing me to the Oasi of Massaciuccoli,
for being a beautiful couple, for your sensitivity and tenderness, my
sister and brother;

– Erica; thank you for your being so wild, you taught with me how to
run with wolves and the quality of silence;

– Vanessa; thank you for the sun in your smile, for letting me know
two wonderful beings, Ombra e Luna and for taking my beer (If I
drank all that beer I would have been much more fatter);

– Hassan; thank you for teaching me the lesson that respecting a person
does not mean that this person respects you and thank you for taking
away a bit of my innocence and trust in other people;

– Patrizia and Flaviano; thank you Patrizia for your sweetness and
kindness, and to you Flaviano for being so strict and respectful, both
of you gave a big impulse to my growing up, in ideas and thoughts...

• the Ph.D. family:

– Marco and Ana; thank you, without you my Ph. D. would not have
been the same, you taught me so much on study, relationship and
life and everything that I can only hope to meet you again soon;

– Jasmin; for teaching me how to behave and for being so present in
helping me with all the bureaucratic things;

– Demdah; we shared the same room and many beautiful things, my
african brother, I hope to see you soon;

– Sara; for being Sara and teaching me what “ragú alla napoletana”
means, for the “cappelletti” and everything we shared;



– John; for being as crazy as a logician can be and for the bruises he
makes me when we fight;

– Fiontann; for the endless discussions about mathematics, the many
lunches we share and teaching me Go;

– Tiziano; for his kindness, for his politeness and reliability and because
I highly trust him and because I always have access to his wonderful
library;

• the Palmares family:

– Galo Preto; for teaching me how to be more “malandro” and of all
the passion you are putting in teaching us the wonderful culture of
Capoeira, and letting me rediscover myself through this wonderful
discipline;

– Emilia, “a Água de Março”; for bringing in yourself a true passion
for life, for your silence and your thoughts, your playfulness and
your never trivial gaze upon life, every time I speak with you I learn
something new;

– Giorgio, “my little walrus”; thank you for your friendship Giorgio,
for your being so “improponibile” for the late night chats, for your
snoring when we share the same room and for the nickname “Is-
abeautiful” (I’m kind of starting to accept it);

– Michela “Esquilo”; thank you for being always there where I can find
you, at the coffee machine at the math department :-) and for being
almost as crazy as me;

– Nicco; thank you for beating me always in the roda, for your cloudy
expressions that can become a sunny day when you smile and for
beeing more nerd than me, I still have many things to learn;

– Pierluigi; thank you for being so kind and playful, and for teaching
me that playing “slow and low” is beautiful and a beautiful dialogue,
you taught me a lot;

– Corinna, Nino, Mimmo, Enrico, Pino and all the other people in
the Capoeira group; thank you for “dancefighting” with me without
leaving me too many bruises, for the time spent together and for the
energy of the roda;

• the Sancasciani 13 family:

– Lia; thank you for introducing me to the beautiful house of via San-
casciani, because you always have a witty answer to my remarks, for
keeping a good eye to the entropy of the house and for teaching me
many beautiful things about a life full of colour;

– Luca; for teaching me the value of silence and how to cope with my
anxiety and the rush I have towards information, thank you for your
meditation lessons and the fights over the food;

– Viola; because you are always there when I need a hug, for the music,
for being there when I feel alone, for a chat, to eat something together,
because you care for me;



– Sara; for the cookies and all the sweet things, because you are teach-
ing me how to say no and to find my own spaces, it is something I
really need;

– Alvise; thank you because you are too cool, we share good food and
music, because you’re so strong and honest and fun;

– Silvia; thank you for the long chats, your breakfast cakes, your run-
ning through the house screaming and your taste for good things,
e.g., Maccagno;

– Davide, Kli“p”zia, Vale, Ciccio, Alessia, Fausto, Fionntan, Sole and
all the other people from the “clean” flat; because you’re there and
I like staying with you, eating with you, sharing with you, our com-
munity is one of the best thing that could happen to me in Pisa.

And now, all the people and organization which didn’t fit in one of the cathe-
gories above:

• Stefano Galatolo; we’re working together, but he deserves to be considered
one of my friends, thank you Stefano for what you are teaching me and
what we are doing together;

• Prof. Vieri Benci; I’ve been a teaching assistant under his direction and
it has been an important part of my mathematical education, I would like
to thank him also for many interesting mathematical conversations;

• the PRIN project ”Metodi variazionali e topologici nello studio di fenomeni
non lineari” for funding is research about logarithm laws for geodesic flows
on compact manifolds with negative scalar curvature through a contract
of research with the University of Bari;

• Dario Salgarella; thank you for teaching me how to play the clarinet, I
must have been of the most difficult students you’ve ever had, but you
took care of me and taught me many things, in life and music, thank you
again;

• la Banda Santa Cecilia di Brignano Gera d’Adda; I’ve spent with you a
lot of time of your life, and you’ve taught me music and, citing Mario
“Preòst” that “I fete de salam i ga de es compai di rode di carech, i ga de
sta in pe di per lure”;

• Laura, Daniel and Francesco; thank you for being so nice friends, I know
I can always count of you, thank you for forgiving me when I disappear
and for always being there when I need someone to listen to me;

• Guido Ludovico Radogna, Conte delle Grazie (Portovenere); thank you
for teaching me how to play “swing”, for the song Controvento and for
your poethical approach to life;

• Roberto “Cabui”; because, when I need some chaos in my life, I know
always where to look, thank you for teaching (?) me total improvisation
and for sharing me the musical project “Cabui meets Orkolorko”;



• the Couchsurfing project, who made me know an incredible amount of
people from all over the world: Maia, my “schlamasl”, Ana and her dog
Tilk, who hosted me in Barcelona during the conference at the UAB in
2010, Filipe and Lia from Portugal, TaeGoung Kim who I adopted in a
parking lot in November 2009 and many others;

• Marco and the people at IPMU; because it was really nice to discover
Japan with you, so, let’s meet at Tsukiji a 7AM in the morning in a
couple of years;

• Oasi Lipu Massaciuccoli; thank you because it is an oasis in the broader
sense, a place where you can rest and work and see beautiful things, thank
you Nicola, Andrea, Lucia, Marcello and thank you, all beautiful small
birds that live there;

• Antonio and Paola; thank you for being my friends, for being here, for
being different from me and because I can always count on you;

• Elidebe; thank you because you taught me many bad and good things,
you’ve been an important part of my emotional education and I would be
a totally different person if I never met you.

Last but not least, I would like to thank Erica. I want to thank you for
the emotions you made me feel, for what we have been and what we share: the
wires that connect us, the hamsters, Corsica, the books, the long walks, the hail
storm near “Lago dell’Accesa”, because you decided it was worth knowing me
even if I’m a peculiar person, for what you are and because you care for me.

At last, a big thank you to everybody that has been important in my life
and for some reason didn’t end up in this long list...



La luna nel cielo,
nelle mie suole il vento,

parole abusate
ho dato alla gioia,

parole abusate
ho dato al dolore,

parole abusate;
ho dato al sole

un nome segreto
che regalo solo
a chi voglio io.

Isaia


