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Introduction

The Large Hadron Collider (LHC), at present in an advanced construction
phase at CERN will be the next generation accelerator that will allow to
understand physics at a more fundamental level with respect to present
knowledge.
The design center of mass energy is one order of magnitude larger than
that of the most powerful existing hadron collider and the high luminosity
will allow to study extremely rare events. Both experimental and theoretical
physicists hope and expect that the LHC will reveal a lot of new physics.
The most important goals of the two general-purpose experiments at LHC
(ATLAS and CMS) are the study of the spontaneous symmetry breaking
mechanism and the discovery of possible extensions to the Standard Model
of the Elementary Particles physics.
The LHC experiments will also play a fundamental role in precise measure-
ments in the Standard Model field. These measurements are sensible to the
presence of new particles and interactions that can reveal their presence
through deviations of the measured quantities with respect to the predic-
tions of the Standard Model.
In this sense the most promising field is the relatively recent top quark field.
Its mass is close to the electro weak scale, ant it is a probe for extension of
the Standard Model playing a fundamental role in many new physics mod-
els.
Both ATLAS and CMS have an extensive program to measure top quark
properties with high precision. Top-antitop pair cross-section production and
top quark mass measurement in the tt̄ events are among the first measure-
ments accessible at LHC.
In particular the top mass measurements, together with a precise W boson
mass measurement can constrain the mass of the Higgs boson both in the
Standard Model and in its Minimal Super Symmetric extension.
More challenging studies, such as the single top cross-section measurements,
are directly sensitive to new heavy bosons predicted by extensions of the
Standard Model.
The LHC “golden channel” for the top quark mass measurement is the semi-
leptonic tt̄ decay: tt̄ → W+W−bb̄ → `±jjbb̄ . The top mass is extracted from
the three jets (jjb) invariant mass of the hadronically decaying top.
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The isolated lepton and the missing transverse energy revealing the pres-
ence of the neutrino, are used to select the events with high efficiency. The
main backgrounds to this analysis are the direct production of W and Z
bosons in association with jets and the QCD multi-jet production. Both can
be drastically reduced requiring that two of the four jets in the final state
are originating from b-quarks.
During the first period of data taking, even if the detector performances are
not the final ones a preliminary top quark mass measurement can be per-
formed, provided that the jets are reconstructed efficiently and their energy
is measured with sufficient precision.
This thesis focuses on the top quark mass measurement with the first hun-
dreds of pb−1 of collected luminosity, that can be achieved within some days
of data taking. The top quark is reconstructed from the jets in the final state
and emphasis is put in the jet reconstruction and calibration. This requires
the precise knowledge of calorimetric performances and detailed studies on
test beam data and on the detector simulations are discussed.
The first chapter provides and overview of the top quark physics. After a
brief introduction to the Standard Model the role of top quark is presented,
current knowledge on top quark physics, as achieved at the Tevatron ex-
periments, is also summarized. Then the potential in this field of the LHC
experiments is presented. For this discussion we will focus on the studies
performed for the ATLAS detector.
The second chapter concerns details of the ATLAS detector. After a brief
description of the LHC, we describe the inner detector, the calorimeters, the
muon spectrometer, the trigger system and the computing model. ATLAS is
in a well advanced status of construction and final testing, thus the current
activities in the experimental hall are presented.
Since we are primarily interested in the energy measurements of hadrons the
third chapter is dedicated to the ATLAS calorimeters. Details are given on
both the electromagnetic and the hadronic calorimeters, the peculiarities of
the interaction of hadrons with matter are presented as an introduction to
the discussion of results obtained at the test beam programs of the ATLAS
barrel hadronic calorimeter. We will present the calibration strategy for the
barrel hadronic calorimeter and we will analyze the response to single elec-
trons and pions. We will also start to compare the results with the prediction
of the simulations.
The next chapter is entirely dedicated to the validation of the physics sim-
ulation with emphasis on the simulation of high energy hadrons interacting
with the ATLAS calorimetric system. This is of fundamental importance
since many calibration tools rely, at least partially, on the capability of the
Monte Carlo to precisely describe real data. A detailed comparison between
data and simulation can be performed with the data collected during the test
beam activities. In particular during the ATLAS combined test beam, for
the first time, an entire slice of the detector has been exposed to the different
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particles: single electrons, pions, muons. After presenting the experimental
setup, the results obtained on single pions are compared to Geant4 Monte
Carlo predictions.
Confident of the good level of agreement between data and simulation we
present, in chapter five, a method that uses weights, extracted from Monte
Carlo simulations, to calibrate jets. This method corrects for detector ef-
fects such as cracks and non linearity and, at the same time, improves the
resolution on jet transverse energy measurement. The performance of the
algorithm are tested on QCD and tt̄ simulated events obtaining good results
both on linearity and transverse energy resolution.
Finally, in chapter six, we discuss the top quark mass measurement with the
very first collected data. The analysis concentrate on semi-leptonic events:
tt̄ → W+W−bb̄ → `±jjbb̄ . We will show that a preliminary top quark mass
measurement is possible even without b-tagging and the role of the most im-
portant background, W+4jets, will be discussed. Top mass is measured from
the three jets invariant mass and the jets are calibrated with the method
that we developed. We will show that a good result is achieved and we will
discuss a possible methodology to improve the signal over background ratio.
The jj invariant mass will be used to attempt the reconstruction of the de-
cay W → jj. Even if, for a precise mass measurement and to deal with the
combinatorial background, the use of the b-tagging is mandatory it is still
possible to use the reconstructed W boson to improve the S/B ratio in the
top sample.
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Chapter 1

Phenomenological overview

The modern description of fundamental particles and their interaction is
based on the gauge invariant theory known as Standard Model (SM) which
has enjoyed a big experimental success. The missing ingredient of the SM,
whose discovery and study is the main goal of near-future experiment, is the
Higgs mechanism. The future experiments will also perform detailed studies
of SM particles and phenomena to verify at a high precision level the SM
predictions. In particular the top quark, due to its mass close to the electro
weak scale, plays an important role in the SM and in any new physics sce-
nario.
In this chapter, after an introduction on the SM, the top quark physics will
be shortly reviewed, with particular interest for its mass measurement. The
experimental potential in this field for the future ATLAS experiment will be
presented.
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1.1 The Standard Model

The modern description of the fundamental particles found in nature and of
their interactions is based on a gauge invariant theory known as the Standard
Model (SM) [1, 2, 3]. Since it was first proposed –more than 25 years ago– the
SM has enjoyed a big experimental success and its experimental test became
more and more precise over the last two decades. No significant deviation
from the predictions of this theory was found [4].
In the SM the fundamental particles are divided into spin 1

2 fermions and
spin 1 bosons, which play the role of force carriers. There are three different
interactions and three different kinds of vector bosons:

• electromagnetic, acting between charged particles. The carrier of
this force is the neutral photon (γ). The theory of electromagnetic
interactions (QED) is based on the U(1) symmetry group;

• weak, acting between particles carrying weak isospin. The carriers of
this force are three vector bosons W+, W−, Z0. The theory of weak
interactions is based on the SU(2)L group of symmetry. This symmetry
is the same used in quantum mechanics to describe the spin of particles,
and for this reason the word isospin is used. In particular the three
force carriers constitute an isospin-1 triplet;

• strong, acting between particles carrying strong hyper-charge or colour.
The strong interaction (quantum chromodynamics or QCD) is based
on the SU(3)C symmetry group and the carriers of this force are 8
bosons called gluons. They carry colour charges themselves, and are
thus self-interacting. This implies that the QCD coupling αs is small
for large momentum transfers but large for small momentum transfers,
and leads to the confinement of quarks inside colour-neutral hadrons.
Attempting to free a quark produces a jet of hadrons through produc-
tion of quark-antiquark pairs and gluons.

All the particles are characterised using the “charges” they carry and, con-
sequently, looking at the interactions they undergo. Fermions carrying a
colour charge are called quarks, while those with zero colour charge are
called leptons. All fermions are divided into isospin 1

2 left-handed doublets
and isospin 0 right-handed singlets (see table 1.1). Three quark doublets as
well as three lepton doublets have been observed, while there are six quark
singlets and three lepton singlets. Note that there are no right-handed neu-
trinos since there would be no way for them to interact with other particles.
They would thus be undetectable.
The Standard Model gauge symmetry is:

GSM = SU(3)C × SU(2)L × U(1)Y (1.1)
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Left handed doublets Right handed singlets

Leptons
( νe

e

)

L

( νµ

µ

)

L

( ντ

τ

)

L
eR µR τR

|~T | = 1
2 , Y = −1

2 |~T | = 0, Y = −1

Quarks
( u

d

)

L

( c
s

)

L

( t
b

)

L
uR dR cR sR bR tR

|~T | = 1
2 , Y = 1

6 |~T | = 0, Y (ur, cr, tr) = 2
3

Y (dr, sr, br) = −1
3

Table 1.1: Classification of fermions predicted by the SM divided into leptons
and quarks. The weak isospin ~T and hyper-charge Y are given for each group.

A compact way to write the representations (table 1.1) of the SM gauge
group, which describe quarks and leptons and include left-handed and right-
handed fields, is the following:

QfI
L (3, 2)+1/6, u

fI
R (3, 1)+2/3, d

fI
R (3, 1)−1/3, L

fI
L (1, 2)−1/2, `

fI
R (1, 1)−1. (1.2)

This notation means, for example, that QfI
L are the left-handed quarks,

which are a triplet (3) of the SU(3)C group, a doublet (2) of SU(2)L and
carry hyper-charge Y = QEM − T3 = +1/6. The index f = 1, 2, 3 is the
flavour (or generation) index. The index I denotes interaction eigenstates.
The electromagnetic and weak interactions are unified in a single electroweak
(EW) theory which describes the interactions among quarks and leptons me-
diated by the vector bosons. In the EW theory (SU(2)L×U(1)) each particle
is identified using the quantum numbers (|| ~T ||, T3) for the SU(2)L group and
Y for the U(1) group, ~T is called weak isospin and Y hyper-charge.
The EW theory is formulated using a Lagrangian invariant under transfor-
mations belonging to the SU(2)L ⊗ U(1) symmetry group. The elementary
fields described by the EW model are:

• 4 gauge boson fields, W i
µ(x) (i=1,2,3) one for each generator of the

SU(2)L group of symmetry and the boson field Bµ(x) for the U(1)
generator;

• left-handed quark fields Qf
L(x) which are doublets of the SU(2)L group,

(f =1,2,3) is the flavour (or generation) index;

• right-handed quark fields U f
R(x) and Df

R(x), which are singlets of the
SU(2)L group.
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• left-handed lepton fields Lf
L(x) (SU(2)L doublets), and right-handed

`f
R lepton fields (SU(2)L singlets).

To simplify the notations we will concentrate on the quark sector; most of
the considerations, anyway, apply also to lepton fields. The relevant part of
EW Lagrangian is written as [5]:

L = Q̄f
L 6DQf

L + Ūf
R 6DU f

R + D̄f
R 6DDf

R + Lgauge (1.3)

The covariant derivative 6D is defined as:

6D = γµDµ = γµ

(

∂µ + ig ~Wµ · ~T + ig′
Y

2
Bµ

)

(1.4)

Using this definition the first terms of Eq. (1.3) are written as:

L(quarks,gauge) = Q̄f
Lγµ

(

i∂µ − g
~Wµ · ~τ

2
− 1

6
g′Bµ

)

Qf
L +

+Ūf
Rγµ

(

i∂µ − 2

3
g′Bµ

)

Uf
R +

+D̄f
Rγµ

(

i∂µ + g′
1

3
Bµ

)

Df
R (1.5)

where ~τ are the Pauli matrices and ~T = ~τ in the doublet representation, g
and g′ are the vector boson coupling constants. These three terms describe
the interactions of vector bosons with left-handed and right-handed quarks
respectively. As right-handed quarks have zero isospin ( ~T = 0) the ~W · ~τ
term disappears from the right side of Eq. (1.5).
The L(gauge) term describes the evolution of the free gauge fields and is
written as:

L(gauge) = −1

4
~Wµν · ~W µν − 1

4
BµνB

µν (1.6)

with:

W i
µν = ∂νW

i
µ − ∂µW i

ν + g( ~Wµ × ~Wν)
i (1.7)

Bµν = ∂νBµ − ∂µBν . (1.8)

The Lagrangian of Eq. (1.3) describes four massless vector bosons as well
as massless quarks, hence this model cannot yet describe the real particles
because there is only one massless vector boson observed in nature (the
photon) and moreover the quarks have a mass.
The problem of the masses will be briefly discussed below. Let’s now consider
eq.1.5 and concentrate on the term describing the interaction of the SU(2)L

gauge bosons (W a
µ , a = 1, 2, 3) with quarks:

−LW =
g

2
Qf

LγµτaQf
LW a

µ . (1.9)
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The 4 × 4 Dirac matrix γµ operates in Lorentz space and the 2 × 2 matrix

τa operates in the SU(2)L space. The coupling Qf
LQf

L can be equivalently

written as Qf
L1fjQ

j
L where the 3× 3 unit matrix 1 operates in flavour space

and makes the so called “universality of the gauge interactions” manifest.
The Standard Model gauge interactions do not distinguish between the dif-
ferent quark generations. The strength of the gauge interactions depends on
the gauge quantum numbers given in 1.1 and not on the flavour index f .

Higgs mechanism

A solution to the mass problem has been given by P. Higgs [6] who pro-
posed that the masses can be acquired by the interaction with another field.
Fermions are then supposed to experience a further kind of interaction, called
Yukawa interaction. Whereas in gauge interactions two fermions couple to
spin 1 gauge bosons, which play the role of force carriers, as described by
equation 1.5, in Yukawa interactions two fermions couple to a scalar field
(the yet undiscovered Higgs).
The Lagrangian 1.3 has to be written incorporating this new field Φ as

L(Higgs) = DµΦDµΦ + V (Φ). (1.10)

Under SU(2)L, Φ is a doublet of scalar charged fields

Φ =
1√
2

(

φ1(x) + iφ2(x)

φ3(x) + iφ4(x)

)

(1.11)

carrying hyper-charge 1/2. The potential is defined by

V (Φ) = µ2|Φ|2 + λ|Φ|4 (1.12)

with λ > 0 and µ2 < 0, has a non trivial minimum for |Φ| ≡ vev =
√

−µ2/2λ, called “vacuum expectation value”. There is an infinite num-
ber of fundamental states since no direction is preferred. We can choose in
an arbitrary way the ”vacuum” state as

〈Φ〉 =
1√
2

(

0

vev

)

(1.13)

which has the residual U(1) invariance (corresponding to the only unbroken
generator of the gauge symmetry), and develop the Higgs field around this
value. Then the gauge fields has to be rewritten taking into account this
change of variables. As a final result, looking at the quadratic terms in the
gauge fields, we can see that the charged W 1

µ ,W 2
µ vector bosons have a non

vanishing mass given by

M2
W =

g2vev2

2
(1.14)
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whereas the mass terms for the W 3
µ and Bµ fields, is not diagonal:

M2 =
vev2

2

(

g2 −gg′

−gg′ g′2

)

. (1.15)

Defining the “Weinberg angle” as tan θW ≡ g′/g, we can diagonalise the
matrix using the orthogonal combination

Zµ = cos θWW µ
3 − sin θWBµ Aµ = sin θWW µ

3 + cos θWBµ. (1.16)

(1.17)

The massless field Aµ can be then identified with the vector field of the
electromagnetic interactions, whereas the field Zµ acquires a mass given by

M2
Z = vev2 g2 + g′2

2
. (1.18)

Three degree of freedom of the Higgs doublet are used to give mass to the
vector bosons, while the fourth shows up as a new particle (the Higgs boson)
with zero charge, 0-spin and mass related to the Higgs potential parameters
(not predicted by the model) by the expression:

MH =
√

2µ =
√

2λvev. (1.19)

Fermions masses

The Higgs mechanism of spontaneous symmetry breaking gives rise to the
quarks mass through the Yukawa coupling term:

−LY = Y d
ijQ

i
LΦDj

R + Y u
ijQ

i
LΦ̃U j

R + h.c. (1.20)

where Φ is the Higgs doublet, and Φ̃ = iσ2Φ
∗,is unitary equivalent to Φ but

with a vacuum expectation value “rotated” in order to couple with the up
quarks.
Y d, Y u are 3×3 complex matrices called Yukawa matrices. Since the Yukawa
couplings may involve quarks of different generations the eigenstates of the
EW interaction (interaction basis) do not have well-defined masses.
In order to transform to the mass basis, one has to take into account
the spontaneous symmetry breaking, as discussed above. Replacing Φ →
1√
2

( 0
vev+H0

)

and Φ̃ → 1√
2

(vev+H0

0

)

and decomposing the SU(2)L doublet

into their components:

Qi
L =

(

ui
L

di
L

)

, (1.21)

the Yukawa interaction 1.20 gives rise to the mass terms:

−LM = (Md)ijd
i
Ldj

R + (Mu)ijui
Luj

R (1.22)
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where the mass matrices are defined as

Mf =
vev√

2
Y f . (1.23)

The mass eigenstates have, by definition, well-defined masses, and Yukawa
interactions are diagonal in this mass basis. The mass basis corresponds, by
definition, to diagonal mass matrices. We can always find unitary matrices
VfL and VfR, such that

VfLMfV †
fR = Mdiag

f , (1.24)

with mass matrix Mdiag
f diagonal and real. The quark mass eigenstates are

then identified as:

di′
L = (VdL)ijd

j
L, di′

R = (VdR)ijd
j
R, (1.25)

ui′

L = (VuL)iju
j
L, ui′

R = (VuR)iju
j
R.

The charged current interactions i.e. the interactions of the charged SU(2)L

gauge bosons W±
µ = 1√

2
(W 1

µ ∓ iW 2
µ )) described by 1.9 in the interaction

basis, are now described by:

−LW± =
g√
2
ui′

Lγµ(VuLV †
dL)ijd

j′

LW+
µ + h.c. (1.26)

where the 3 × 3 unitary matrix,

VuLV †
dL = VCKM (1.27)

is the CKM (Cabibbo,Kobayashi,Maskawa) mixing matrix for quarks [7].
Generally it would depends on nine parameters: three real angles and six
phases. However, some of the phases of the VCKM matrix are not physically
meaningful. To see this, note that, apart irrelevant factor, Vij is the ampli-
tude for the quark transition i → j through W emission. Without changing
the physics we can multiply each row and column for a phase factor remov-
ing five of the six phases. Within the SM case of three generation VCKM has
three mixing parameters and a single phase1.
As a result of the fact that VCKM is not diagonal, the W± gauge bosons
can couple to quarks (mass eigenstates) of different generations. Within the
Standard Model, this is the only source of flavour changing interactions.
In fact additional sources of flavour mixing in the lepton sector and in Z 0

interactions are not allowed within the Standard Model.

1This phase allows to accommodate CP violation in the SM, as was pointed out by
Kobayashi and Maskawa in 1973 [8]
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t

b̄

W W

t

t̄

Z Z

H

W W

H

Z Z

Figure 1.1: Contribution of self-coupling loops to higher order quantum corrections

In its simplest version, the model has 19 parameters: the three coupling con-
stants of the gauge theory and the mass of the Z boson which sets the scale of
weak interactions; the flavour parameters: three lepton and six quark masses
and the four parameters which describe the mixing of the weak eigenstates
in the mass basis. Between the two remaining parameters, the CP-violating
parameter associated with the strong interactions must be very small. The
last one is indeed associated with the mechanism responsible for the break-
down of electroweak symmetry SU(2)L×U(1)Y → U(1)e. This can be taken
as the mass of the Higgs boson, yet undiscovered.
Most experiments have provided tests of the gauge interactions at a very
high accuracy level. In contrast, several flavour parameters are only known
to an accuracy level of O(30%). Many rare decay processes that are sensitive
to the flavour parameters have not been measured yet.

1.2 Top quark physics

The top quark is the heaviest elementary particle yet discovered. Its mass,
of the same order as the electroweak scale, is about twice that of the W and
Z bosons and about 35 times larger than its isospin partner, the b quark.
The top quark was first observed in 1995 at the Fermilab pp̄ Tevatron collider
by the two experiments CDF and DO [9, 10, 11], there were only about 100
total top candidates events found during the entire period of data taking
which spanned 5 years known as Run I (1992-1996). Among the discovered
particles top quark has a fundamental role also for new physics discoveries,
not only because it is a fundamental background to all searches for new
physics, but also because its precise mass measurement provides a constraint
to the mass of the Higgs boson.
The mass of the top quark enters into calculations of higher-order (radiative)
corrections, which connect electroweak processes, depending on the masses
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Figure 1.2: The W boson mass, top quark mass plane with the current measure-

ments and predictions for future measurements. The SM and MSSM predictions

for the Higgs boson mass are included showing the preference, from current, mea-

surements of a light Higgs boson.

of the top quark and the Higgs boson via loop diagrams such as those shown
in figure 1.1.
At one loop, for instance, the ρ parameter, which relates the W and Z boson
masses and the weak angle,

ρ =
M2

W

M2
Z

(1 − sin2 θW ) ≡ 1 + ∆r, (1.28)

gets a radiative correction

∆r =
3GF

8π2
√

2
M2

top +

√
2GF

16π2
M2

W

[

11

3
ln

(

M2
H

M2
W

)

+ · · ·
]

+ · · · (1.29)

which is quadratic in the top mass. Note, however, that the dependence on
the mass of the Higgs boson is only logarithmic. Therefore, the mass of the
top quark is the dominant term in the corrections for electroweak process.
By measuring Mtop very accurately, and using additional constraints from
the large body of precise electroweak data we can test the consistency of the
standard model and predict unknown parameters. One of such predictions
is the mass of the Higgs boson, which can be constrained by the precise
measurements of W boson and top masses.
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Figure 1.3: The lowest order diagrams for tt̄ production

The direct measurements of W boson mass and top quark mass obtained
directly from the Large Electron Positron collider (LEP) and the Fermilab
Tevatron collider are shown in figure 1.2. The Higgs boson mass calculations
in the standard model and in its Minimal Super Symmetric Model (MSSM)
extension are also shown. This, together with the global electroweak fit,
shows that a light Higgs boson is better in agreement with the known ex-
perimental data.

1.2.1 Top anti–top quark pairs production

In hadron collider top quarks are expected to be produced mainly as a
pair by two distinct QCD processes: qq̄ annihilation and gluon–gluon (gg)
fusion. Figure 1.3 shows the Feynman diagrams at the leading order for
these processes. At the Large Hadron Collider, the relative contribution
from qq̄ and gg are about 10% and 90% respectively2.
The total cross section for the production of heavy quarks, at a pp machine

2This situation is opposite respect to the Tevatron collider, where the qq̄ annhiliation
process accounts for about 85% of the total cross section.



Phenomenological overview 15

like LHC, is given by,

σ(pp → tt̄) =
∑

i,j

∫

dzidzjfi(zi, µ
2)fj(zj , µ

2)σ̂(ij → tt̄; ŝ, αs, µ
2,Mtop),

(1.30)
where the sum is over all partons: gluons, light quarks and anti-quarks.
This formula expresses the total cross section in terms of the parton-parton
process ij → tt̄. The parton distribution function (PDF) fi corresponds to
the probability density of finding a parton (of flavour i) with a given fraction
of the proton momentum between zi and zi + dzi, the short-distance cross
section for the parton-parton subprocess is σ̂. The center-of-mass energy of
the i−j parton system is given by ŝ and it is related to the pp center-of-mass
energy by ŝ = zizjs. The parameter µ is the renormalization scale which is
introduced to include the contribution from higher orders Feynman graphs.
If the calculation could be carried out to all orders then the dependence on
µ would vanish. The strong coupling constant is given by αs and Mtop is the
mass of the top quark.
The current theoretical calculations (at Next-to-Next and Next-to-Next-to-
Next Leading order) of the tt̄ production cross section at the center-of-mass
energy of 14 TeV, with a top quark mass of 175 GeV/c2 , is 840 pb, with
5% error due to the extrapolation of the cross section at the LHC energy
scale from Tevatron data and an extra 3% error due to uncertaininty on the
PDFs [12].

1.2.2 Electroweak single top quark production

A single top can be produced via the electroweak interaction through three
processes (the corresponding leading order Feynman diagrams are visible in
figure 1.4):

• through the exchange of a space-like W boson and the promotion of a
b quark to top, (a) and (b) diagrams of figure 1.4. This mechanism is
referred to as t-channel;

• through the associated production channel (diagrams (c) and (d) in
the figure) in which a single top is produced via weak interaction in
association with a real W boson, one of the initial partons is a b quark
in the proton sea, as in the t-channel;

• or through the last production mechanism: the s-channel (diagram (e)
in the figure), the annihilation of a qq̄ pair.

The cross section for all three processes is proportional to the matrix ele-
ment |Vtb|2 of the Cabibbo-Kobayashi-Maskawa matrix (CKM). Therefore,
the measurement of the single top quark cross section provides a direct probe
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Figure 1.4: Leading order Feynman diagrams for electroweak production of single

top quarks: (a,b) t-channel, (c,d) Wt production (e) s-channel.
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of |Vtb| and the weak tbW vertex in general. Next-to-leading order calcula-
tions for the t-channel at the LHC energy give σ = 245± 27 pb [13], for the
associated production the calculated cross section is 62.2+16.6

−3.7 pb [14] and
for the s-channel calculations give 10.2 ± 0.7 pb [15].
The primary physics interest in single top production is its ability to directly
determine the coupling strength for the t − W − b vertex. The single top
cross–section is unambiguously predicted by the SM, and it is important
to cross check the three production channels separately. The various pro-
cesses of single top production have different sensitivities to new physics.
For example, the s-channel is sensitive to an additional heavy W ′ boson,
since new s-channel diagrams in which the W ′ is exchanged would occur. In
contrast, additional contributions to the t-channel would be suppressed by
1/m2

W ′ . Therefore, existence of a W ′ boson would be expected to produce
an enhancement in both σ(s− channel) and σ(s− channel)/σ(t− channel).
On the other hand, the t-channel is more sensitive to modifications of the
top quark’s couplings to the other SM particles. For example, a V+A con-
tribution at the t−W − b vertex could lead to both an increase in single top
production and a modification of the decay angular distributions. Because it
is an inherently weak production process, the W and top quark are produced
in the appropriate mixture of helicities, as unambiguously predicted by the
SM. A helicity analysis of top quark decay can check for new physics, such
as right handed couplings, or an unexpected admixture of the left handed
and longitudinal components for the W .

1.2.3 Top quark decays

The Standard Model predicts that top decays into W boson and a b quark
with a branching ratio greater than 0.998. Other decays, such as t → Ws
and t → Wd are also allowed but suppressed by a factor 10−3 − 10−4 by
the square of the CKM matrix elements Vts and Vtd, whose values can be
estimated, under the assumption of unitary of the three-generation CKM
matrix, to be less than 0.042 and 0.014 respectively [16].
Top decay width is then:

Γ(t → Wb) =
GF M3

top

8π
√

2

(

1 − M2
W

M2
top

)2(

1 + 2
M2

W

M2
top

)2
[

1 − 2αs

3π

(

2π2

3
− 5

2

)]

(1.31)
for Mtop = 175 GeV/c2 we have

Γ(t → Wb) ≈ 1.55 GeV/c2 → τtop =

(

1

Γtop

)

≈ 4 · 10−25s (1.32)

Top decay width is smaller than the characteristic hadronization time of
QCD (τhard ≈ 28 · 10−25 s) hence top decays before hadronizing.
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Decay mode Branching Ratio Channel category

tt̄ → (qq̄′b)(qq̄′b̄) 36/81 All-hadronic
tt̄ → (qq̄′b)(eνb̄) 12/81 Semi-leptonic
tt̄ → (qq̄′b)(µνb̄) 12/81 Semi-leptonic
tt̄ → (qq̄′b)(τνb̄) 12/81 τ channel
tt̄ → (eνb)(eνb̄) 1/81 Di-leptonic
tt̄ → (eνb)(µνb̄) 2/81 Di-leptonic
tt̄ → (eνb)(τνb̄) 2/81 τ channel
tt̄ → (µνb)(µνb̄) 1/81 Di-leptonic
tt̄ → (µνb)(τνb̄) 2/81 τ channel
tt̄ → (τνb)(τνb̄) 1/81 τ channel

Table 1.2: Branching ratios for tt̄ decay modes in standard model coupling. q stands

for u, d, c or s quark. Events are categorized into four channels: All-hadronic, Semi-

leptonic, Di-leptonic and τ channels.

The W produced in the top decay, decays into lepton-neutrino pair or quark-
antiquark pair. All the (anti)quarks present in the event will eventually
hadronize and manifest themselves as jets: a b quark jet and, if present, the
two light quark jets.
Table 1.2 lists the final states of tt̄ production, according to the W decay
modes. The events are classified as either an “all-hadronic”, “semi-leptonic”
(or “lepton+jets”), “di–leptonic” or “τ channel”. An event is considered as
an all-hadronic event when both W bosons decay to a quark-antiquark pair.
Though this channel has the largest branching fraction, 44%, it suffers, at
hadronic colliders like LHC, from a huge amount of background from QCD
multijets production processes. An event is classified as a di-leptonic event
when both W bosons decay leptonically to an e or a µ. Due to the two well
isolated leptons and the missing energy due to the two neutrinos in the event
this channel has the smallest background but also the smallest branching
fraction, 5%. An event which contains the τ lepton can be classified sepa-
rately. The τ lepton decays predominantly into charged and neutral hadrons
and its signature is very close to the one of a jet.
The semi-leptonic events are characterized by one of the two W boson de-

caying in a e or µ lepton and neutrino while the other W boson decaying
hadronically. This channel, with a branching fraction of 30%, has the ad-
vantage of presenting in the final state an isolated high-pT lepton and high
missing energy due to the presence of the neutrino. The final state is com-
pleted by 4 jets (of which two come from b quark). The Feynman diagram of
the tt̄ production from qq̄ annihilation followed by decay in the semi-leptonic
channel is presented in figure 1.5.
This channel presents in the final state four-jets a high PT isolated lepton
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and Emiss
T , peculiar signature that can be used to efficiently distinguish

the signal from the backgrounds. The hadronically decaying top can also be
easily reconstructed measuring the jets in the event. For these reasons this
channel is the preferred one for top mass precise measurements at the LHC
and is often referred to as the “golden channel”.

1.2.4 Top quark mass measurement

Based on Run I Tevatron data, the CDF and DO collaborations have pub-
lished several direct experimental measurements of Mtop with all decay
topologies arising from tt̄ production. Tevatron Run I average claims for
a top with mass 178.0±4.3 GeV/c2 . On the other hand, based on Run
II Tevatron data at the center-of-mass energy of 1.96 TeV, the top quark
has been measured again. CDF most recent results are Mtop = 172.7 ±
1.7(syst)±2.4(stat) GeV/c2 .
The most precise single top mass measurement has been obtained in the
semi-leptonic channel. The top mass is obtained from a χ2 minimization
procedure in which the top mass is a free parameter. To reduce the main
systematic error, the jet energy scale, another free parameter is introduced
in the χ2 representing the uncertainty on the jet scale.
The results of the minimization procedure: top mass and jet energy scale
are then compared to a set of Monte Carlo simulations in which the two pa-
rameters take different values. The data are fitted to this set of “templates”
and the top mass is extracted.
This method allows, with increased statistic, to reduce the error on the jet
energy scale, so far the dominant systematic error at the Tevatron, since
the jet energy scale is extracted from data themselves. This latter is not a
systematic, the errors will be reduced by increasing the statistics.
It is expected that, combining the results from the two general purpose ex-
periments at the LHC, ATLAS and CMS, the error on top mass will be
reduced at the level of 1 GeV/c2 . This precise measurement together with
the W boson mass measurements will better constrain the standard model.

1.3 Top physics at the ATLAS experiment

Study of the top quark may provide an excellent probe of the sector of
electroweak symmetry breaking, and new physics may well be discovered
in either its production or decay. At the LHC a very large variety of top
physics studies will be possible with the high statistics samples which will
be accumulated.
The LHC, already during the low luminosity period with L = 1032 cm−2s−1

at the nominal energy of 14 TeV, will produce about 8 millions of tt̄ events.
In only few days of data taking and assuming a selection efficiency of 1.5%,
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Figure 1.5: The tree-level Feynman diagram for tt̄ production by qq̄ annihilation

and its decay in the semi-leptonic channel. Two b-jets, two light jets a lepton and

a neutrino are present in the final state.

each LHC experiment will accumulate the same statistics as the Tevatron
experiments up to now.
The Tevatron is providing both experiments with good luminosity and the
precision on top mass will be improved down do few GeV/c2 as it is shown in
figure 1.6 where the total uncertainty on top mass is presented as a function
of integrated luminosity. Of the order of 5-8 fb−1 of integrated luminosity are
foreseen to be collected up to 2009, when LHC will begin to be competitive.
The LHC experiments have the goal to decrease the top mass uncertainty
to about 1 GeV/c2 (3).
At LHC the statistics will not limit the precision of top mass measurement:
already with an integrated luminosity of 10 fb−1 (one year of data taking at
low luminosity) the statistical error will be about δ(Mtop) = ±0.10 GeV/c2.
The LHC experiments will have the real challenge in the understanding of
the systematic uncertainties, mainly the light and b jet energy scale and the
effect of initial and final state radiation.
In the remaining of this chapter, we will discuss the studies that will be
done in ATLAS, with particular interest to the top mass measurement in
the semi–leptonic channel.
This channel for the top mass measurement will be described in further de-
tail in the last chapter of this work where the strategy to measure top quark
mass with the very first data of ATLAS will be presented and where it will
be discussed the role of the jet energy scale, the most important systematic

3The request to know the top quark mass at the level of 1 GeV/c2 comes from models
beyond the SM which attempt to explain in a more fundamental way the origin of mass and
the observed fermion mass hierarchy, such as top-bottom-tau Yukawa coupling unification
in supersymmetric models. To constrain the SM Higgs boson mass the main challenge
comes from the precision measurement of W boson mass. Assuming mW can be measured
with a precision of ±20 MeV, a determination of mtop with a precision of δ(Mtop) ≤
2 GeV/c2 would be required to match that from mW and from the current theoretical
uncertainties.
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error.

1.3.1 Top quark mass measurement

At ATLAS the all-hadronic and τ channel of tt̄ decays are difficult to isolate
cleanly above the large QCD multi-jet background. For this reason ATLAS
focus mainly on the channels where at least one W decays leptonically, i.e.
the semi-leptonic and di-leptonic channel. The “golden channel” for top mass
measurement is the semi-leptonic one.
The presence of a high pT isolated lepton provides an efficient trigger. The
lepton and the high value of Emiss

T give a large suppression of background
from QCD multi-jet and bb̄ production.
The four momentum of the missing neutrino can be entirely reconstructed as-
suming mν = 0, and ET (ν) = Emiss

T , and calculating pz(ν), with a quadratic
ambiguity, using the constraint mlν = mW . If one applies the further kine-
matic constraints that mjj = mW and mjjb = mlνb = mtop, the top mass
can be determined by a three-constraint fit. This techniques, used at Teva-
tron, gives the best determination of top mass, where statistics is limited.
However, if the systematic errors are to be kept small, this method requires
an excellent modelling and understanding of the Emiss

T distribution and res-
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(a) (b)

Figure 1.7: (a): Invariant mass of light jets mjj in tt̄ events with only 2 recon-

structed light jets. (b): mjjb invariant mass. Light jets have been calibrated as

described in the text. Coloured histograms represents combinatorial background,

green from wrong W reconstruction, red from wrong b-jet association.

olution.
An alternative approach is the one that uses the isolated lepton and the large
Emiss

T to tag the event, and the value of mtop is extracted as the invariant
mass of the three jet system arising from the hadronic top quark decay [17].
With this strategy the events are selected requiring an isolated lepton with
pT > 20 GeV and |η| < 2.5 and Emiss

T > 20 GeV, and at least four jets. Jets
are reconstructed with a fixed cone algorithm with ∆R = 0.4. At least four
jets with pT > 40 GeV and |η| < 2.5 are required, and at least two of the
jets are required to be tagged as b-jets4 .
For accepted events, the decay W → jj is reconstructed among jets that
are not tagged as b-jets. Figure 1.7 (a) shows the mjj invariant mass of the
light jets in the events accepted with the selections described above where
only two light jets are reconstructed.
In order to reduce the importance of light–jet miscalibration (mainly due to
out of cone energy) on the precision of top mass measurement, so called in-
situ calibration of light jets can be performed through a χ2 procedure [18].
Event by event, for each light jets pair, the quadratic form

χ2 =
(mjj − mW )2

Γ2
W

+
(Ej1(1 − α1))

2

σ2
1

+
(Ej2(1 − α2))

2

σ2
2

(1.33)

4Also other jet reconstruction algorithm have been studied for top studies in ATLAS,
as the fixed cone with ∆R = 0.7. More recently some studies using the KT algorithm have
started. However, for the moment, the fixed cone size of ∆R = 0.4 gives the best results.
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Figure 1.8: Reconstructed top mass as a function of the generated top mass.

is minimized respect to α1 and α2.
The first term contains the explicit constraint to the W boson mass. Among
all jet pairs the one giving the smallest χ2 is kept as the hadronic W candi-
date.
The two calibration parameters α1 and α2 are then fitted, as a function of
the jet energy Ejet, to obtain the jet energy calibration function α(Ejet)
that is used for the final analysis jet-calibration.
The next step in the hadronic top reconstruction is the association of the
hadronic W candidate with one of the b-tagged jets. In general there are
ambiguities in the association. Two strategies are used both giving similar
results: the selection of the b-jet giving the highest PT to the reconstructed
top and the selection of the b-jet closer to the hadronic W candidate.
The top mass is reconstructed as the invariant mass of the W+b-jet system
and is shown in plot (b) of figure 1.7. The combinatorial backgrounds com-
ing from an in-correct assignment of light jets to the reconstructed W boson
(green histogram) and from the wrong b-jet association (red histogram) are
shown.
A fit to the mass peak obtained for 500000 events corresponding roughly to
six days of data taking at low luminosity gives mtop = 175.5±0.4 GeV/c2, in
good agreement with the mass used in Monte Carlo generation (175 GeV/c2 ),
the width of the distribution is equal to 11.6 ± 0.4 GeV/c2. The stability
of this method as a function of the value of the generated mass is shown in
figure 1.8. The value of reconstructed top mass in in a good agreement with
the top mass used in the generation of the Monte Carlo events.
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Process
pl

T > 20 GeV As before, As before, Events
Emiss

T > 20 GeV plus Njet ≥ 4 plus Nb−jet ≥ 2 per 10fb−1

tt̄ signal 64.7% 21.2% 5.0% 126000

W+jets 47.9% 0.1% 0.002% 1658
Z + jets 15.0% 0.05% 0.002% 232
WW 53.6% 0.5% 0.006% 10
WZ 53.8% 0.5% 0.02% 8
ZZ 2.8 % 0.04% 0.008% 14
Total Background 1922

S/B 65

Table 1.3: Efficiencies for the inclusive tt̄ semi-leptonic signal and for background

processes, as a function of the selection cut applied. The last column gives the

equivalent number of events for and integrated luminosity of 10 fb−1 .

Backgrounds to the semi–leptonic channel

In addition to the combinatorial, other sources of background are present
in the semi–leptonic channel. The most severe are: the QCD multi-jets and
bb̄ production, the W + jets production with W → lν decay and Z + jet
events with Z → ll.
While the presence of the isolated lepton and the high value of the miss-
ing transverse energy suppresses the QCD background the b-tagging perfor-
mances are crucial to suppress the W + jet and Z + jet backgrounds.
Potential backgrounds from ZZ, WW and WZ gauge boson pair produc-
tion are reduced to a negligible level after all analysis selections. With an
integrated luminosity of 10 fb−1 , only 1922 background events survive the
cuts to be compared to 126000 signal events, yielding a value of S/B=65.
The details of the analysis selections on signal and backgrounds samples are
reported in table 1.3.

Systematics

An important systematic effect on the top mass measurement is the knowl-
edge of the jet energy scale. Many strategies have been studied to correct for
it. Light jets can be calibrated at the parton level applying the constraint
mjj = mW . The calibration of b-jets can be performed using Z + b events
with the subsequent Z → ll decay. The shift of the top quark mass due to
miscalibration of the light quark jets and of b-jets are studied separately.
A miscalibration of 1% in the light jet energy and b-jet scale corresponds
respectively to a shift of 0.3 GeV/c2 and 0.7 GeV/c2 in the reconstructed
top mass.
The fraction of the original b-quark momentum which is reconstructed de-
pends on the fragmentation function of the b-quark. This function is usually
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parametrized in terms of one variable εb, using the Peterson fragmentation
function [19]. The value of εb used in the Monte Carlo is εb = −0.006 with an
uncertainity of δεb = 0.0025. We have compared the reconstructed top mass
from Monte Carlo samples with εb = −0.006 and εb = (−0.006 + 0.0025) =
−0.0035. The difference between the values of mtop obtained with these sam-
ples is taken as the systematic error, δmtop(εb), due to uncertainties in the
knowledge of εb and amounts to another 0.3 GeV/c2 .
The presence of initial state radiation (ISR) and final state radiation (FSR)
have also effect on the measurement of mtop. A top mass shift due to ISR,
∆mISR

top , is determined by artificially switching off the ISR in a Monte Carlo
simulation and measuring the impact on the reconstructed top mass. Simi-
larly we determined the shift due to FSR.
In case of FSR a large mass shift occurs, of about 10 GeV, for a jet cone
size of ∆R = 0.4. This mass shift is considerably reduced if the cone size
is increased. The level of uncertainty on the knowledge of ISR and FSR is
of the order of 10% and reflects the uncertainity on αs. To estimate the
systematic uncertainty due to FSR and ISR we have used more conserva-
tive systematic errors in mtop: 20% of the ∆mISR

top and of ∆mFSR
top mass shift

defined above is taken. The systematic errors estimated in this way are less
then 0.3 GeV/c2 for ISR, while 1-2 GeV/c2 error results from effects due to
FSR.
An alternative approach uses the measured jet multiplicity to search, event-
by-event, for the presence of hard gluon radiation. This approach was adopted
at the Tevatron [20, 21]: the mass shift would be defined by the difference,
∆mtop, between the value of mtop determined from events with exactly four
jets and that determined from events with more than four jets. Such a
method shows systematic errors of the order of 0.4-1.1 GeV/c2 for FSR,
smaller than the more conservative approach adopted here.
Uncertainties in the size and shape of the background, which is dominated
by the wrong combinations of jets in tt̄ events, also affect the value of the
reconstructed top mass. The resultant systematic uncertainty on mtop is
estimated by varying the assumptions about the background shape. A con-
servative conclusion is a systematic error on mtop of 0.2 GeV/c2 .
Also the structure of the underlying event can influence the top mass re-
construction. However it is possible to estimate and correct for this effect
using data themselves by using the calorimeters cells not associated with
the products of the top quark decay. The underlying event contribution is
calculated as the average ET deposited per calorimeter cell, averaged over
those cells which are at least a distance ∆R (depending on the position of
the cell ∆R varies from 0.7 to 1.0) away from the impact points of the top
quark decay products.
Given the large statistics available at the LHC, it is assumed that the resid-
ual uncertainty from the underlying event will be small compared to the
other errors [22].
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Source of Comment |∆mtop| GeV/c2 |δmtop| GeV/c2

uncertainty on method ∆R = 0.4 (0.7) ∆R = 0.4 (0.7)
Light-jet energy scale 1% scale error 0.3 (0.3) 0.3 (0.3)

b-jet energy scale 1% scale errror 0.7 (0.7) 0.7 (0.7)
b-quark fragm. (εb = −0.006) − (εb = −0.0035) 0.3 (0.3) 0.3 (0.3)

Initial State Radiation ISR ON - ISR OFF 0.2 (1.3) 0.04 (0.3)
Final State Radiation FSR ON - FSR OFF 10.3 (6.1) 2.0 (1.2)

Background 0.2 (0.2) 0.2 (0.2)

Table 1.4: Top mass shift ∆mtop and resulting systematic error on mtop, δmtop

due to the various source of systematic errors.

The individual contribution to the systematic error of tt̄ sample are sum-
marised in table 1.4. In summary the jet energy scale and FSR dominate
the systematic errors.

Complementary methods

Although the semi–leptonic channel gives the most precise single measure-
ment of the top quark mass, to reach the goal of measuring top mass with a
precision of δ(mtop) = 1− 2 GeV/c2 the systematic errors must be kept well
under control. It is important to compare results obtained from different
channels where systematic uncertainties play different roles.
Here only two methods among several will be shortly revised.
The high PT channel method selects events in the semi-leptonic data sample
with a high momentum top and reconstructs its mass from a large calorime-
ter cluster around the jets from the hadronic top decay. This method, after
a proper treatment of the underlying event, can reduce the main systematic
coming from the FSR contribution to a level well under 1 GeV/c2 [22].
The analysis proceeds in two steps. First a jet cone of ∆R = 0.4 is used in
the lepton hemisphere, where, apart from radiation effects, only one b-jet
is expected. In the hemisphere opposite to the lepton, where the three jets
from the hadronic top decay are expected, a smaller cone size (∆R = 0.2)
is used. To take into account the contribution of out of cone energy the se-
lection cut on jets is lowered to pT > 20 GeV.
For accepted events the two highest pT non b-tagged jets are combined with
the highest b-jet candidate in the hemisphere opposite to the lepton to form
candidate for the jjb hadronic top decay. The selected combination is re-
quired to have pT > 150 GeV and |η| < 2.5. Finally, after determining the
top direction from the jet momenta, a large cone of ∆R = 1.3 is used around
this direction and the top mass is reconstructed from energy and momenta
of the calorimetric cells in the cone.
In the absence of underlying event, and for cone sizes which are sufficiently
large to contain all three jets from the hadronic top decay, the reconstructed
mass is independent of the cone size. Hence, a method has been developed to
subtract the contribution from the underlying event, by using the calorimeter
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cells not associated with the products of the top quark decay. This method
has shown to give promising results, at present the reconstructed top mass
is found larger than the generated one of about 1%.
Also the tt̄ di–lepton channel can provide a measurement of the top quark
mass complementary to that obtained from the single lepton plus jets mode.
The signature of the di–lepton event consists of two isolated high pT lep-
tons, high Emiss

T due to the neutrinos, and two jets from the fragmentation
of b-quarks. Measurement of mtop using di–lepton events is complicated by
the fact that one cannot fully reconstruct either of the top quarks, due to
the undetected neutrinos in the final state.
It is possible to take advantage of the fact that the kinematic distributions
of the top decay products depend on mtop, and attempt to obtained the
most likely top mass for a set of events. The mass determination depends
on the assumption that the kinematic distributions for top production are
well reproduced by the Monte Carlo simulation.
Of the many possible kinematic variables which could be studied, prelimi-
nary analyses [23] of three have been performed: the mass mlb of the lepton-
b-jet system, the energy of the two highest ET jets, and the mass mll of the
di–lepton system formed with both leptons coming from the same top decay
(i.e. t → lνb followed by b → lνc).

1.3.2 Other top studies

Search for single top

Single top production is an interesting channel as it allows the precise de-
termination of the properties of the W − t − b vertex, and the associated
coupling strengths.
In order to reduce the enormous QCD multi-jet background, as well as pro-
vide high pT lepton for trigger purpose, the leptonic decay of the W boson
originated from top quark, is considered. The initial preselection cuts require
the presence of at least one isolated lepton with pT > 20 GeV, at least two
jets with pT > 30 GeV, and at least one b-tagged jet with pT > 50 GeV. Af-
ter these cuts, the dominant backgrounds are from processes with a real W
in the final state, namely tt̄ and Wjj (and in particular Wbb̄) production.
Kinematics can be used to separate the various single top processes from
these backgrounds and from each other.
Distributions of four quantities (PT of the leading jet, HT quantity, multi-
plicities of light and b-jets) are presented in figure 1.9. The PT distributions
of the jets in the events can be used to separate the single top signal from
tt̄ background: distribution (a) shows that the transverse momentum of the
leading jet in tt̄ events is harder than the one in the single top events. The
HT quantity, defined as the sum of the ET values of all jets and leptons in
the event, can be used to distinguish the signal from the background and



28 Phenomenological overview

(a) (b)

(c) (d)

Figure 1.9: Distributions for quantities used to separate the signal from the

tt̄ background and to distinguish the different production channels: (a) Leading

jet PT , (b) HT distribution, (c) number of jets and (d) number of b−-jets in the

event.

to separate t-channel and s-channel from the W + t associated production
channel, as it is shown in distribution (b) of figure 1.9. Also the number
of jets and especially the number of b-jets can be used to select the events
(distributions (c) and (d) ).
The direct reconstruction of the top mass from the lepton, the neutrino (re-
constructed from Emiss

T and W decay with quadratic ambiguity) and one
of the b-jets, in a window around the nominal mass is used to separate the
signal from non top background events.
For an integrated luminosity of 30 fb−1 (three years of data taking at low lu-
minosity) 1658 events of single top are expected (1106 from s-channel single
top production, 510 from t-channel and 42 from associate production) while
about 1844 events of backgrounds (of which about 1300 are from tt̄ events)
survive all the selections.
The relative statistical errors on the production cross-sections of the sin-
gle top processes would be 0.71% for the t-channel, 2.8% for the associated
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Figure 1.10: A lowest order Feynman diagram for tt̄H production.

production and 5.4% for the s-channel. These results imply statistical un-
certainties on the extraction of Vtb of 0.36% for the t-channel, 1.4% for the
associate production and 2.7% for the s-channel. The errors in the calculation
of Vtb would be dominated by uncertainties in the theoretical predictions of
the cross–sections, larger of about an order of magnitude. These arise from
uncertainties in the parton distribution functions, uncertainty in the scale
used in the calculation, and the experimental error on the mass of the top
quark.

Top quark Yukawa coupling

In the SM, the mass of the top quark is due to its Yukawa coupling (yt) to
the Higgs boson. The values of the Yukawa couplings of the fundamental
fermions are free parameters of the Standard Model. The measured value
of mtop implies a value of the top quark Yukawa coupling of approximately
unity. Alternative theories, such as Topcolor [24, 25] explain the large top
mass as arising, at least in part, from some new strong dynamics. Clearly,
measuring independently the value of the Yukawa coupling would provide
important information on the mechanism of fermion mass generation.
The value of the top quark Yukawa coupling can be accessed experimentally
by searching for tt̄H production (figure 1.10). The analysis [26] requires one
of the top quarks to decay leptonically and the other hadronically. Since
tt̄H production has significant cross-section only for relatively light Higgs
masses (mH < 150 GeV/c2), the Higgs boson is detected through its decay
H → bb̄, the dominant decay channel for the mH range of interest. Thus the
final state contains an isolated lepton, missing pT , two light quark jets, and
a total of four b-jets. The resulting large combinatorial background is dealt
with by first reconstructing both top quark decays. The combination which
better satisfies both t and t̄ mass constrains is used to assign jets to the top
decays. A search is then made for a H → bb̄ signal using only the remaining
unassigned b-jets.
Once the Higgs boson rate in a given decay channel is measured, an ac-
curate theoretical prediction for the Higgs boson production cross-section
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Figure 1.11: Measured tt̄ invariant mass distribution for reconstruction of a narrow

resonance of mass 1.6 TeV/c2 decaying to tt̄

would allow a measurement of the branching ratio for the decay in that
channel. Without theoretical assumptions, one can only measure ratios of
rates for different channels, which in turn provide ratios of couplings and
branching ratios. By performing these measurements for several channels,
one can obtain several constraints on the Higgs boson couplings to fermions
and bosons, which can be used to test the theory.
For an integrated luminosity of 30 fb−1 and an Higgs boson mass of 100 GeV/c2 ,
the Yukawa coupling can be measured with a relatively statistical error of
11.9%, improving to 9.2% for an integrated luminosity of 100 fb−1

Search for tt̄ resonances

A number of theoretical models predict the existence of heavy resonances
which decay to tt̄ . In the case of MSSM if mA,mH > 2mtop and tan β ≈ 1,
then both A and H would decay almost totally in tt̄ pairs [27, 28]. The
possible existence of heavy resonances decaying to tt̄ arises also in thechni-
color models [29, 30] as well as other models of strong electroweak symmetry
breaking [31, 32]. Because of the large variety of models and their param-
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eters, a study was made of the sensitivity to a “generic” narrow resonance
decaying to tt̄ . Events of the semi–leptonic channel tt̄ → W+W−bb̄ →
`±jjbb̄ are selected requiring a high isolated pT lepton, missing transverse
energy and at least four jets, with at least one tagged as b-jet. After this
selection, the background to tt̄ resonant production is dominated by contin-
uum tt̄ production (see figure 1.11).
For example, with 30 fb−1 , a narrow resonance X of mass 500 GeV decaying
to tt̄ could be discovered provided its σ ×BR is at least 2560 fb. This value
decreases to 830 fb for mX = 1 TeV, and 160 fb for mX=2 TeV [33].

tt̄ spin correlations

The SM prediction of the top quark width, given the large value of mtop, is
Γtop ∼ 1.5 GeV/c2 . Thus the top quark lifetime is very short in compari-
son with the hadronization time (∼ 1/Λqcd), and the top quark decays as a
“bare quark” before hadronizing. In addition, the top quark decays before
the strong interaction has time to depolarise its spin. As a consequence, the
spin orientation of the top quark should be preserved in its decay. The weak
decay of the top quark implies the daughters in the decay chain can be used
to analyze its spin orientation.
To the lowest order, top quarks produced via the strong process gg/qq̄ → tt̄
are unpolarised, and the transverse polarisation effects due to loop diagrams
are predicted to be very small. However, the spins of the t and t̄ are corre-
lated. At the LHC, the top and anti–top quarks tend to be produced with the
same helicity, thus favouring the production of “Left-Left” (LL) or “Right-
Right” (RR) tt̄ pairs. For example, for mtt̄ < 500 GeV, about 80% tt̄ pairs
are predicted [34] to be produced with either LL or RR helicities. This frac-
tion falls slowly to a little under 70% for mtt̄ < 1000 GeV. A measurement
of this spin correlation would check wether the top quark does indeed decay
before the strong interaction has time to depolarise its spin, and thereby
would allow a lower limit to be set to Γtop. Furthermore, new physics, such
as large CP violation in the top system, could alter the spin correlations
predicted by the SM.
In ATLAS with integrated luminosity of 100 fb−1 measuring the azimuthal
and opening angle difference between the two leptons arising from the di–
lepton events would allow to see differences, at the level of a few percent,
between different models of correlation of tt̄ spins [35].

Rare top decays

With its large mass, the top quark will couple strongly to the sector of elec-
troweak symmetry breaking (EWSB). Many models of physics beyond the
SM include a more complicate EWSB sector, with implications for top quark
decays. Examples include the possible existence of charged Higgs bosons, or
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possibly large flavor changing neutral currents (FCNC) in top decays. AT-
LAS sensitivity to some of these scenarios have been studied, here they will
be only listed.

• t → H+b. If a sufficiently light charged Higgs boson exists, the decay
t → H+b could compete with the SM decay mode t → W +b. Such a
possibility could be seen by looking inclusively at the ratio of di-lepton
and single lepton tt̄ events [36].

• Favor Changing Neutral Currents (FCNC). Within the SM, FCNC
decays of the top quark are highly suppressed, and so many observation
of FCNC top decays at the LHC would be an indication of new physics.
While the MSSM does enhance the branching ratios, they would be
still too small to be observable. However, other extensions of the SM,
including models with new dynamical interactions of the top quark,
with multiple Higgs doublets, and with new exotic fermions, can lead
to very significant enhancements of FCNC top decays. The ATLAS
sensitivity to some channels have been studied, this includes: t →
Zq [37], t → γq [38], t → gq [39].

• t → WbZ. The “radiative” top decay t → WbZ has been suggested as
a sensitive probe of the top quark mass, since the measured value of
mtop is close to the threshold for this decay. Withing the uncertainty of
δ(mtop) ≈ 5 GeV/c2, the predicted branching ratio varies by a factor
of three. A measurement of BR(t → WbZ) could, therefore, provide a
strong constraint on the value of mtop [38].



Chapter 2

The ATLAS detector

The stringent requirements for new physics discovery and precise measure-
ments in the SM sector, calls for new experiments with extreme performance.
The new LHC machine, under construction at CERN, will provide pp colli-
sions at

√
s = 14 TeV with a design luminosity of L = 1034 cm−2s−1.

The present chapter describes the ATLAS experiment, which is one of the
two general purpose detectors under construction along the LHC ring. Each
detector will be described and the status of installation will be shortly pre-
sented.
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Figure 2.1: Layout of the LHC.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [40] is a superconducting proton Syn-
chrotron which is being constructed at CERN inside the 27 Km tunnel used
in the past years by LEP. LHC will accelerate from 450 GeV to 7 TeV two
beams of protons (or heavy ions) traveling in opposite directions. The ex-
isting machines at CERN will do the first stages of acceleration (fig. 2.1):
first the protons are accelerated up to 50 MeV in the proton linac, then the
Proton Synchrotron Booster (PSB) will let them reach 1.8 GeV. The Proton
Synchrotron (PS) will accelerate them up to 26 GeV. Finally, the SPS will
be used to inject into the LHC 450 GeV protons.
The LHC dipole magnets will house in one single twin bore magnet (with the
same yoke and cryostat) two different magnetic channels. The magnets will
provide a magnetic field of 8.36 T, which allows the colliding beam particles
to reach the design energy of 7 TeV. The design luminosity of 1034 cm−2s−1

is expected to be reached a few years after the first collisions. After the com-
missioning of the machine, it is foreseen to have one year at the so called
low luminosity (2 · 1033 cm−2s−1), which should provide enough statistics to
perform the first physics measurements.
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Parameters p–p Pb82+–Pb82+

Beam energy (TeV) 7.0 7.0
Center of mass energy (TeV) 14 1262

Injection energy (GeV) 450 190.6
Bunch spacing (ns) 25 124.75
Particles per bunch 1 × 1011 6.2 × 107

R.M.S bunch length (m) 0.075 0.075
Number of bunches 2835 608

Initial luminosity (cm−2s−1) 1033 1.95× 1027

Luminosity (cm−2s−1) 1034 1.8× 1027

Luminosity lifetime (h) 10 10
Dipole field (T) 8.3 8.3

Table 2.1: The LHC parameters.

The design luminosity for the pp collisions will be reached with 2835 bunches
crossing at 25 ns intervals, corresponding to a spatial separation of 7.5 m.
The number of protons per bunch will be 1011.
At the LHC energies, the total inelastic non–diffractive pp cross section is
about 70 mb. Since the interesting processes have cross sections that are
several orders of magnitude lower (the cross section for tt̄ pairs production
production is σtt̄ ' 800 pb, the inclusive Higgs production is well below 1 nb
for any Higgs mass), a very selective trigger system is required.
The main parameters of the LHC for pp and heavy–ion collisions are shown
in tab. 2.1.
Along the perimeter of the LHC, four experiments are being built: two

general–purpose experiments (ATLAS and CMS [41]), one experiment ded-
icated to the study of heavy–ion collisions (ALICE [42]), and LHCb [43],
dedicated to the study of B mesons decays.
The primary goal of LHC is the study of the origin of the spontaneous sym-
metry breaking. The discovery (and study) of possible physics beyond the
standard model is the other major scientific goal: the possible existence of
supersymmetry, fermion compositeness and extra-dimensions can all be in-
vestigated with the LHC at the TeV scale.

2.2 The ATLAS detector

The ATLAS (A Toroidal Lhc ApparatuS) detector [44] is being installed at
Point 1 of LHC. A picture of the status of the installation on October 2005
is shown in fig. 2.2. The eight superconducting coils forming the toroidal
magnetic system are well visible together with, on the background, barrel
calorimetric system in the parking position.
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Figure 2.2: The ATLAS detector as it was on October 2005.

The calorimetry has been designed on the basis of the following criteria:

1. Very good identification and measurement of the four–vectors of elec-
trons and γ’s

2. Full hermeticity, both for the EM and hadronic sections

3. Accurate measurement of jets and missing transverse energy.

The coverage in the azimuthal angle φ is almost complete while the geomet-
rical acceptance in pseudorapidity is |η| < 5. The external muon spectrome-
ter allows high–precision measurements of the muon transverse momentum,
even in stand–alone operating mode. This guarantees good PT measurement
also at high luminosity. The tracker has been designed to have high efficiency
for non–isolated tracks and to provide electron, photon, τ and b identifica-
tion.

2.2.1 Overview

Figure 2.3 gives an overall schematic view of the detector. The two indepen-
dent magnetic systems (the solenoidal in the inner detector and the toroidal
one in the muon spectrometer) are obtained with a thin superconducting
solenoid surrounding the inner detector and with 8 independent coils ar-
ranged with an eight–fold symmetry outside the calorimeters, respectively.
The central solenoid envelopes the Inner Detector and provides a 2 Tesla field
oriented along the beam axis. The inner detector makes use of three different
technologies, at different distances from the interaction point. Three inner
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Figure 2.3: Overall view of the ATLAS detector.

layers of pixels allow good secondary vertex identification and, together with
the four layers of silicon micro-strips, good momentum measurements. The
tracking is then completed by continuous straw–tubes detectors with tran-
sition radiation detection capability in the outer part.
The calorimetry uses radiation–hard liquid argon (LAr) technology for the
EM barrel and end–cap, for the Hadronic End–Cap (HEC) and for the For-
ward (FCAL) calorimeters. In the barrel region the cryostat is shared with
the superconducting solenoid, while the EM end–cap, the HEC and the
FCAL share the same cryostat in the forward region. In the barrel region
the longitudinal hermeticity is provided by the Tile calorimeter (TileCal).
Scintillating tiles are used as active material, while the passive material is
iron. The TileCal is subdivided in a barrel (|η| < 1) and an extended barrel
(1 < |η| < 1.7) region. The gap between the two is covered by the ITC
and the Intermediate Gap Scintillators, which allow the recover part of the
energy lost in the gap.
Outside the calorimeters there is the muon spectrometer. The magnetic field
is provided by the 25 m long coils in the central region. The coverage at small
angles is completed by two end–cap toroids. The magnetic field bends the
particles inside the open structure that constitutes the support for the muon
chambers. The multiple scattering is therefore minimized. This allows a very
good measurement of the muon momentum with three stations of high pre-
cision tracking chambers. The muon detector includes fast response trigger
chambers, which operate in coincidence to provide a fast trigger decision on
the muon PT .
The total radius of the ATLAS experiment, from the interaction point to

the last muon chamber, is about 11 m. The total longitudinal size is about
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46 m, the overall weight is about 7 KTons. Almost 90% of the total ATLAS
volume is occupied by the toroids and by the muon spectrometer.

2.2.2 The magnetic system

As already mentioned, two different magnetic fields are present within the
volume of the detector: the central one, provided by the solenoid, and the
outer one, produced by the toroids [45].
The central superconducting solenoid provides a central magnetic field of
2 T, while the peak value (at the superconductor face) is 2.6 T. In order to
obtain the desired calorimetric performances, in particular for photon and
electron energy measurements, a careful design to minimize the amount of
dead material in front of the calorimeters has been done: the solenoid is
placed inside the same vacuum vessel of the LAr calorimeter. The amount
of dead material due to the solenoid and the cryostat wall is about one ra-
diation length.
The magnetic field for the muon spectrometer in the barrel region is pro-
vided by a system of 8 coils assembled radially with an eight fold symmetry.
The magnetic field in the forward region is obtained with the end–cap coils
system, which is rotated by 22.5o with respect to the barrel coils to provide
radial overlap and to optimize the bending power in the interface regions of
the two coil systems. The peak magnetic field obtainable in the barrel region
is about 4 T. The coils of the barrel are 25 m long and their height is 4.5
m. One cryostat is present for each coil. In the end–cap region there is only
one cryostat within which the coils (5 m long and 4.5 m tall) are housed.

2.2.3 Inner detector

The strategy used for the ATLAS tracker [46] is to combine few high pre-
cision measurements close to the interaction point with a large number of
lower precision measurements in the outer radius. The inner detector is em-
bedded in the 2 T magnetic field provided by the central solenoid. The
structure of the inner detector is shown in fig. 2.4. Within a radius of 56 cm
from the interaction point, pixel and silicon micro-strip technologies offer a
fine–granularity, thus a high precision of the measurement. A track typically
hits three layers of pixels (which measure both R−φ and z coordinate) and
8 layers of strips (SCT), for a total of 7 tracking points. Two SCT layers
form one stereo strip (the angle between them is 40 mrad), allowing the
measurement of the three coordinates. In the barrel region (which covers up
to |η| = 1 for a total length of 160 cm), the pixels and SCT are arranged
in concentric cylinders around the beam axis, while in the end–cap (up to
|η| = 2.5) they are arranged in disks perpendicular to the beam axis.
A large number of tracking points (36) is provided by the Transition Ra-
diation Tracker (TRT) that also can give e/π separation identifying the
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Figure 2.4: Overall view of the inner detector.

transition radiation emitted by electrons travelling at high speed. It con-
sists of straw tubes arranged parallel to the beam axis in the barrel region
and in wheels around the beam axis in the end–cap. The reduced resolution
with respect of the silicon detectors is compensated by the higher radius
and by the number of points measured. Therefore, the relative precisions of
the measurements of the TRT and pixels/SCT are comparable. The TRT
detector is intrinsically radiation hard.
The outer radius of the inner detector cavity is 115 cm, while the total
length is 7 m. The layout provides full tracking coverage within |η| < 2.5,
including impact parameter measurement and vertexing for heavy flavors
and τ tagging. The expected precision for the detector is

σR−φ(µm) = 13 ⊕ 62

PT

√
sin θ

σz(µm) = 39 ⊕ 90

PT

√
sin θ

(2.1)

While the radiation impact is low on the TRT detector, it is not in particular
for the pixels, which are more exposed to the radiation since they are closer
to the interaction point. The intrinsic radiation weakness of the silicon would
probably impose their substitution after a few years of operation, depending
on the luminosity profile.

2.2.4 Calorimeters

ATLAS calorimetric systems differ in technology and materials depending
on the pseudorapidity region. Liquid Argon (LAr) technology is used as
active material for the electromagnetic calorimeters on all pseudorapidity
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Figure 2.5: Overall view of the ATLAS muon detector.

range and for the hadronic calorimeter in the end-cap regions (HEC). In the
end-caps regions the HEC and electromagnetic calorimeter are placed in the
same cryostat.
Different absorbers are used in the different regions: lead in the barrel up to
|η| < 1.7 and the end-caps (1.5 < |η| < 3.2), copper for the HEC.
An homogeneous LAr presampler detector is placed just behind the cryostat
wall in the region up to |η| = 1.8.
In the barrel region (|η| < 1.7) the hadronic calorimeter is composed of a
iron-scintillating tiles calorimeter (TileCal) subdivided into three parts: the
central barrel covers up to |η| ' 1, while the two extended barrels cover up
to |η| ' 1.7.
In the very forward region, up to η ' 5, the system is completed by a very
dense LAr calorimeter consisting of rod-shaped electrodes in a tungsten ma-
trix.
Since the importance of the calorimetric system for the topic of this work,
a detailed description of the systems and results from the hadronic barrel
calorimeters will be presented in the next chapter.

2.2.5 Muon spectrometer

One of the most important features of the muon spectrometer [47] is the pos-
sibility of a precise standalone measurement of the muon momentum. The
magnetic field provided by the superconducting air–core toroid magnets de-
flects the muon trajectories that are measured by high precision tracking
chambers. The magnetic field in the |η| < 1.0 range is provided by the bar-
rel toroids, while the region 1.4 < |η| < 2.7 is covered by the end–cap. In
the so called transition region (1.0 < |η| < 1.4) the combined contributions
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Figure 2.6: A view of one φ plane (φ = 22o) of the chamber layout.

of both the barrel and end–cap provide the magnetic field coverage. The
magnetic field is mostly orthogonal to the muon trajectory in the covered
pseudorapidity range, while the effect of multiple scattering is minimized.
In the barrel region, the muon chambers are arranged in three cylindrical
layers (stations), while in the end–cap they form three vertical walls. The
transition region is instrumented with one extra station.
The azimuthal layout follows the magnet structure: there are 16 sectors. The
so called Large sectors lie between the coils, and they overlap with the Small
sectors, placed in correspondence with the coils themselves. The R−z layout
of the chambers is shown in fig. 2.6, while fig. 2.5 offers a three dimensional
view of the spectrometer.
The choice of the different chambers technology has been driven by the par-
ticle fluxes foreseen in the different regions of the detector. Criteria of rate
capability, granularity, aging properties and radiation hardness have been
considered. Table 2.2 summarizes the chamber technologies used in the var-
ious pseudorapidity regions.
The measurement of the track bending coordinate (η) is provided (in most
of the η region) by the Monitored Drift Tubes (MDT), while at large pseu-
dorapidity, the higher granularity Cathode Strip Chambers (CSC) are used.
The requirements on the momentum resolution (∆PT/PT ' 10% at 1

TeV/c) call for an accuracy of the relative positioning of chambers traversed
by a muon track that matches the intrinsic resolution and the mechanical
tolerances of the precision chambers.
the knowledge of the chamber positioning with an accuracy of 30 µm is
required within a projective tower. The accuracy required for the relative
positioning of different towers to obtain adequate mass resolutions for multi-
muon final states is in the millimeter range. This accuracy can be achieved
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Region station I station E station M station O

Barrel |η| < 1 MDT MDT RPC MDT RPC
End-Caps 1 < |η| < 1.4 MDT TGC MDT

1.4 < |η| < 2 MDT TGC MDT TGC
2 < |η| < 2.4 CSC MDT
2.4 < |η| < 2.7 CSC MDT TGC

TRIGGER CHAMBERS PRECISION CHAMBERS
Technologies used RPC TGC MDT CSC
Number of channels 354K 440K 372K 67K
Area (m2) 3650 2900 5500 27
Time resolution < 5 ns < 7 ns 500 ns <7 ns
Spatial resolution 5-10 mm 80 µm 60 µm

Table 2.2: Design parameters of the Muon spectrometer.

by the initial positioning and survey of chambers at the installation time.
The relative alignment of muon spectrometer, calorimeters and ID will rely
on the measurement of the high-momentum muon trajectories.
The MDT chambers are equipped with a in–plane alignment system aim-
ing at a measurement of the tube position displacements, with respect to
their nominal positions at the assembly phase, with a precision better than
10 µm. To achieve this the spectrometer is equipped with a RASNIK sys-
tem: a laser, mounted at one side of a chamber, projects a pattern to a CCD
camera positioned at the other end of the camera. From the displacement
of the pattern–figure respect to what is expected, corrections for chambers
deformation can be computed.
The chambers for the LVL1 muon trigger system covers the region |η| < 2.4.
Resistive Plate Chambers (RPC) are used in the barrel region, while the
Thin Gap Chambers (TGC) are used in the end–cap. Their first task is to
identify without any ambiguity the bunch crossing of the triggered event.
This requires a time resolution better than 25 ns. Next, they have to provide
a well defined PT cutoff for the LVL1 choice. This is obtained considering a
window of a size defined by the LVL1 PT threshold considered on the sec-
ond RPC (or TGC) station once a super–hit has been obtained in the first
station. Finally, the trigger chambers measure the non–bending coordinate
(φ), in a plane orthogonal to that measured by the precision chambers, with
a typical precision of 5–10 mm.

2.2.6 Trigger, Data Acquisition and Control systems

The ATLAS trigger and data acquisition systems (TDAQ) and the detector
control system (DCS) are responsible for the data-flow of data from de-
tectors’ front-end electronics modules to data storage at CERN computing
center, for the selection of events and for the control and monitoring of the
apparatus [48].
A schematic diagram is presented in figure 2.7 and can be broken into four
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Figure 2.7: Principal components of the Data Flow (right) and trigger systems

(left). Black lines represent the path of data, red lines movements of trigger data.

principal systems, namely:

1. The Data Flow System - responsible for the receiving the detector
data, serving data to the trigger system, and transporting the data for
selected events to mass storage

2. The Trigger System - subdivided into three layers. A first purely hard-
ware level (LVL1) and two software levels (collectively called HLT)

3. The Online System - responsible for all aspects of experiment and
TDAQ operation and control during data-taking, and during testing
and calibration runs

4. The DCS - responsible for the coherent and safe operation of the AT-
LAS detector, as well as the interface with external systems and ser-
vices including the LHC itself

The Online system is implicitly understood to be connected to all elements
in figure 2.7, and the DCS to all hardware elements which need to be mon-
itored and controlled.
In the right-half of figure 2.7 the data flow system is represented in the
different components. The signals coming from the detectors (upper part),
read by the input-output systems are managed by the back-end electronics
boards: the so called Read Out Drivers (ROD). They are detector-specific
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and they have the responsibility of the reading of the data from the front-
end electronics when a Level 1 trigger request is propagated to the system.
The RODs, equipped with DSPs, have also the responsibility to make the
first pre-formatting of the data to the ATLAS TDAQ final format and, in
some cases, like for the calorimeters, apply some simple algorithms and per-
forming calculations. From this point on, the components of the Data Flow
are no more detector specific.
The data are then moved to the ROSes (Read Out System), normal PCs
equipped with one or more buffer cards, the Read Out Buffers (ROBs).
Here they will be further formatted and moved, after request, to the Event
Building Network (EBN), passed to the last stage of trigger, and in case of
acceptance, stored to a set of local disk pools (SFO: Sub Farm Output). The
numbers of the TDAQ system are reported in table 2.3 where the numbers
of RODs, ROSes and CPUs are reported for the different subsystems.
Starting from an initial bunch-crossing rate of 40 MHz, the rate of selected
events must be reduced to about 100 Hz for permanent storage. The event
rate is determined by the total pp cross section, and is about 109 evt/sec at
the nominal luminosity. Hence an overall rejection factor of 107 against min-
imum bias events is required. This strong requirement must match the need
of an excellent efficiency for the rare physics processes of interest. Therefore
the principal requirement of the Level 1 (LVL1) trigger is that it identifies
unambiguously the interesting physics events, while strongly reducing the
overall rate.
The LVL1 trigger makes an initial selection based on a reduced granularity
information from a subset of detectors. Objects searched by the calorime-
ter trigger are high PT electrons and photons, jets, and τs decaying into
hadrons, as well as large missing and total transverse energies. High and
low transverse momentum muons are identified using only the muon trigger
chambers.
The calorimeter selections are based on a reduced-granularity information
from all the calorimeters. In the case of the electron/photon and hadron/τ
triggers, energy isolation cuts can be applied. The missing and total scalar
transverse energies used in the LVL1 trigger are calculated by summing over
trigger towers. In addition, a trigger on the scalar sum of jet transverse en-
ergies is also available.
No tracking information is used at LVL1 due to timing restrictions and the
inherent complex nature of the information from the inner detector.
The LVL1 trigger decision is based on a logical combinations of these ob-
jects. Most of the physics requirements of ATLAS can be met by using, at
the LVL1 trigger level, fairly simple selection criteria of a rather inclusive
nature. However, the trigger implementation is flexible and it can be pro-
grammed to select events using more complicated signatures.
The maximum rate at which the ATLAS front-end systems can accept LVL1
triggers is limited to 75 kHz (upgradeable to 100 kHz). The target rates es-
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detector RODs ROSes

Pixel 120 11
SCT 92 8
TRT 192 20

LAr (EM barrel + EMEC + HEC + FCAL) 192 33
TileCal 32 8

Muon System (MDT + CSC + RPC + TGC) 296 26
LVL1 24 5

PC

LVL2 Processors ∼ 500
EF Processors ∼ 1600

DataFlow and Control Machines ∼ 300

Table 2.3: Size of different detectors TDAQ components: number or RODs and

ROSes and, for the HLT and for the DataFlow system, the number of needed PCs.

timated in trigger performance studies, using trigger menus that meet the
needs of the ATLAS physics program, are about a factor of two below this
limit.
An essential requirement on the LVL1 trigger is that it should uniquely iden-
tify the bunch-crossing of interest. Given the short (25 ns) bunch-crossing
interval, this is a non-trivial task. In the case of the muon trigger, the phys-
ical size of the muon spectrometer implies times-of-flight comparable to the
bunch-crossing period. For the calorimeter trigger, a serious challenge is that
the pulse shape of the calorimeter signals extends over many bunch cross-
ings.
During this time, information for all detector channels are stored in pipeline
memories. The LVL1 latency, measured from the time of the pp collision un-
til the trigger decision is available to the front-end electronics, is required to
be less than 2.5 µs. In order to achieve this, the LVL1 trigger is implemented
as a system of purpose-built hardware processors.
Another important functionality of the LVL1 system is the identification of
the Regions Of Interest (ROIs) representing the position of the triggering
objects in the (η,φ) space. This is one of the main peculiarities of ATLAS
triggering system.
This information is used to greatly reduce the needed computation time at
the LVL2 triggering system and the size of data to be transferred in the
system.
The LVL2 runs offline-like algorithms, optimized for the on–line use, using
the full granularity information from the inner detector as well as from the
muon detectors and calorimetry. However it is structured to process the data
belonging only to a spatial window around the ROIs identified by the LVL1
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trigger. Simulations showed that this corresponds to roughly 2-5% of the
overall ATLAS data size. LVL2 has a maximum latency time of 10 ms, after
this time the event is selected (and hence moved to the Event Filter system
for further processing) or discarded and removed from the Data Flow chain
(up to this moment the event fragments have been buffered in the ROBs.
The final LVL2 rate is expected to be about 1-2 KHz.
After LVL2, the last stage of the on-line selection is performed by the Event
Filter. It will employ offline algorithms and methods, slightly adapted to
the on–line environment, and use the most up to date available calibration
and alignment information and the magnetic field map. Complete event re-
construction is performed by the Event Filter, which will make the final
selection of physics events to be written to mass storage for subsequent off-
line analysis.
The time available for a decision at the event filter is 1 s. The output rate
from LVL2 should be reduced by an order of magnitude, giving about 100 Hz.
The final event size is expected to be 1 MBytes corresponding to an output
data rate of about 100 MByte/s resulting in 1015 bytes of data per year.

2.2.7 Computing

The complexity and size of the ATLAS experiment imposes the use of new
paradigms also in what the processing of the data is concerned once they are
made available on mass storage. The events rate of 100 Hz, the size of the
events (approximately 1 MB per event), the number of physicists involved
in the analysis requires that the data distribution, processing and analysis
is carried out according to a multi-tier schema, that is well suited to dis-
tribute the computing and storage loads among the different participating
institutes. Even if similar strategies have been used in the past it is the first
time that this kind of distributed analysis are performed on a ATLAS-size
scale requiring the development of completely new tools extremely perform-
ing [49].
At the output of the event filter the raw data are transferred to the CERN’s
computing center, known as Tier-0, that is the first layer of the ATLAS anal-
ysis system. Here a complete copy of the raw data is stored and a first-pass
reconstruction is applied producing ESD (Event Summary Data) and AOD
(Analysis Object Data). The ESD data-format contains the reconstructed
quantities measured by the detector (energy in the calorimetric cells, clusters
information, tracks) as well as the reconstructed physics objects (electrons
and gammas, jets, taus, muons). The small-sized data in AOD format are
well suited for distribution to the physicists groups, to reduce their size only
the physics objects are recorded. Each event can be characterized by few
quantities, like, for example, the number of jets in the event, PT of the lead-
ing jet, lepton multiplicity and so on, this information, produced by Tier-0
and stored in the TAGs and allows for a very fast filtering of the datasets.
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Tier-0 has also the responsibility to run calibration and alignment algorithms
that will be refined in future steps. Distribution of data to the community is
done copying raw data, ESDs, AODs and TAGs to the Tier-1s. Tier-1s are
big regional computer centers spread around the world (at the moment AT-
LAS foresees 10 of this centers). A copy of the raw data is divided among
all the Tier-1s (each one having on average 10% of the entire raw data)
while a complete copy of the ESDs, AODs and TAGs is distributed to each
Tier-1. Tier-1s have also the responsibility to reprocess raw data performing
more accurate reconstructions, updated version of ESDs, AODs and TAGs
are therefore constantly produced and spread among the different computer
centers.
Most of the physics analysis is performed at the Tier-2s center, an average
of 5 Tier-2s are directly connected to one Tier-1 and typically receive a copy
of one third of the most updated ESD and AOD data and a complete copy
of the TAGs, they have the entire responsibility for the official Monte Carlo
production (the simulated data are stored in the more reliable Tier-1s), the
physics groups analysis and the development and refinement of calibration
and reconstruction algorithms are also performed at the Tier-2 centers. The
physics analysis will be performed mainly on the AOD data set (with the
help of TAGs for pre-selections) or on even more compact derived formats
like ntuples.
The multi-tier paradigm is deployed using grid technology and middle-ware
that completely hides to the physicists the complex multi-tier structure [50].

2.3 Status of installation in the experimental cav-

ern

LHC will start to provide interactions at the end of 2007 with reduced beam
energy (Eb = 450 GeV) and initial low luminosity (L = 1026/27 cm−2s−1).
This pilot run will be followed by a slow ramping up of the luminosity
and beam energy up to the nominal initial conditions. During this period
the ATLAS detector will have the possibility to perform debugging of the
detector and start detailed studies of its performances.
Prior to the data taking with real beams ATLAS will undergo intense testing
of all the sub–detectors, both with calibration signals and with cosmic ray
muons. Detectors will perform this tests at first in stand alone mode and
they will later be integrated.
This long commissioning phase has already started for many sub–detectors
and the analysis of first results is undergoing.
In this section an overview, updated to July 2006, of the current status
of ATLAS installation and commissioning is presented, however due to the
rapidly changing conditions only an overview, without details, is presented.
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Figure 2.8: ID Barrel integration: SCT (left) being inserted in the TRT.

Inner Detector

The Inner Detector system is the last sub–detector that will be lowered in
the pit and, due to the relative small size, it will be possible to install it
already mounted (see figure 2.8).
Up to the first half of 2006 barrel inner detector have been integrated on
the surface and have been taking cosmic rays together showing detection
efficiencies as expected, they have been then un–cabled and prepared for
the installation in the pit in the second half of 2006. Before this step the
services (voltages, cooling) must be installed in inner detector cavity and a
complete mapping of the magnetic field have been performed.
The end caps have been arrived at CERN and tests are undergoing before
integration and tests.

Liquid Argon Calorimeters

Since July 2004 LAr calorimeters are undergoing a commissioning phase. In
October 2004 the EM Barrel cryostat was lowered in the pit and positioned
inside TileCal. The reached relative alignment with TileCal is of some mil-
limeters fully compatible with specifications.
From that moment on the installation of services and front end electronics
has started and at the end of 2005 it was moved, together with TileCal, at
the final position at the interaction point. In June 2006 the cryostat has
been filled with LAr and a cool-down phase has been done. At the moment
EM Barrel is preparing for the first integration test with TileCal and for the
combined calorimetric (Barrel TileCal and EM barrel) cosmic run foreseen
for the end of the year 2006.
End-Caps cryostats construction have been completed and the calorimeters
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Figure 2.9: TileCal barrel at the interaction point. The cryostat with the front-end

electronics for EM calorimeter is visible in the inner part. TileCal is surrounded by

the 8 superconducting magnets for the muon toroid system.

(EM End-Cap, HEC, FCAL) have been inserted. In December 2005 (side C)
and April 2006 (side A) they have been lowered in the pit and positioned,
with accuracy of few millimeters, inside Extended Barrels of TileCal. In-
stallation of front-end electronics and services is ongoing. The cool-down is
foreseen for middle Autumn of 2006 and commissioning with cosmic rays
(combined data with TileCal) is foreseen for March 2007 on time for the
first circulating beam in 2007.

Tile Calorimeter

TileCal was the first system to go for installation in the pit in 2004, at the
moment the three cylinders are installed and the commissioning of the elec-
tronics services and the installation of services is ongoing (see figure 2.9).
For some φ sectors the electronics and the power supplies have been put in
place and since March 2006 the final Read Out Drivers are available.
The final TDAQ systems (the so called pre-series) have been installed and
used to test TileCal system. Currently the activity is ongoing in finishing
the commissioning of the electronics system. This is done acquiring short
runs of different type with the complete acquisition chain (Drawers - RODs
- ROS - Event Building). TileCal is at the moment acquiring “noise” runs
and calibration runs (CIS, Laser) to check the level of the electronic noise,
the functionalities of the front-end and back-end electronics, with the final
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setup.
A special setup to start looking at cosmic rays has been implemented. It
uses trigger boards emulating the LVL1 system, this boards can read the
analog signal from TileCal (that usually goes to the LVL1 calorimetric trig-
ger system) and can produce a trigger signal in case a muon is observed in
TileCal towers. Many cosmic muon runs have been collected since end of
2005 and they are at the moment under study. In the near future they will
be compared with muons from test beams and from simulations.
Figure 2.10 shows some results obtained in a cosmic run. In the top picture a
passing muon is displayed in ATLAS event display Atlantis, different views
are visible showing the cells (in yellow) with a energy deposit compatible
with a minimum ionizing particle.
On the bottom two histograms from TileCal online monitoring system are
presented. The first (from top) plot shows the η distribution of the most
energetic calorimetric tower for the upper half of TileCal (only η < 0 towers
were read). Bottom plot shows reconstructed signal (in pC, the calibration
constants are not applied in the online monitoring). The muon distribution
is well visible at an energy deposit of around 2 pC. The electronic noise is
well separated from the signal (Q < 0.5 pC).
This are the first cosmic rays runs done by ATLAS, in the Fall 2006 Tile-
Cal and EM LAr barrel calorimeter will be combined and will take data
together.

Muon System

The muon chambers of the barrel toroid magnetic system, MDT and RPC,
are undergoing installation in the pit. Before MDT chambers (together with
RPC trigger chambers) are mounted and connected to the services (high
voltage, gas–flow system) in the pit they undergo intense cosmic ray tests
on the surface. After a validation of the chambers they are moved to final
position and connected to services. At the end of July 2006 47% of all barrel
chambers have been installed.
During July of the same year a first test combining TileCal and Muon sys-
tem has been performed, acquiring cosmic ray muons with both detectors,
achieving the goal to run together, for the first time in the pit, more than
one detector.
The installation of the end–cap wheels has started recently, July 2006.
The rate of cosmic ray muons passing this chambers will be not enough to
allow a rigorous commissioning with muons, at the moment is therefor un-
der discussion the possibility to use the beam–halo muons, during the LHC
pilot runs, to conclude the commissioning of this chambers in the pit with
the final system.
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Figure 2.10: Cosmic rays muons from TileCal. Top: Event display showing a muon

passing through TileCal in different views. Bottom: distribution for η of the most

energetic tower in cosmic events (only one slice of the detector is being monitored)

and energy distribution of the most energetic tower in cosmic events. The muons

peak (around 2 pC) is well separated from the pedestal.
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Chapter 3

ATLAS calorimeters and

their response to hadrons:

data from TileCal test beam

Different materials and technologies are used for the ATLAS calorimeters
(LAr, scintillating tiles) for an efficient reconstruction of electromagnetic
objects and of jets with a coverage up to η = 5.
In this chapter the ATLAS calorimeters will be presented in details. The
response to hadrons of a non compensating calorimeter will be shortly re-
viewed and the ATLAS hadronic barrel calorimeter (TileCal) performance
will be discussed in detail. Data from stand-alone test beams carried out in
2002 and 2003 will be presented and the response to electrons and pions of
different energies will be discussed.
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3.1 ATLAS calorimetry

3.1.1 Calorimeters requirements

The ATLAS detector is designed to operate in a challenging environment:
LHC will have the highest luminosity and c.m. energy ever reached.
The calorimetric system will be used both to form the calorimeter triggers
and in the measurement of jet momenta leading to complementary require-
ments.
The calorimeters will be used to form the trigger elements used by the first
level of trigger (LVL1):

• Electron/Photon trigger. The electromagnetic calorimeter, thanks
to the high granularity and to the good electromagnetic shower con-
tainment, will be used to identify single electrons and photons. The
basic trigger elements will be used to trigger, for instance on H → γγ
events or the leptonic decay of W bosons.

• Hadron/tau trigger. The implementation of a Level 1 trigger based
on the peculiar topology of τ decays (narrow jets with low multiplic-
ity) can be used to improve the efficiency of triggering on events like
Z → τ+τ− or on low-mass A → τ+τ−. In coincidence with Emiss

T , it
provides also a trigger on W → τν. This trigger menu can also select
high-ET single hadrons for calibration studies in a way similar to what
has been done at the Test Beam.

• Jet trigger. A trigger for high-PT jets has proved extremely impor-
tant at the past collider experiments (UA1/2, CDF/D0). At LHC we
expect that this trigger will be essential in the study of QCD and helps
in the study of new physics (SUSY, compositeness, etc.) as well as pre-
cise measurements of SM processes. A specific trigger on hadronic jets
is therefor needed to select events with jets in the final state like.

• Missing transverse energy and total transverse energy trig-
ger. These trigger menus are designed to identify, through the un-
balanced energy measured in the calorimeters, final states with high
energy neutrinos and particles that do not interact or interact weakly.

The trigger needs originating from the trigger needs outilined above and from
the physics analysis require a good calorimetric system with the following
requirements:

1. Electromagnetic calorimeter requirements

• Good hermeticity with high granularity (∆η×∆φ = 0.003× 0.1)
in the central region (|η| < 2.5) to have good acceptance on rare
physics events (H → γγ, H → 4e). In the forward direction
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(2.5 < |η| < 5) the main calorimeter task is the reconstruction of
jets and the measurement of Emiss

T and a coarser granularity is
acceptable.

• Capability to identify and measure electrons with energies above
1-2 GeV, since we need to reconstruct electrons produced in the
b-mesons semi-leptonic decay, the Z/W leptonic decays and even-
tually new physics (Z’/W ’ decays).

• Excellent energy and angular resolution over the energy range
10-300 GeV. This is needed to achieve a mass resolution of v 1%
for the H → γγ and H → 4e in the mass region 90-180 GeV.

• Total thickness of at least 24 radiation length at η = 0. This is
required for full containment of electro magnetic shower hence
to keep the contribution to energy resolution from longitudinal
fluctuations of high-energy electrons (E > 500 GeV) showers to
an acceptable level.

2. Hadronic calorimeter requirements

• Rapidity coverage. The main calorimeter task is the reconstruc-
tion of jets and the measurement of the missing PT in the event:
the jet detection has to cover up to |η| ≈ 5 with very good her-
meticity. This coverage is also required for an efficient tagging ca-
pability of the forward jets associated to the production of heavy
Higgs.

• Granularity. The most stringent transverse granularity require-
ment comes from the W → jet + jet decays at high-PT and
requires, for |η| < 3, a granularity of ∆η × ∆φ = 0.1 × 0.1; at
larger η regions a granularity of ∆η×∆φ = 0.2×0.2 is sufficient.
The longitudinal segmentation is driven by particle identification,
and by the possibility of achieving better energy resolution via
weighting in a non-compensating calorimeter.

• Energy resolution. Resolution of ∆E = 50%/
√

E⊕3% in the cen-
tral region is adeguate to the tasks of providing jet reconstruction
and jet-jet mass reconstruction as well as missing PT measurements.

• Energy linearity. The most stringent linearity requirements for
the hadronic calorimeter come from the study of quark compos-
iteness where the jet energy scale has to be linear within 2% up
to transverse energy of 4 TeV. A 1.5% non-linear calorimeter can
mask compositeness to a scale of Λ = 30 TeV.

• Total thickness. A total calorimeter (EM and hadronic) thick-
ness of about 10 interaction lengths is required for shower con-
tainment, both for energy resolution reasons and for reducing the
background in the muon chambers.
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Figure 3.1: Overall view of the ATLAS calorimeters.

ATLAS calorimeters is designed keeping in mind the above requirements
and will be able to cope with the physics goals.

3.1.2 The ATLAS calorimetric system

An overall view of the ATLAS calorimetric system is shown in figure 3.1.
In this section we will describe the different technologies used in ATLAS
calorimetric system.
The electromagnetic (EM) calorimeter of ATLAS uses liquid argon (LAr)
as active material and lead as absorber. It covers up to |η| < 3.2: a high
performance barrel calorimeter up to |η| < 1.7 and an end-cap section for
1.5 < |η| < 3.2. In the region at |η| < 1.8 is located a fine granularity
presampler just behind the cryostat wall. Given the large amount of material
upstream the EM calorimeter (Inner Detector, cryostat, coil), the presampler
is used to correct for the energy loss in the upstream material.
The hadronic barrel calorimeter (TileCal) is subdivided into three parts: the
central barrel covers up to |η| ' 1, while the two extended barrels cover up
to |η| ' 1.7. The gap between barrel and extended barrel, about 60 cm,
necessary to accommodate the readout electronics and services of the EM
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calorimeter and the cabling of the inner detector, is instrumented with the
ITC and gap scintillator. TileCal uses iron as absorber and scintillating tiles
as active material. It is the mechanical support for the LAr cryostats, and
it is the return yoke for the central magnetic field flux.
The hadronic calorimeter in the forward region uses LAr technology. The
Hadronic End-Cap (HEC), which covers up to |η| < 3.2, is placed in the
same cryostat of the EM end-cap and of the forward calorimeter (FCAL),
which complete the pseudo-rapidity coverage up to |η| ' 5. The HEC uses
copper as absorber, while the FCAL is a dense LAr calorimeter with rod-
shaped electrodes in a tungsten matrix.
Table 3.1 shows the details of the segmentation of the calorimeters.

3.1.3 The LAr calorimeters

Though there are several differences in the absorber choice and in the read-
out, the EM calorimeter, the HEC and the FCAL all use liquid argon as
active material and are considered as a single sub-detector, the LAr calorime-
ter [51].

The EM calorimeters

The EM barrel consists of two identical half-barrels separated at z = 0 by
a 6 mm gap, while each of the two EM end-cap are mechanically divided in
two coaxial wheels. The outer one covers up to |η| < 2.5, while the inner
one completes the EM coverage up to |η| = 3.2. The accordion shape of the
electrodes (which envelop the lead absorber) provides complete φ symmetry
without azimuthal cracks.
In the barrel region, the lead thickness changes, as a function of the pseudo-
rapidity, to optimize the energy resolution while the LAr gap has a constant
thickness of 2.1 mm. The geometry of the accordion becomes more compli-
cated in the end-cap, where the amplitude of the accordion waves increase
with the radius. Here the absorber has a constant thickness, therefore the
size of the LAr gap increases with the radius.
Figure 3.2 shows a sketch of the EM structure in the barrel region. As

shown, the modules are subdivided in three longitudinal samples. The outer
wheel of the end-cap has also three samples, while the inner-wheel has only
two. The first sample, which is 4.3 radiation lengths (X0) long, has a fine
segmentation in η (in the barrel ∆η = 0.003), for a precise determination
of the pseudorapidity of the impinging particle. Since the total amount of
material in front of the EM calorimeter at η = 0 is about 1.7 X0, there
are 6 radiation length in front of the second sample, which is the largest
one, with its 16 X0’s and a segmentation of ∆η × ∆φ = 0.025 × 0.025. The
third sample has a coarser segmentation in pseudorapidity, and its thickness
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EM Calorimeter Barrel End-Cap

Coverage |η| < 1.475 1.375 < |η| < 3.2
Long. segmentation 3 samplings 3 samplings 1.5 < |η| < 2.5

2 samplings 1.375 < |η| < 1.5
2.5 < |η| < 3.2

Granularity (∆η × ∆φ)
Sampling 1 0.003 × 0.1 0.25 × 0.1 1.375 < |η| < 1.5

0.003 × 0.1 1.5 < |η| < 1.8
0.004 × 0.1 1.8 < |η| < 2.0
0.006 × 0.1 2.0 < |η| < 2.5
0.1 × 0.1 2.5 < |η| < 3.2

Sampling 2 0.025 × 0.025 0.025 × 0.025 1.375 < |η| < 2.5
0.1 × 0.1 2.5 < |η| < 3.2

Sampling 3 0.05 × 0.025 0.05 × 0.025 1.5 < |η| < 2.5

PRESAMPLER Barrel End-cap

Coverage |η| < 1.52 1.5 < |η| < 1.8
Long. segmentation 1 samplings 1 samplings

Granularity (∆η × ∆φ) 0.025 × 0.1 0.025 × 0.1

TILE-CAL Barrel Extended Barrel

Coverage |η| < 1.0 0.8 < |η| < 1.7
Long. segmentation 3 samplings 3 samplings

Granularity (∆η × ∆φ)
Sampling 1 and 2 0.1 × 0.1 0.1 × 0.1

Sampling 3 0.2 × 0.1 0.2 × 0.1

Hadronic LAr End-cap

Coverage 1.5 < |η|3.2
Long. segmentation 4 samplings

Granularity (∆η × ∆φ) 0.1 × 0.1 1.5 < |η| < 2.5
0.2 × 0.2 2.5 < |η| < 3.2

FCAL Calorimeter Forward

Coverage 3.1 < |η| < 4.9
Long. segmentation 3 samplings

Granularity (∆η × ∆φ) 0.2 × 0.2

Table 3.1: Design parameters of the ATLAS calorimeters.
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Figure 3.2: Sketch of the accordion structure of the EM calorimeter.

changes with η to have a total length of the EM calorimeter of 24 X0. More
details about the EM LAr segmentation can be found in table 3.1.
The analog signal from the EM calorimeters leave the cryostat through cold-
to-warm feedthroughs. They are located in the outer faces of the cylinder,
in the gap between the barrel and the extended barrel of the TileCal. The
front-end electronics is also located here. The front-end electronics provides
the digitization of the the analog signal (figure 3.3) with fast ADCs. As
for any other sub-detector in ATLAS, the data are then stored in pipeline
memories, waiting for a possible Level 1 Acceptance (L1A) signal. If the
event is accepted by the Level 1 (LVL1), the corresponding signals (5 sam-
ples) are extracted from the pipelines and sent to the Read Out Drivers
(ROD). Online analysis of the signal is performed using Optimal Filtering
(OF) technique. The energy measurement in each channel is given by:

Ecell(MeV) = F
5
∑

i=1

ai(ADCi − P )

where F is a conversion factor between ADC counts and MeV (obtained
from specific calibration runs), P is the pedestal in the cell (also obtained
from specific runs) and ai are the optimal filtering coefficients. A complete
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Figure 3.3: Signal shape of the EM calorimeter as produced in the detector (tri-

angle) and after shaping (curve with dots). The dots represent the position of the

successive bunch crossings.

discussion about the optimal filtering can be found in [52].
The linearity of the EM calorimeters has been verified (both for the barrel
and for the extended barrel) with electrons up to 350 GeV at the test-beam
obtaining a linearity better than 1%. The resolution found for the barrel at
η = 0.9 is:

σ(E)

E
=

10%√
E

⊕ 0.38 GeV

E
⊕ 0.3% (3.1)

which well suites the requirements of the physics.

The hadronic end cap calorimeter

Each one of the two Hadronic End-Cap consists of two independent wheels
of outer radius 2.03 m, for a total coverage of 1.5 < |η| < 3.2. Both wheels
consist of an array of copper plates (their thickness is 25 mm in the first
wheel, 50 mm in the second). The gap between the plates (8.5 mm) is split
by three electrodes into 4 drift spaces of 1.8 mm. The readout electrode is
the central one, while the side ones are HV carriers. The scheme is shown
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Figure 3.4: Structure of the readout gap in the Hadronic End-Cap.

in figure 3.4.
Each of the two wheels is composed by 32 identical modules, assembled

with fixtures at the periphery and a central ring. Each wheel is divided into
two longitudinal segments.
Primarily in order to limit the capacitance seen by a single preamplifier, and
thus to allow for a faster response, only two gaps are ganged together at the
pad level. Miniature coaxial cables running between the sectors carry signals
to the pre-amplifiers boards located at the wheel periphery. Output signals
from (typically) four pre-amplifiers are summed together on the same board.
A buffer stage drives the output signal up to the cold-to-warm feedthroughs.
Cells defined in this way are fully projective in azimuth, but only pseudo-
projective in η. However, the detector envelope is cylindrical, for sake of
mechanical simplicity. To minimize the dip in the material density at the
transition between the end-cap and the forward calorimeter (around |η| =
3.1), the end-cap EM calorimeter reaches |η| = 3.2, thereby overlapping the
forward calorimeter.
The HEC standalone resolution for single pions (6-200 GeV) was measured
at the test beam. The results [53] is:

σ(E)

E
=

(70.6 ± 1.5)%√
E

⊕ (5.8 ± 0.2) (3.2)

The e/h factor was obtained as well from test beam measurements of the
e/π ratio. The result is e/h = 1.5.
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Figure 3.5: Sketch of the structure of the Forward Calorimeter.

The forward calorimeter

Because of the high level of radiation it has to cope with, the forward
calorimeter (FCAL) is built using the intrinsic radiation-hard LAr technol-
ogy. It is integrated in the forward cryostat together with the EM end-cap
and the HEC, and its front face is at about 4.7 m from the interaction
point.
In order to minimize the amount of neutron albedo in the inner detector
cavity, the front face of the FCAL is recessed by about 1.2 m with respect
to the EM calorimeter front face. This severely limits longitudinal space
for installing about 9.5 active interaction lengths, and therefore calls for a
high-density design, which also avoids energy leakage from the FCAL to its
neighbors.
The FCAL consists of three sections: the first one is made of copper while
the other two are made of tungsten. In each section the calorimeter consists
of a metal matrix with regularity spaced longitudinal channels filled with
concentric rods and tubes. The rods are at positive high voltage while the
tubes and the matrix are grounded. The LAr in the gap is the sensitive
medium. This geometry allows for an excellent control of the gaps which are
as small as 250 µm in the first section. Figure 3.5 shows a sketch of FCAL
structure.

3.1.4 The Tile calorimeter

The central part of the hadronic calorimetry [54] differs from the rest of the
calorimetry because it does not use LAr as active material. Instead scin-
tillating tiles within an iron structure are used. The structure is periodical
along z and the tiles are oriented perpendicular to the beam axis. The tiles
thickness is 3 mm while, for each period, the total iron thickness is 14 mm.
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Figure 3.6: Optical layout of the Tile calorimeter

The tiles are read out by two wave length shifting (WLS) fibers, one for
each side. The WLS fibers are grouped together in order to reach the de-
sired granularity: three longitudinal samples, with a lateral segmentation of
∆η × ∆φ = 0.1 × 0.1 in the first two samples,∆η × ∆φ = 0.2 × 0.1 in the
last one. The light signal is readout by PMTs located, with the front-end
electronics inside the girder: the iron structure which holds each azimuthal
sector at the outer radius of TileCal. The girder provides also sufficient mag-
netic shielding for the PMTs.
The light emitted inside the tiles in the UV range is shifted to visible vio-
let light by two tiles components: paraterphenyl (PTP) and POPOP. The
wavelength of the fibres has been chosen so that to maximize the efficiency
of the collection and detection of the light signal. A light mixer at the end of
the fiber bunch makes the readout of the light more uniform over the PMT
photocatode.
A sketch of the optical layout of the TileCal is given in figure 3.6.
TileCal is subdivided into one barrel region (|η| < 1) and two extended bar-
rels (0.8 < |η| < 1.7) one on each side of the barrel. The gap between them
(68 cm) accommodates the services for the inner detector and the front-end



64
ATLAS calorimeters and their response to hadrons: data from TileCal test

beam

Figure 3.7: General Scheme of the Tile Calorimeter read-out.

electronics of the EM calorimeter. Both the barrel and the two extended
barrels are subdivided in 64 modules, one for each φ slice (∆φ ' 0.1). The
extended barrel has the same azimuthal segmentation as the barrel, while
the longitudinal segmentation differs in the second and third layer.
The gap between the barrel and extended barrel is partially instrumented
by the Intermediate Tile Calorimeter (ITC). It is composed of two radial
sections attached on the face of the extended barrel made, as the rest of
TileCal, of scintillator in an iron matrix. The outer section, 31 cm thick,
starts at the outer radius and covers 45 cm in radius. It is followed by the
inner section which is 9 cm thick and extends over 45 cm to lower radii. The
ITC is extended further inward by a scintillator sheet, covering the inner
part of the extended barrel and extending to the region between the LAr
barrel and end-cap cryostat over 1.0 < |η| < 1.6. This scintillator samples
the energy lost in the cryostat walls and dead material. It is segmented into
three sections each covering a range of ∆η ' 0.2.
The front-end electronics of each φ wedge of TileCal is placed inside the

girder.
PMTs and front-end electronics are assembled in a modular structure called
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drawer. A drawer houses 48 PMTs and their electronics: the digitizers, the
interface cards and the ancillary components. Fibers and PMTs are light
coupled with an air gap of about 1 mm. This mechanically decouples PMTs
and drawers from the rest of the calorimeter for a fast replacement if needed.
Each PMT is equipped with a 3-in-1 card that provides three basic func-
tionalities: pulse shaping and accommodation of the needed large dynamic
range, charge injection calibration, and slow integration of the PMT signals
for monitoring and calibration. The shaped analog signal is sent to two dif-
ferent amplifiers (whose relative gain is 64) and, at the same time, to the
analog trigger summation board from where they reach the LVL1 signal on
dedicated cables.
After the amplification the signal is sent to the digitizers boards for digi-
tization. In each drawer there are 8 of such boards. Each one provides a
double sampling (one for each of the two gains) using two separate 10.bits
fast ADCs. The sampled signal is then stored in pipelines, waiting for the
LVL1 trigger decision.
Once the LVL1 signal is received for one event, the corresponding 7 sam-
plings are extracted from the pipelines and send to the RODs, where the
signal is processed using Optimal Filtering techniques.
Figure 3.7 shows a scheme of the front-end electronics for the Tile Calorime-
ter.
The calibration system is also shown in the picture. It consists of three sep-
arate calibration streams.

• A hydraulic system can drive a 137Cs source through each tile row,
allowing a current measure of the response of all the optics and PMT
chain. The readout is performed via a dedicated slow integrator on the
3-in-1 cards. In this way it is possible to check the calorimeter response
(optics, PMTs) independently of the electronic chain.

• The laser system sends short light pulses directly to the PMTs. A
system of clear optical fibres is used to split the signal between all the
PMTs of each module. The laser calibration checks the linearity of the
system and its stability. It will be used also to verify the equalization
of the acquisition chain from PMT to electronics boards, and to set
the timing of the PMTs inside a single drawer.

• Finally, the Charge Injection System (CIS) injects a well known amount
of charge directly into the 3-in-1 card, and, thus, to check the stabil-
ity of the electronics chain itself and to verify the gain of the two
amplifiers.

The slow integrator of the 3-in-1 cards will also be used to read, indepen-
dently from the digital data stream, the integrated signal over many bunch
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crossings. The relative stability of the curent monitored in this way from
each TileCal cell is an indipendent check of the stability of the system and
can be used to monitor the relative luminosity of the LHC.

3.2 Calorimeter response to hadrons

The raw response of hadron calorimeters needs a few corrections before it
can be used in the analysis. These corrections concern the energy scale. The
main effect to deal with is non linearity of the hadronic scale, that is a gen-
eral problem when considering intrinsic non-compensating calorimeters as
in ATLAS.
When a single hadron impinges on a material, a hadronic interaction can
occur, giving rise to a hadronic shower. This shower is mainly composed by
charged and neutral pions.
The π0s decay into photons originating electromagnetic showers. Therefore,
a hadronic shower, is composed of a pure hadronic component and a elec-
tromagnetic one.
The response of a calorimeter to the non electromagnetic component is
smaller than the electromagnetic one due to several effects: the invisible
energy, that is mainly the energy spent in breaking a target nucleus, invisi-
ble to the calorimeter, the decays of escaping muons.
The relative amount of energy carried by π0s and the invisible energies fluc-
tuates from event to event. Therefore, in general, calorimetric response to
hadrons is smaller and broader with respect to that of electrons or photons
of the same energy.
The calorimeter response to the pure hadronic component of a shower can
be considered constant as a function of energy, but since the number of π0

produced, and thus the EM fraction, is energy dependent, the response to
single hadrons is non linear unless e/h = 1.
We can understand with a simple model how the fraction of electro-magnetic
energy in a hadronic shower depends on the energy of the primary parti-
cle [55].
A hadronic shower has a rather complicated development and we can only
describe it in an oversimplified way.
We shall describe the hadronic shower as made of n generations of inter-
actions. In each interaction the interacting primary particle produces, in
average, < m > secondaries. The produced π0 will undergo an electromag-
netic cascade and their energy is considered electromagnetic component.
The available hadronic energy is therefore reduced by the fraction of en-
ergy carried by the π0. Let us call fπ0 the fraction of produced neutral
pions, on average, in each interaction. If only pions would be produced,
fπ0 = nπ0/ < m >= 1/3 for isospin invariance, since also other particles are
produced 1/3 is only an upper limit for fπ0 (Monte Carlo simulations sug-
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gest values closer to 1/4). We shall assume that fπ0 and < m > are constant
along the shower development (< m > depends only logarithmically on the
parent’s energy).
At the first interaction the fraction of hadronic component in the shower is:

f1
h = 1 − f1

em = 1 − fπ0 (3.3)

At the second interaction the available hadronic component is further re-
duced of a factor (1 − fπ0):

f2
h = (1 − fπ0)f1

h = (1 − fπ0)2 (3.4)

At the n-th generation we will indeed have:

fem = 1 − f
(n)
h = 1 − (1 − fπ0)n (3.5)

where fem is the fraction of electromagnetic component (fraction of neutral
pions) in the shower. Since we consider fπ0 independent of the energy, the
energy dependency for fem originates from the energy depenedence of the
number of generations n.
T. A. Gabriel [56] deduced with a heuristic derivation the energy dependence
of the electromagnetic component in a hadronic shower for a high energy
(E > 10 GeV) primary hadron:

fem = 1 −
(

E

E0

)k−1

(3.6)

k =
ln 1/(1 − fπ0)

ln< m >
(3.7)

where E0 is a scale factor (typically E0, that must be extracted from data,
ranges from 1 GeV to 3-4 GeV) and can be considered as the extrapolated
energy at which the cascade is entirely hadronic (fem = 0 in equation 3.6),
i.e. an effective turn-on energy for π0 production.
For fπ0 = 1/3 and typical multiplicity < m >= 5 we obtain k = 0.75, with
fπ0 = 1/4 we obtain k = 0.82. Changing to < m >= 10 and fπ0 = 1/4 we
get k = 0.87. Hence for quite wide ranges of the parameters < m > and fπ0 ,
the parameter k gets values ranging between 0.75 and 0.88.
The energy response to a pion can be written as:

π = feme + (1 − fem)h (3.8)

with e (h) is the calorimeter response to the electromagnetic (hadronic)
component of the shower. This leads to:

e

π
=

e/h

1 − fem(1 − e/h)
(3.9)
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Since fem is a function of the energy, e/π depends on the energy and intro-
duces a nonlinearity in calorimeter response to hadrons (unless the intrinsic
calorimeter parameter e/h equals 1). The ATLAS calorimetric system is
non-compensating and a strategy to correct for the non linearity must be
developed when measuring energy of hadronic objects.
In chapter 5 a method to correct for non-compensation will be presented
and discussed, while the rest of this chapter we will discuss in detail the
response of a module of TileCal to single particles.
The test beam operations are also simulated with detailed Monte Carlo pro-
grams. Test beam geometry is fully described as well as most of the physics
processes that control the interactions of the particles with the calorime-
ter. As essential part of this analysis will concern the comparison between
data and Monte Carlo. In the following chapters it will become clear why
a Monte Carlo which describes well the performances of the calorimeter is
essential to develop the tools to calibrate hadronic showers and to improve
the performance of the calorimeter.

3.3 Results from TileCal stand alone test beams

3.3.1 Test beam setup for the tile calorimeter

During the period 2001 - 2003 an extensive test beam program has been
carried out at the CERN SPS H8 beam line exposing 9 Barrel and 14 Ex-
tended Barrel modules of the Tile hadron calorimeter to electron, pion and
muon beams of energies ranging between 10 and 180 GeV. In addition, dur-
ing August 2003 data run, special Very Low Energy (1-9 GeV) beam data
(VLE) has been collected.
From April 2004 a Combined Test Beam period has been also carried out:
a complete slice of ATLAS experiment has been assembled and all the sub-
detectors took data together. Results from the Combined Test Beam will be
presented in next chapter.
The results reported here refer to data taken during 2002 and 2003 peri-
ods in which TileCal took data in stand alone mode. Two extended barrel
modules, one barrel module and the barrel module zero (see figure 3.8) were
exposed to pions and electrons of energies between 20 and 180 GeV.
The modules were mounted on a rotating table to expose the calorimeter to
different beam directions.
The beam line was instrumented with a set of ancillary detectors: one thresh-
old Cerenkov counter used for beam particles identification, four delay-line
wire chambers providing the coordinates in the plane transverse to the beam,
and scintillating counters to build a trigger signal. A set of scintillators
(muon wall) was placed just after TileCal to separate electrons and pions
from passing muons, contaminating the beam.
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Figure 3.8: Schematic view of the ATLAS TileCal test beam set-up. In the upper

plot the Geant4 simulation is shown with the two extended barrels on top of the

module 0 and one barrel module. The Muon Wall is also visible in the back of the

modules. In the bottom picture a schematic side view of the beam line is presented.

C1 is a threshold Cerenkov counter, BC1-BC4 are the multi wire beam chambers

to monitor the beam position, S1, S2 and S3 are the scintillators used to form the

trigger. Downstream of TileCal modules, scintillators, used to identify the muons,

are shown (Muon Wall).

Particle selection

The wire chambers are used to select the particles impinging the fiducial
region at the center of a cell of the central module.
Pions and electrons are separated using the Cerenkov counters, which pro-
vide electron separation from pions up to ∼ 50 GeV . When the Cerenkov
information is insufficient or unavailable, particles are selected exploiting the
longitudinal shower profile.
Muons are identified using the muon wall information. When this is not pos-
sible (due to the limited coverage of the muon wall), the longitudinal shower
profile is used again to identify muons. Events with a MIP in TileCal longi-
tudinal samples are identified as muons.
Electron beams are used to calibrate the calorimeter modules. Mean charge
deposit is normalized to beam energy obtaining the calibration factor pC/GeV.
This factor is applied also to pion response, obtaining the hadronic response
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Figure 3.9: Distributions of electron response with (right) and without (left)

adding the photo-statistic and electronic noise contributions.

at the electromagnetic scale.
Before proceeding with a discussion of the results obtained at the test beam,
we describe the tools used to simulate the performances of the calorimeter.
Indeed one of the outcomes of this work is to understand to what extend
the simulation describes the performances of TileCal. As we will see later
in this work the simulation will be needed to correct for the energy scale
(hadronic) and for linearity of the ATLAS calorimetric system.

Geant4 peculiarities for TileCal test beam

A special setup for Geant4 (FADS/Goofy) [57] has been developed for the
test beam configuration.
Geant4 [58] is a C++ set of libraries and utilities to develop MC applica-
tion and simulate the interaction, transport and digitization of particles in
the matter. Geant4 is provided with a single particle generator and is in-
terfaced to the physics generators (PYTHIA, MC@NLO, GENSER). In the
test beam simulations the single particle generator is used. FADS/Goofy is
the concrete implementation of the simulation code. The geometry of the
setup is described and materials associated to volumes. It also provides a
system to control general parameters using a macro file (like direction of
beam line, beam energy, particle type).
FADS/Goofy is responsible to collect the Monte Carlo hits and build a data
structure according to the cell structure of modules.
To take in account the saturation of the scintillating tiles used in TileCal the
Birk’s law [59] is applied to energy deposited in the cells before computing
the light response.
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Geant4 simulation of physics processes in action during the shower develop-
ment is implemented using the so called physics-lists. The individual pro-
cesses can be independently turned off and on.
FADS/Goofy uses as electromagnetic physics the Geant4 standard package,
derived from the well known and validated Geant3 and EGS4 [60] package,
while for what concerns the hadronic physics, we exploited mainly two out
of the many available physics lists: LHEP 3.6 and QGSP 2.7. These physics
lists seems to reproduce better the processes in action in the hadronic shower
development.
In the first list the hadronic inelastic scattering cross sections are parametrized
from real data (mainly the LEP and HEP parametrized models) [61]. The
second list, QGSP, instead uses a theoretical model (the quark-gluon string
model) to compute the cross sections of the reaction of energetic pions, kaons
and nucleons [62]. In all the studies performed so far, results obtained from
both physics lists have been compared to real data.
Electronic noise and the photo-statistic fluctuations are not yet included in
FADS/Goofy simulation and have been added in the analysis step. Both
have been measured from the data and added to the simulated response as
a gaussian source of noise. For the photo-statistic fluctuations this is a rea-
sonable approximation due to the high number of photo-electrons produced
(54 pe/GeV deposited in each cell).
The comparison of Monte Carlo predictions to data has been made first
applying the photo-statistic fluctuations to energy deposited in active ma-
terial: for every event an additional term have been added distributed like
a gaussian with σ =

√

E(GeV) ∗ 54 and zero mean.
The data are then calibrated to the e.m scale: the mean energy deposit for
electrons in the calorimeter have been made equal to the beam energy. This
procedure is the same as with real data.
The noise is then added: a further gaussian term is added distributed ac-
cording to the noise distribution obtained from test beam data looking to
out of the beam signal.
This last point has been showed important to compare the Monte Carlo to
data as is clearly visible in figure 3.9. The response to a 20 GeV electron
beam is shown together with the Geant4 prediction. Electrons impinges at
η = 0.65 in the central module. In the left plot, the data are superimposed
to Monte Carlo predictions without noise contribution and photo-statistic
effect, it is visible the poor agreement obtained, while adding the two con-
tributions the Monte Carlo well describes real data (right plot).
Geant3 predictions have been analyzed with the same method and are also
shown for comparison.
In the left plot Geant4 predictions show a poor agreement with data respect
to Geant3 predictions. However after including the noise and photo-statistic
the Geant4 predictions better describe the distribution of the data shape.
The same distributions have been studied for different energies and different
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Figure 3.10: Top: Ratio between Geant4 and test beam data predictions for

linearity Bottom: resolution. The points refer to electrons from 10 to 180 GeV at

η = −0.65. The calibration constants are normalized to 100 GeV point.

impinging directions showing the same result. We can therefore conclude
that Geant4 is in better agreement with data once that all the read-out ef-
fects have been taken into account.
A small discrepancy in the low energy tail between Monte Carlo and data is
visible. This is probably due to the incomplete description of the material in
front of the calorimeter setup in the Monte Carlo. In fact in the Monte Carlo
the ancillary detectors and the beam line setup are not fully simulated.
For this study this discrepancy is a small effect. In fact the quantities that
are used in the analysis (mean value and σ of distributions) are obtained
with a gaussian fit of the signal peak, excluding the low-energy tails.
The analysis of simulated data is done in the same way as for the test beam
data: simulated electrons are used to set the electromagnetic scale and the
calibration factors are used also for pions.

3.3.2 Results for electrons

Linearity

In the test beam the energy deposited in the active material (scintillator)
is converted into light, taken to the PMTs and transformed in measured
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charge (pC). The gains of PMTs have been set in order to have 1.2 pC per
GeV deposited in the calorimeter (both in the active and material and in
the absorber).
The mean calorimeter response to electrons is used to compute the elec-
tromagnetic energy scale. The charge measured in the active material is
normalized to the beam energy, obtaining the calibration factor pC/GeV,
which is expected to be energy independent. The linearity obtained from
test beam data is better than 2% over a wide energy range [63] 1.
In Geant4 the energy deposited (measured in GeV) in the active material is
normalized to the energy of the incident simulated electron, obtaining the
calibration factor GeVactive/GeVbeam.
The ratio between the Geant4 and data electron calibration factors obtained
at η = −0.65 are shown in the upper plot of figure 3.10 as a function of the
beam energy. The data have been normalized at the 100 GeV point. As ex-
pected no differences are visible between the two physics lists as they differ
only for the hadronic part.
The agreement between data and simulation is about ±2% above 20 GeV,
linearity is consistent with the results obtained during different test beam
periods.
A substantial worsening is visible below 20 GeV. In particular the response in
data is lower than expected producing an enhancement in the Geant4/DATA
ratio. The discrepancy found for these energy values is probably related to
instrumental effect: for cell energy deposits around 20 GeV the high-gain
readout amplifier saturates, this is the case for electron beams of energies
10 and 20 GeV. The different response is indicating that a more detailed
study of this “transition” region should be performed, the inter-calibration
of the bi-gain readout should be studied in more details. In addition to that,
energy is reconstructed from energy deposits in all cells of the system. The
preliminary energy reconstruction method (flat-filter) used for this data-set
can introduce a bias in the energy measurement that can become not negli-
gible at low energies.
The re-processing of the entire data-sets with more sophisticated energy re-
construction algorithms (fit method and optimal filtering, now standards
tools), will be performed also on 2002 data to better understand this effects.
Work in this direction is in progress.

Resolution

In the lower plot of figure 3.10 the measured and predicted resolution are
shown. As it can be seen a good agreement between data and simulation has
been obtained for both the physics lists. This level of agreement has been
obtained once the noise and the photo-statistic effect have been included in

1Possible reasons to have an energy dependence effect are saturation of scintillators
(Birk’s effect), variation of the sampling fraction, geometry effects.
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Data Set a (GeV1/2) b

QGSP (34 ± 1)% (0.9 ± 0.2)%
LHEP (34.5 ± 0.8)% (0.7 ± 0.1)%
TB Data (35 ± 1)% (1.1 ± 0.1)%

Table 3.2: Values for the sampling and constant term for the electromagnetic

resolution. Values are obtained from electrons from 10 to 180 GeV impinging at

η = −0.65.

Data Set a(GeV1/2) b

QGSP (58 ± 3)% (2.9 ± 0.5)%
LHEP (59 ± 3)% (2.4 ± 0.5)%
TB Data (53 ± 2)% (2.0 ± 0.2)%

Table 3.3: Values for the sampling and constant term for pions. Values are obtained

from pions from 10 to 180 GeV impinging at η = −0.65. For VLE the data refer to

pions from 1 to 9 GeV at η = −0.35.

the simulation.
The resolution scales, as a function of energy, as 1/

√
E and hence the test

beam data and the simulation have been fitted using the formula:

σ

E
=

a√
E

+ b (3.10)

In table 3.2 the results of the fit are quoted.
The sampling term obtained from data is (35 ± 1)% in agreement with the
simulation, also in agreement is the constant term b.
As expected, when considering electrons, the results obtained from the two
physics list, that differ only in the hadronic part, are in agreement within
error bars with each other.

3.3.3 Results for Pions

Resolution

The same analysis has been repeated also for pions. Once the calorimeter
modules have been calibrated to electromagnetic scale, the response to pions
has been measured and compared to Geant4 predictions. The pion energy
distribution is not perfectly gaussian, this is due to events in which the
hadronic component over-fluctuates or, for high energy beams, is due to
leakage. This problematic events are excluded from the fit. A gaussian fit is
performed in a restricted range: a first fit is made to obtain a ±2σ range
inside which a second gaussian fit is done to extract the needed parameters.
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Figure 3.11: e/π ratio for pions (10-180 GeV) impinging at η = −0.65. Superim-

posed are Geant4 predictions for both physics lists. The two dashed lines represent

the e/π values obtained from equation 3.9 for two different values of the e/h con-

stant.

In table 3.3 the results from the fit are quoted. Geant4 simulation predicts
a broader distribution compared to data (data and Geant4 predictions are
anyway within a 2 σ interval), the two physics lists do not present consider-
able differences. The discrepancies between data and Monte Carlo are due
to the less precise description of hadronic physics with respect to the e.m one.

e/π ratio

The e/π ratio has been obtained as the ratio of the response to electrons
and pions at the same energy (e/π = Re/Rπ with R = Q for test beam data
and R = Eactive in Geant4 simulation).
Results for experimental data and the simulation are shown in figure 3.11.
Data and Geant4 predictions are within 2 − 3% above 20 GeV, while for
lower energies the agreement is worse. This problem has the same origin
as the one discussed for electrons. For these two energies the response to
electrons is lower than expected leading to a smaller e/π compared to Geant4
predictions.
In the same figure the expected value of the e/π ratio is also reported.
Equation 3.9 has been used with two different choices of the e/h parameter.
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Upper dashed line has been obtained with e/h = 1.44, while the bottom
dashed line with e/h = 1.32. The other parameters are fixed to E0 = 3.2 GeV
and k = 0.88. The experimental and simulation points lie between the two
values, an e/h value between 1.32 and 1.44 is compatible with the 1.34-1.36
value obtained on prototype modules [54].

Shower Profile

Using TileCal segmentation a coarse shower profile study can be performed.
The fraction of energy deposited in each single longitudinal sample is plotted
as a function of the beam energy in the first three upper plots of figure 3.12.
Geant4 predicts longer showers with higher energy deposit in the second and
third layers, This is true mainly for LHEP (points marked as stars). The
fourth plot represents the transverse shower profile: the fraction of energy
deposited outside the central module as a function of pion initial energy.
Contrary to longitudinal shower profile, the simulation predicts more com-
pact showers with less energy deposit in nearby modules. In the longitudinal
profile QGSP list better reproduces the data, while in the transverse pro-
file is LHEP that simulates better TileCal response. This is the only case,
studied so far, in which the two physics lists have a significantly different
behavior.
The correct simulation of shower shape (mainly the longitudinal shape) is
particular important to develop realistic weighting methods for jet energy
reconstruction. TileCal, an intrinsic non compensating calorimeter, can use
the longitudinal segmentation to recover for e/h > 1. In this aspect more
work is needed before being confident of Geant4 simulation.

Conclusions

The TileCal test beam data collected during 2002 have been analyzed to
asses the quality of the data reconstruction and start a comparison with the
Monte Carlo predictions.
The electron analysis has shown that to correctly compare data and Monte
Carlo the electronic noise and the photo-statistic effect must be included in
the simulation. Test beam results obtained over many periods show that an
electron linearity of about 1-2% can be achieved over a wide energy range.
We have compared the measured response to electrons to Monte Carlo sim-
ulation obtaining a good agreement for energies above 20 GeV. For lower
energies the response is lower than expected and a more detailed treatment
of the data should be performed as soon as new and more precise recon-
struction strategies are made available.
Excluding the low energy regime Geant4 can predict reasonably well the
electrons impinging in TileCal and we can be confident of the simulation.
The situation is complicated in the hadronic sector. Single pions can be
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Figure 3.12: Longitudinal shower profile (first 3 plots) for pions (10-180 GeV) at

η = −0.65. The partial transverse profile (last plot) is the ratio between the energy
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selected in data and compared to Monte Carlo predictions. Geant4 comes
with different models to simulate hadronic interactions. This models and
their parameters are collected in the so called physics lists. We concentrated
on the two that are expected to predict better the data.
The agreement between resolution measured from real data and from sim-
ulation can be considered satisfying, while the e/π ratio is predicted at the
level of < 5% again for energies above 50 GeV. In fact the poor agreement
obtained at 10 and 20 GeV is due to the lower response of electrons.
It is important that Geant4 can predict the hadronic shower development
since many hadronic calibration schemes in ATLAS use the calorimetric lon-
gitudinal segmentation to achieve compensation (see chapter 5).
We compared predictions with data obtained from single pions. Both physics
list fail, at the level of some percent, to predict data. Between the two, QGSP
is better simulating the longitudinal profile (while LHEP does better for the
lateral profile).
Also using the results presented here the ATLAS calorimetry simulation has
been tuned and a more precise version of the Geant4 QGSP physics list has
been chosen for the new ATLAS simulations that will be discussed in the
next chapter.



Chapter 4

Towards Geant4 hadronic

physics validation

The stand alone test beams program performed by the ATLAS calorimeters
in the past have been used to assess the electromagnetic scale and to study
the detector performance in stand alone mode. In 2004 a combined test beam
program has been carried out at CERN allowing, for the very first time, all
the ATLAS detector to take data together. In addition to this, this data are
of fundamental importance, especially for the calorimetric system, to assess
the combined performance and to start a detailed comparison of the Geant4
predictions. Many hadronic calibration scheme indeed use Monte Carlo sim-
ulations to extract calibration constants for single hadrons and jets. It is
therefor extremely important to have a simulation code that can describe the
detector as precisely as possible.
In this chapter results from the 2004 ATLAS Combined Test Beam period
will be presented. Preliminary comparison between data and simulation will
be discussed for single pions at different impinging energies. After a first
introduction to the experimental setup, the peculiarities of the Geant4 simu-
lation program used for the combined test beam will be presented. The analy-
sis procedure will be presented together with preliminary results for response,
resolution and shower profile.
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Figure 4.1: Schematic view of the beam-line instrumentation (top) and of the

detectors setup (bottom). The meaning of the different acronyms is explained in

the text.

4.1 The Combined Test Beam 2004

4.1.1 Introduction

From April to October 2004 an intense Combined Test Beam program [64]
was carried out at H8 beam line at CERN for the central region of the
ATLAS experiment. For the very first time all the ATLAS detectors took
data together. Many components were the final or almost-final ones. The
data acquisition software used in the CTB was the prototype of the final
system [65]. A complete slice of the trigger system from the first hardware
level of trigger (LVL1) [66] to the High Level Triggers (Level 2 - LVL2 and
Event Filter - EF) [67] [68] were tested and used. Data were reconstructed
with the ATLAS offline analysis framework software (Athena) [69].
The CTB had as main goals the detailed study of combined performances
of the detectors with different particles at different energies and the techni-
cal test and performance study of the infrastructure hardware and software
components (data acquisition software, trigger chain, reconstruction frame-
work). It had also the goal to validate the ATLAS simulation software based
on the Geant4 toolkit [58].
More than 90 millions of events were taken in different configurations of

the detectors, magnetic field, quantity of passive material along the beam
line and beam conditions. Electrons, muons and pions were impinging in
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different geometric configuration, with energies ranging from 1 to 350 GeV.
Geant4 has been chosen as the ATLAS simulation software. It is completely
embedded in the ATLAS analysis framework and this adapted to simulate
the CTB setup with a detailed description of materials and geometry. The
two main aspects to be validated in the simulation are the correct description
of the detectors geometries and materials [70] and the correct simulation of
the physics processes simulated by Geant4.
The CTB setup is implemented in Geant4 simulation as-built: the geome-
try and budget materials have been measured at the beam line and imple-
mented, as precisely as possible, in the simulation code. Many studies have
been performed to validate the geometry descriptions and showed that it is
possible to validate the geometry description at a millimeter level compar-
ing real data and simulations. We will not discuss these studies here and
we will concentrate in the ability of Geant4 in reproducing the calorimeter
response, comparing pions impinging at η = 0.35 and with energies from 20
to 350 GeV.
In particular we will present here the total energy deposit in the calorimet-
ric setup, the measured resolution and the lateral and longitudinal partial
shower profiles and compare the measured quantities and Geant4 predic-
tions.
All these quantities are important to validate the description of the physics
processes simulated in Geant4, as this software will be used in the final AT-
LAS detector simulation and in many calibration schemes of the ATLAS
calorimetry (for example the ones based on the Calibration Hit tool [71], or
the Weighting methods for jet calibrations), we will discuss later in this work
these recalibration methods. The CTB data are ideal to perform a detailed
comparison with the simulations as many components (both hardware and
software) are almost the final ones and data were taken in a geometric con-
figuration similar to the final ATLAS one.

4.1.2 Detectors setup

The ATLAS barrel CTB has been performed at the SPS H8 beam-line at
Prevessin CERN site. The ATLAS detectors were positioned along the line
with a geometry close to the final one. The beam line was also instrumented
with many different ancillary detectors [72]: Cherenkov counters, scintilla-
tors, beam chambers. Two different lines were used, a secondary one used for
energies over 10 GeV and a tertiary line used for energies from 1 to 9 GeV.
In the following we will discuss only the data collected using energies above
10 GeV. The tertiary line data require special attention to control the beam
contamination and and efficiently suppress the noise that, especially in the
LAr calorimeter, can play an important role. The tools to reconstruct and
analyze this data are still under development and analysis is ongoing.
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Figure 4.2: Schematic view of the calorimetric setup. A LAr module is equipped

inside the cryostat visible in the figure. Three Barrel TileCal module (Module 0

and 2 production modules) follow the cryostat. Between the two calorimeters a

scintillator is placed. All the system is positioned on a rotating table that allows to

select the impinging direction of the particles.

General setup

In the figure 4.1 a schematic view of the CTB beam-line setup is presented.
The beam enters from the left, the triangles represent the bending magnets
that extract the beam to the tertiary line (Very Low Energy line) and the
ovals represent the focusing quadrupole magnets. CHRV1 and CHRV2 are
two Cherenkov threshold counters used to separate particles up to energies
of about 50 GeV. The detectors marked with BC are multi-wire propor-
tional chambers. These are used to monitor the beam-spot size and position.
S1, S2/S3 are scintillators that are used, in coincidence, to form a trigger
signal, when the LVL1 system is not used. The beam-line is equipped with
additional scintillators (SMV, SMH, SC), used to identify, respectively, high
energy muons coming from the secondary line (when using the Very Low En-
ergy beam line), out of beam-axis particles, and pions starting the shower
only in TileCal. The SMT scintillator, positioned just after the beam dump,
can be used to tag muons.
The detectors setup is shown in the bottom scheme of figure 4.1. The silicon
inner detectors (Pixel and SCT) are placed inside the Morpurgo magnet,
followed by the TRT system. The calorimetric system consists of a module
of the liquid Argon detector (LAr) [51] and modules of the Tile hadronic
calorimeter (TileCal) [54]. The calorimetric setup, that will be discussed in
some more details in the next session, is followed by the muons chambers
(only the first one is shown in the diagram).
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Calorimetry setup

In figure 4.2 a detailed view of the calorimetry setup is shown. The LAr
module is placed inside the cryostat. The LAr module is sub-divided into
four longitudinal layers: the Pre-Shower (PS) used to recover the energy
lost, mainly by electrons and photons, in the up-stream material, the Strips,
highly segmented in eta, the thick Middle layer and the Back layer. Down-
stream of the cryostat a scintillator (SC) is placed to select pions starting
the shower in TileCal.
Three central Barrel modules of TileCal are exposed to beam: the Module 0
and two production modules.
A set of twelve scintillators (Muon Wall) follows TileCal to measure the
punch-through and the muon contamination.
The calorimetric system is placed on a rotating table to expose the setup
to different impinging directions of the beam. In the following analysis the
data at η = 0.35 are considered. This value of the pseudorapidity has been
chosen since in this geometry hadronic showers are well contained 1.
For TileCal crack studies (0.7 < η < 1.2) three Extended Barrel (EB) mod-
ules where placed near the rotating table to mimic the final ATLAS setup.
In this configuration an electromagnetic iron-scintillators calorimeter (Phan-
tom) was placed in front of the EB modules to simulate the presence, in the
ATLAS configuration, of the electromagnetic End-Cap LAr calorimeter.

4.1.3 ATLAS Geant4 Simulation

Geant4 is an Object Oriented set of libraries and utilities to develop Monte
Carlo applications and simulate the interaction, transport and digitization
of particles in matter. ATLAS has chosen this environment to develop its
Monte Carlo simulation. Also the Combined Test Beam setup was imple-
mented in Geant4. All the detectors and the ancillary detectors are described
in Geant4, geometry has been measured in the real setup and included in
the simulation code.
The output of the simulation program can be reconstructed in a way very
similar to the real data.
In this section we will describe in some details the general procedure of the
simulation.
The detector geometry is described specifying the volumes of which the de-
tector is composed, the materials they are composed of and the sensitive
parts (for example the scintillating tiles for the central hadronic calorimeter
and the LAr for the EM calorimeter).
Geant4 is provided with a single particle generator and is interfaced to the

1The negative η side of the LAr calorimeter was not equipped with read out electronics
while TileCal barrel coverage arrives up to η = 1, η = 0.35 is therefor a good compromise.
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physics generators (PYTHIA, MC@NLO, GENSER). In the test beam sim-
ulation the single particle generator is used.
After providing to Geant4 engine the description of the setup the simulation
steps are the following:

1. Generation: the impinging particle is generated monochromatic in en-
ergy but with a gaussian smearing in the transverse component of
the momentum. A gaussian smearing is also applied for the starting
position in the transverse plane. This smearing allows for a detailed
simulation of the real beam profile. The tracking of the particles in the
different materials, the production of secondaries and the energy loss
simulation is done in the next step.

2. Simulation: Geant4 is provided with a detailed description of the
physics processes that occur when a particle transverses the matter.
The interacting particle can undergo several different processes that
lead to energy loss and eventually can start a shower. For the electro-
magnetic physics the undergoing processes are well known and precise
parametrization of cross sections and energy losses for the different
physics processes exist. The interactions involving hadrons are more
difficult to treat and different models and parametrization exist in
Geant4. In the next session more details on this aspect will be given.
The main innovation introduced by Geant4 with respect to other sim-
ulation softwares is the introduction of the production cut [73]. This
technique ensures the energy conservation with reasonable processing
time and allows for physics process to produce secondaries even below
threshold (an example is the gamma conversion: the positron is always
produced, even with zero kinetic energy, for further annihilation).
The energy deposits in the active material are called hits. Before fur-
ther analyzing this information some processing is performed to sim-
ulate the response of the sensitive parts of the detector. For example
the Birk’s law effect [59] is applied to take into account the saturation
of TileCal scintillators. The hits are then collected and made available
for the next step.

3. Digitization: the Geant4 energy deposits in the active materials are
collected according to the division in cells 2. In this step the simulation
of the electronic chain is performed: the signal is shaped and sampled
according to the timing samples of the readout. Electronic noise is
added to the samples. The results of this step are called digits and
are very similar to the real output of the detectors data acquisition
system.

2Also for other detectors, not naturally divided in cells, sensitive detector units are
defined: a Si strip in SCT or a MDT tube in muon spectrometer.
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4. Reconstruction: the reconstruction step, starting from the digits is per-
formed to produce the response of the single read-out channel and
apply calibration constants and reconstruction algorithm. The algo-
rithms used in this step are very similar to the one used for real data
and produce the same output. The idea behind the division of simu-
lated data in hits/digits/reconstructed quantities should allow to apply
the same algorithms (and, ideally, even the same implementation of
this algorithms) to both real data and simulation. This is desirable
for re-usability of the offline code and hence to minimize the risk of
mistakes and not to introduce different systematics.
Since we want to validate Geant4 physics simulation, it is particularly
important to analyse simulation and data with ideally the same codes
or at least with similar procedures.

For TileCal data the energy reconstruction method is a fit of the time slices
that extracts the energy deposit in each PMT.
For LAr a optimal filtering (OF) algorithm is applied to the timing slices
for each electronic channel. However the OF coefficients, have been made
available only recently for real data while they are available since long in the
simulation. In the following the LAr data are analyzed using the so called
parabola fit method. This is the main difference between energy reconstruc-
tion in data and Monte Carlo simulation, the implications of this will be
discussed in paragraph 4.3.1.

The role of QGSP physics lists

Geant4 comes with different models for the simulation of interacting hadrons
with matter. This models can be grouped in the so called physics lists in
which the involved physics processes are described. Following the sugges-
tion of the Geant4 validation group and the results obtained in the stand
alone analysis presented in the previous chapter, the QGSP GN (version 2.6)
physics list has been chosen for the simulation of the CTB setup. The QGSP
uses theory-driven modeling for the reactions of energetic pions, kaons and
nucleons, employing the quark-gluon string model. In this version of the
QGSP physics list the gamma-nucleus interactions are present as well.
A physics list is a collection of particles and models for the physics processes.
The QGSP physics list is well suited for the simulation of high energy inter-
acting kaons, pions and nucleons. Where the processes in the list cannot be
applied the standard Geant4 parametrization is used.
Quark gluon string model [62] is capable to predict final states (produced
hadrons which belong to the scalar and vector meson nonets and the baryon-
antibaryon octet and decoupled) of reactions on nucleon and nuclear targets
with nucleon, pion and kaon projectiles.
For the nuclear interactions, after the initial parametrization of the target
nucleus in terms of the constituent nucleons and the nucleon density, the
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Sample Data MC
RMS (MeV) RMS (MeV)

PS 60 (104) 46 (84)
Strips 20 (100) 11 (70)
Middle 50 (173) 42 (110)
Back 35 (99) 23 (75)

TileCal 25 25

Table 4.1: Values of the RMS of the cell energy distribution for pedestals events

for the different calorimetric samples. For LAr the values between parentheses are

the one obtained after the re-clustering in bigger cells (see 4.2.2).

inelastic interaction is treated in the Regge-Gribov approach[74], in this
method the inelastic interactions are mediated by the exchange of one or
more Pomerons each one consisting of 2 strings.
After the interaction the constituents of the projectile and of the target
nucleon are divided in “string constituents” (for mesons the valence quark
and the valence antiquark, for (anti-)barions a (anti-)quark and a (anti-
)diquark). These constituents are rearranged in string: a string has at each
end one of the initial constituents.
A string is “stretched” between flying away constituents and it is split into
a hadron and a new string, i.e. a quark-antiquark (or diquark-antidiquark)
pair is created and placed between leading constituents.
The new string is then again split until the energy in the strings gets too
low for further splitting.
The formed hadron is built at one of the end-points of the original which
quark content determines its species and charge.
After the initial interaction a pre-equilibrium decay model with an extensive
evaporation phase [75] is used to model the nuclear fragmentation and to
describe the evolution of the damaged nucleus. Gamma-nuclear and electro-
nuclear reactions are modeled using chiral invariant phase-space decay for
energies below 3 GeV.
This physics engine gives better quality of predictions compared to other
physics list (i.e. the ones based on parametrization like the LHEP [61] physics
list based on the GEISHA package), with the prize of slower simulations.

4.2 Data Analysis

Aim of this analysis is the measurement of response of the calorimetric
setup to single pions. In real data pion beams are contaminated by muons
and electrons, therefore we will first select a pure sample of pions using the
ancillary detectors and the calorimetric deposits (paragraph 4.2.1). Even
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Figure 4.3: On the left: correlation between the energy deposit in the Strip and

Middle samples of the LAr calorimeter. On the right: distribution of the parameter

Ψ for the same events. The parameter Ψ is defined in the text.

if the simulated data contain a pure sample of pions the calorimetric cuts
used in real data are applied also to simulated ones to minimize different
systematics.
Hence both data and simulation have been treated with exactly the same
analysis procedure to reconstruct energy deposits.
The pion energy is calculated summing the deposit from all the calorimetric
cells with 0 < η < 0.7. The energy of the cell is considered only if it is over
a threshold of 2 times the RMS of the noise distribution.
We measure the noise RMS from data themselves. For real data the noise
is extracted from the out-of beam events, while for Geant4 data the noise is
measured from the cells away from the beam axis since no pedestal events are
available. In table 4.1 the measured values of the RMS of the distributions
of pedestal events are reported. We can notice that the level of noise in LAr
in the simulation is smaller with respect to what is measured in the data.
This is due to the different reconstruction algorithm used between data and
simulation: the optimal filtering method, available for Geant4 simulation,
substantially reduces the electronic noise, as compared to the parabola fit
method used in the data.

4.2.1 Events Selection

In real data we have to take into account the beam contamination from
electrons and muons in pion beams.
Since we have pure pion beams we need to identify electrons and muons
with high efficiency. In some cases we can use the ancillary detectors but we
have also to exploit the calorimeters themselves which perform differently
for π, e and µ.
Muons are easily rejected using the SMT scintillator requiring a signal com-
patible with the pedestal. To take into account inefficiencies of the scintil-
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lator also a cut based on TileCal energy deposit is used. This cut depends
on the beam energy. For high energy (Ebeam ≥ 250 GeV), where the muon
contamination is low and the muon signal is well distinguished from pion
signal, a simple cut based on total energy deposit in TileCal (typically:
Etile > 50 GeV) is used to distinguish pions from muons. For lower energy
(Ebeam < 250 GeV) a cut on the fraction ED/Etot of deposited energy in the
third sample of TileCal is used. The values (beam energy dependent) of this
cut were obtained first selecting muons with SMT and then looking at the
distributions, for each energy, of the fraction of energy in the third sample
of TileCal.
Electrons are removed with the information from the first two samples of
LAr calorimeter. In the left plot of figure 4.3 the correlation between the
Strip (EMB1) and Middle (EMB2) LAr samples is shown for a beam energy
of 50 GeV. The electrons are well distinguished from the pions and are vis-
ible in the up-right area of the plot. To exploit better this correlation, we
rotate the axis so that the x′ axis is perpendicular to the anti-correlation
band of the electrons and we project the histogram onto the x′ axis.
Thus we define the parameter:

Ψ = EEM2 cos θ + EEM1 sin θ (4.1)

where EEM2 and EEM1 are the energies measured in the second and first
electromagnetic samples, and θ is the angle between x′ and x axis.
The distribution of the parameter Ψ is shown on the right plot of figure 4.3
a cut on Ψ separates electrons (right peak) from pions. The distribution has
been fitted with the sum of two gaussians. To remove ∼ 95% of the electrons,
particles yielding to a signal with Ψ values greater than µe − 2σe (the mean
value and the σ of the electron gaussian) have been rejected.
Some additional cuts have been introduced to increase the quality of the
events. A cut on the energy deposited in the PS longitudinal sample of
LAr has been applied to remove events which start the shower in the ma-
terial before the EM calorimeter. Less then 5% of energy in the PS is
required for beam energies obove 50 GeV. For lower energies we require
EPS < 10% Ebeam.
Additional cuts on the beam chambers have been applied to select well col-
limated particles.
No cut on the signal from the trigger scintillators has been used since it does
not further improve the quality of the data.

4.2.2 Corrections

Energy lost in the cryostat

Some corrections to the measured energy are applied to take into account
detector effects as well as biases introduced by the analysis.
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Figure 4.4: Correction for energy loss in the cryostat between LAr and TileCal as

a function of the total reconstructed energy for 180 GeV pions.

We take into account the energy loss in the cryostat wall between LAr and
TileCal with the parametrization [76]:

Ecryo =
√

EBack × EA (4.2)

where EBack is the energy loss in the last longitudinal sample of LAr and EA

is the energy loss in the first longitudinal sample of TileCal. In figure 4.4 the
correction for 180 GeV pions is shown in function of the total energy deposit
in the calorimetric system. A mean correction of about 10 GeV (5.5%) is
applied to data, the correction is more important for small total energy de-
posit, indicating that for these events more energy is lost in the cryostat wall.

The effect of noise cut

As already mentioned the total energy deposit is calculated using a sum
on all cells with an asymmetric noise cut. This introduces a bias in the
calculation of the energy since only positive fluctuations are counted. This
effect depends on the number of cells and on the noise level.
To reduce this bias the following procedure has been applied: LAr cells has
been grouped in larger pseudo-cells to obtain a granularity similar to the
one of TileCal 3.
Using the simple approximations: number of cells in a cluster (Nc) constant,

3A reduced granularity of ∆η ×∆φ = 0.1 × 0.1 can be considered enough for hadronic
showers.
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Figure 4.5: Energy deposit in LAr (top) and TileCal (bottom) for pedestal-like

events, summing over all the cells with the E > 2σnoise cut.

noise in each cell distributed as a gaussian around zero and variance σ2
cell

and no correlation between noise of different cells; the bias introduced by
the asymmetric noise cut can be written as:

Ebias
cell ≈ P (Ecell > δcell) × Ncell × Ē>δcell

(4.3)

where P (Ecell > δcell)×Ncell is the number of cells that fluctuate of a quan-
tity more than δcell. In our case δcell = 2σcell and the bias introduced by a
single cell Ē>δcell

is kσcell
(4).

Grouping the LAr cells in clusters, composed of Nc cells, we can write
Ncluster = Ncell/Nc, σcluster =

√
Ncσcell and thus:

Ebias
cluster ≈ P (Ecluster > δcluster) × Ncluster × kσcluster (4.4)

= P × Ncell

Nc
× k
√

Ncσcell =
Ebias

cell√
Nc

(4.5)

The effect on energy reconstruction of this method has been studied applying
the described procedure to pedestal-like events. The mean value obtained
from the distributions of energy deposited in each sample for pedestal events

4The bias Ē>δcell
can be simply obtained:

Ē>δcell
=

Z ∞

δ

E × e−E/2σ2

√
2πσ

dE

=
e−δ2/2σ2

√
2π

σ

=
e−2

√
2π

σ δ = 2σ
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has then been removed to the measured energy in data. In figure 4.5 the en-
ergy distribution in LAr (top) and TileCal (bottom) for pedestal-like events
is shown.
The energy deposit in LAr for pedestal events gives a mean value of E bias

cluster =
1800 MeV much more than for TileCal where we obtain only 143 MeV.
To understand this difference we have to remember that, even if the LAr
cell noise is compatible with the one obtained from TileCal (see table 4.1)
the number of cells involved is much larger (three TileCal cells forming a
∆η × ∆φ = 0.1 × 0.1 tower is formed by 61 LAr cells).
The RMS of distributions for pedestal-like events for both data and Monte
Carlo and the different calorimetric samples are presented in table 4.1. The
values between parentheses corresponds to the RMS obtained after cluster-
ing together LAr cells.

4.3 Results

4.3.1 Total energy deposit

In figure 4.6 the distribution of the energy deposit in LAr (top plot), in Tile-
Cal (middle) and sum of the two (bottom) is shown and a direct comparison
between data (black points) and MC (red histogram) is made for 180 GeV
pions. All the described corrections have been applied.
We can notice the following:

1. The total calorimeter response TileCal + LAr (bottom plot) is in good
agreement with Geant4 predictions all over the spectrum of deposited
energy.

2. The energy deposits in TileCal (middle plot) at low energy (E <
50 GeV) are over estimated by Geant4 with respect to data. The same
happens in the upper end of the spectrum (E > 150 GeV)

3. In LAr (upper plot), the very low energy deposit (E < 5 GeV) has a
marked peak due to pions starting the shower in TileCal. The peak
is broader in the data than in Geant4. This is an instrumental effect:
the energy reconstruction method in the data (the parabola fit) is more
noisy than the one used in the Monte Carlo analysis (the optimal fil-
tering coefficients for the data were not yet ready when this analysis
was performed). The effects of the parabola fit are confined to small
energies and is negligible above 10 GeV. Figure 4.7 shows the effect of
the parabola fit on the LAr energy deposit for beam energy of 20 GeV.
Both plots show the total energy deposit in LAr for data (black dots)
and simulation (red histogram). The difference between the two is the
different energy reconstructed algorithm used in the Geant4 simula-
tion.
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Figure 4.6: Comparison between data (black points) and Monte Carlo simulation

(red histogram) of reconstructed energy only in LAr (top), TileCal (middle) and in

both sub-systems (bottom). The histograms are normalized to the unit. The beam

energy is 180 GeV.
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Figure 4.7: Comparison between data (black dots) and Geant4 simulation (red his-

togram) for the total energy deposit in LAr obtained with two different algorithms

in energy reconstruction. In the top figure the Monte Carlo data are reconstructed

with the parabola fit method, as in the data, while in the bottom plot the standard

optimal coefficients algorithm has been used.

In the top plot the Monte Carlo data are reconstructed using the
parabola fit method instead of the optimal filtering coefficients.
It is possible to see that the agreement improves, in particular for the
peak at very low energy deposit.

4. In LAr, the large energy deposits (E > 10 GeV)are a bit over estimate
in Geant4.

As a function of beam energy, the ratio of the calorimeter system (LAr
+ TileCal) response in data and Monte Carlo is shown in figure 4.8.
The calorimeter response is computed from a gaussian fit to plots similar to
the one of figure 4.6 lower, excluding the non gaussian tails by iterating the
fit in a ±2σ interval around the maximum.

4.3.2 Resolution

The measured resolution σ/Ereco as a function of the beam energy is shown
in figure 4.9.
The upper plot shows the resolution, as a function of beam energy, for data
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Figure 4.8: The ratio between reconstructed total energy in data over the recon-

structed energy in Geant4 simulation as a function of the beam nominal energy.

The agreement over the energy range 20 GeV ≤ Ebeam ≤ 350 GeV is well inside

the ±2% level.

(in black) and for Geant4 (in red). The ratio of the measured resolutions
between data and Geant4 as a function of beam energy is shown in the bot-
tom plot.
We can notice a general good agreement, above 100 GeV, between simula-
tion and data. The level of agreement is much better than 10% in this region
of energies.
The resolution, for this high energy points (E > 100 GeV) has been fitted
with σ/E = a/

√

(E) + b obtaining from data a = (0.65 ± 0.20) GeV1/2

and b = 0.03 ± 0.01 to be compared with a = (0.59 ± 0.16) GeV1/2 and
b = 0.04 ± 0.01 obtained from Geant4 Monte Carlo, the values obtained
from the fit are compatible with the design resolution (see section 3.1.1).
For energies belov 100 GeV the resolution obtained in data sample is 20-30%
larger than the one obtained from simulation. This is due to the LAr energy
recostruction method, different between data and simulation.
A special run, using parabola fit reconstruction, has been simulated with
Geant4 (see figure 4.7) for the 20 GeV energy point. The measured res-
olution from this special dataset agrees at the level of 9% with real data
(σ/E(data) = 0.25 and σ/E(MC) = 0.23).
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points) as a function of beam energy. Bottom: The ratio between data and Geant4

as a function of beam energy.

4.3.3 Lateral and longitudinal partial shower profiles

The study the shower profile both lateral and longitudinal can be done ex-
ploting the segmentation of the calorimetric setup.
The lateral shower profile has been studied comparing the energy deposit in
each calorimetric tower defined by TileCal granularity (∆η×∆φ = 0.1×0.1).
In figure 4.10 the energy deposit in each tower is shown as a function of the
mean pseudorapidity of the tower.
Data from three different energies are shown: from top to bottom the beam
energy is 20, 180, 350 GeV. In all three cases the beam is centered at at
η = 0.35. Geant4 simulation predicts larger energy deposit in the central
tower that what is measured with the data, and less energy in the towers
adjacent to the central one.
Geant4 shower predicts too compact (laterally) showers than what is mea-
sured from data, this is especially visible for the low energies.
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Figure 4.10: Lateral shower profile for pions at 20, 180 and 350 GeV. Energies

deposit in the calorimetric towers in function of the η central value of the towers

are shown. Black points are data, while red histograms are Geant4 predictions.

This effect is symmetric around the hit tower hence cannot be produced by
an off-centred beam. For the analysis of the longitudinal shower profile we
normalized the energy deposit in each calorimetric sample to the thickness
(in interaction length λ) of the samples.
The first two samples of LAr (PS and Strips) have been considered together
in the following analysis.
To avoid fluctuations in the starting point of the hadronic shower it has been
requested that more than 10% of total measured energy is deposited in the
first three samples of LAr (corresponding to ∼ 1.1 λ).
From a Geant4 geantino scan it is possible to determine the thickness of the
LAr samples in X0 units. From the Calorimetry TDR [77] the total thick-
ness for LAr is 1.2 λI , from these numbers it is possible to compute the
thickness of the calorimetric longitudinal samples. The thickness that have
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Sample Thickness λI (g/cm2)

PS+Strips 0.239
Middle 0.933
Back 0.102

Cryostat 0.500

A Cells 1.487
BC Cells 4.248
D Cells 1.912

Table 4.2: Thickness of the longitudinal segments of the calorimetric setup in units

of interaction length.

been used for TileCal calorimeter are the one quoted in TileCal TDR [54].
In table 4.2 the thickness for each sample is quoted once corrected for the
impinging direction η = 0.35.
For the cryostat wall between LAr and TileCal a thickness of 0.5 λI has
been considered [77].
Figure 4.11 (top) shows the energy deposits in each longitudinal sample,
normalized to its thickness, as a function of the depth in the calorimeter λ.
Red points represent the Geant4 predictions for the three beam energies 20,
180, 350 GeV while measurements from data are presented with the black
points.
The fractional difference (∆EMC −∆EData)/∆EData is shown, as a function
of the depth λ, in the bottom plot of figure 4.11.
The simulation predicts less energy at high λ values, and in the first calori-
metric sample (PS and Strips), the simulated shower starts deeper than the
measured one and is more compact. There are two possible explanation for
this discrepancy: the material distribution is not precisely simulated or the
physics list used to describe the shower development does not precisely de-
scribe the real data.
Similar effects to the one discussed above have been already obtained in the
past analysis of TileCal test beam in stand alone more (see [78] and [79]).
In particular (see figure 3.12) less energy was simulated in the first part of
the shower with respect to the data.
However should be noticed that the effect now is smaller compared to the
one obtained in the past. The new version of Geant4 has improved on the
hadronic shower development.

4.3.4 Conclusions

The validation of the Geant4 simulation can be performed only with a de-
tailed study of the calorimeter response to test beam data and comparing
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data and Monte Carlo using the same procedure. This was not yet possible
because reconstruction methods of LAr are not yet ready for the Test Beam
data. The results described in this chapter are still preliminary. However
from the preliminary analysis presented here some preliminary conclusions
can be stated.
The available data and simulation do not use exactly the same energy re-
construction algorithms and this introduces discrepancies, especially on the
noise level, difficult to control, in particular at low energies.
However we can conclude that Geant4 predicts a total energy deposit and
resolution in good agreement with the data (±2%).
The shower profile comparisons is less satisfactory and indicate that more
tuning of Monte Carlo shower development simulation is still needed: sim-
ulated showers are more compact in both dimensions with respect to the
measured ones.
A detailed study of shower shape can be performed only with a precise and
reliable energy reconstruction algorithm in real data. Optimal filtering co-
efficients in LAr are mandatory, especially at low energies, followed by a
noise-suppressing clustering algorithm.
The preliminary comparison between Geant4 simulation and combined test
beam presented in this chapter shows an improvement, respect to the past,
in the level of agreement between data and Monte Carlo, however the needed
precision in simulation claims for further improvements.
In the next chapter Geant4 simulations will be used to develop a weighting
technique to improve jet energy measurements. A reliable Monte Carlo de-
scription is needed to be able to cope with the precision required to perform
physics analysis involving jet measurements.
A jet is composed of a large number of hadrons impinging the calorimetric
system over a wide angular region (∆R = 0.7). Other experimental effects
can play also a role and can complicate the task of jet reconstruction. Cracks
between the calorimeters, leakage, out of cone energy are some of the effects
that should be understood in detail when measuring jets.
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Chapter 5

Jet Energy Calibration

Jets are the manifestation of scattered sub-nuclear partons. The jet recon-
struction algorithms aim to the jet identification from the energy deposit in
the calorimeter cells. Once the jet is reconstructed its energy must be cor-
rected both for detector effects (e/h, cracks, dead material, leakage) and for
physics effects (jet clustering losses, initial and final state radiation, under-
lying event).
In this chapter a jet calibration scheme will be presented and discussed. After
an introduction on jet reconstruction at a hadron collider we will present a
method designed to correct jet energy measurement for detector effects while
improving jet energy resolution. The method uses Monte Carlo simulations
to extract weighting functions to re-calibrate jets. The algorithm to extract
the weights and its limits of validity will be discussed. Results on linearity
and resolution obtained on QCD di-jet events and tt̄ events will be presented.



102 Jet Energy Calibration

5.1 Introduction

According to the current theory, jets are the manifestation of scattered sub-
nuclear partons.
Because of Quantum Chromo Dynamics (QCD) confinement [80] scattered
partons loose energy pulling out from the vacuum more partons (fragmenta-
tion) which have then to rearrange themselves in colour singlet (hadroniza-
tion). The final result is a set of collimated hadrons (mainly π0 and π±) that
are absorbed and measured by the calorimetric system.
A jet is thus measured as a set of calorimetric clusters. Clusters are collec-
tions of geometrically closed calorimetric cells.
The calorimeter is mechanically divided in cells which allow to define “nat-
ural” clusters: pseudo-projective towers of fixed dimension in the ∆η × ∆φ
space. More sophisticated clusters, as it will be discussed in the following,
can be used to minimize the electronic noise contribution.
Jet measurements are performed in different steps: first clusters have to be
merged together (jet clustering) and the kinematic variables of the jet have
to be calculated from the cluster response (recombination scheme).
Corrections to the measured energy must be applied to take into account
different effects, such as:

• Detector effects: the ATLAS calorimetric system is non-compensating,
since a jet is a mixture of hadrons and photons (π0) the response of the
calorimeters will be smaller than expected (the enery scale of a jet is
different from the electromagnetic scale at which the calorimeters have
been calibrated). Moreover, the presence of dead material and cracks,
and the use of different technologies in different pseudo-rapidity regions
makes more difficult to achieve a good uniformity of response.

• Physics effects: the energy associated to the jet from the calorimetric
clusters is in general different from the energy of the parent parton
because of final state radiation, fluctuations in the underlying event,
clustering effect (un-clustered energy).

ATLAS strategy is to apply the needed corrections separately. First detector
corrections are applied to reconstruct, from calorimetric response, the energy
of the particles composing the jet (see figure 5.1). To obtain the correction
factors Monte Carlo simulations can be used once the simulations have been
validated 1. This corrections typically depend on the energy response of the
clusters.
The physics effects, mainly depending on the PT of the jet, must be corrected
taking into both Monte Carlo simulations and real data. Some simulation

1For the validation, test beam data are used, as it has been shown in the previous
chapter, however the simpler test beam geometry and the use of single particles must be
carefully taken into account when extrapolating to the performances to the final detector.
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Figure 5.1: Schematic picture of the jet formation: the parton jet fragments

hadronize in hadrons (particle jet) that are detected by the calorimeter (calorimeter

jet). The jet reconstruction algorithm defines jets from calorimetric jets. Constants

have to be applied to get the particle and parton energies.

parameters must be tuned and cross checked with real data (PDFs, frag-
mentation functions, modelling of ISR and FSR underlying event, pile-up).
The aim of the work presented in this chapter is to develop a calibration
algorithm for jets to correct for detector effects only. The algorithms relies
on Geant4 simulations of the detector.

5.2 Jet reconstruction

The jet reconstruction can be divided into three steps: the jet clustering algo-
rithm which associates the calorimetric clusters, the recombination scheme
aiming to define the kinematic variables for the jet and the calibration, which
provides the final evaluation of the jet kinematics [81].

5.2.1 Jet clustering

In order to compare the jet measurements with the theoretical perturbative
QCD predictions, a jet reconstruction algorithm has to fulfil a number of
criteria.
We must be able to apply the same jet algorithm to different sets of data:
calorimetric clusters, Monte Carlo particles, partons. This is required to
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Figure 5.2: An illustration of infrared sensitivity. Jet clustering begins around

“seed” particles shown here as arrows with length proportional to energy. The

presence of a soft radiation between two jets can cause the merging of two jets.

Figure 5.3: An illustration of collinear sensitivity. In left figure the energy produced

by two particles can fail to produce a seed because the energy is split among several

detector towers. The right figure shows an example of sensitivity to ordering of

particles that act as seeds.
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compare experimental data with theoretical calculations and simulation re-
sults.
The jet clustering can be applied easily to Monte Carlo particles: we replace
the cell energy deposits with the energy and momentum of the simulated
particles and then form the jet.
Jet calibration is done in two steps: first we correct for detector effects
(cracks, leakage where energy is lost in specific geometrical regions) and
non-compansation. Then we take into account physics effects (ISR, FSR,
unclustered energy). We should finally be able to measure from experimen-
tal data the kinematic properties of the partons originating the jet.
To perform the second step, often data themselves are used, constraining jj
invariant mass in known processes (hadronic W boson decay in two jets) or
using Z + jet events with the following Z → ll decay.
In the following of this section we will refer to the different possible data
sets (clusters, particles, partons) with the name jet components.
From the theoretical point of view we have to leave unmodified the strategy
to construct a jet independently from the jet components. The design of
a jet clustering algorithm is driven by several considerations, the following
features are desirable and even necessary:

• In order to compare the experimental quantities with theoretical cal-
culations the properties of the jets should not depend on the presence
of arbitrary soft components (theoretically this property is known as
infrared safety). Consider the case shown in figure 5.2 the presence of a
soft radiation between two components can change the jet properties.
In the absence of soft radiation two jets are reconstructed around the
two components, while with the presence of the soft radiation they are
merged to form one single reconstructed jet.

• It should be collinear safe: the jet properties should not depend on
any collinear radiation in the event. Left diagram of figure 5.3 shows
a case in which a jet is found only if the two jet components lie in the
same calorimetric tower.

• It should be collinear factorisable: the jet properties should not change
replacing one component with a set of collinear components with the
same total momentum. The right diagram of figure 5.3 shows a case in
which, due to the energy ordering of jet components acting as seeds,
the properties of the reconstructed jet are not collinear factorisable.

Different jet clustering algorithm have been implemented in the ATLAS
software and are used for physics analysis.
The most used at hadron colliders, historically developed first, is the cone
algorithm, which associates jet components in a cone of radius R around a
point in the η − φ space. If the jet clustering is started around components
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carrying at least a minimum energy Eseed the algorithm is called seeded,
however to avoid infrared and collinear problems, a seedless cone algorithm
should be considered.
In a seedless algorithm trial cones are positioned anywhere in the η − φ
space: cones of radius R are built around all the jet components (regardless
of their position, their ET ordering and, most important, of their energy
content). For each component k, with coordinates (ηk, φk), the center of the
cone ~Ck = (ηCk, φCk) = (ηk, φk) is defined. A component i is included in the
cone if

√

(ηi − ηCk)2 + (φi − φCk)2 ≤ R. Then the ET -weighted centroid 2

~C
k

is evaluated:

ECk
T =

∑

i⊂Ck

ET i ηCk =

∑

i⊂Ck ET iηi

ECk
T

φ
Ck

=

∑

i⊂Ck ET iφi

ECk
T

In general the centroid
~
C

k
is not identical to the center of the cone ~Ck and

the cone is not stable. Therefor, an iterating procedure is applied until the
cone becomes stable and the coordinates of the jet centroid do not change
more than some percent.
The described procedure can lead to a final jet list where some of the jets
overlap. A split and merge procedure has to be used to merge or separate
jets with overlaps in order to avoid the assignment of jet components to two
jets. The usual way to do this is to merge two jets if the overlapping energy
percentage is over some threshold 3.
In ATLAS, due to the large number of calorimetric regions (with the gran-
ularity of ∆η × ∆φ = 0.1 × 0.1 we have approximately 200000 calorimetric
towers), the described algorithm is so expensive in term of execution time
that a seedless algorithm is not practically usable. The problem can be par-
tially solved considering as seeds (thus in a seeded algorithm) only those
clusters above some (low) ET threshold (ET is typically chosen to be 1-
2 GeV). This seeded cone algorithm is safe only for values of the transverse
energy of the jet greater than the threshold value.
An alternative jet clustering algorithm designed to be both infrared and
collinear safe is the KT algorithm [82]. In this case, components are clustered
on the base of closeness both in (η, φ) space and in transverse momentum.
The algorithm flows as follows:

1. For each component i the quantity di = P 2
T i is defined

2Different choices in the calculation of the centroid position and in the jet energy can
be used leading to the choice of a different recombination scheme, the role of which will
be discussed.

3It should be however noticed that the split and merge procedure in general breaks
the collinear and infrared safety of a jet algorithm. The procedure can be avoided using
different jet algorithms (KT ) where the jet components are assigned uniquely to one jet.
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2. For each pair of jet components (i, j) (with i 6= j) the quantity dij is
defined as follows:

dij = min(P 2
T i, P

2
Tj)

(ηi − ηj)
2 + (φi − φj)

2

D2

where D is a parameter of the jet algorithm.

3. Find the minimum (dmin) among of all the di and dij.

4. If dmin is a dij merge jet components i and j to have a new particle k
with: pµ

k = pµ
i + pµ

j

5. If dmin is a di a jet has been found.

6. Iterate until all the jet components are either merged or labelled as
jets

Since the KT algorithm can be very expensive in term of execution time
time, usually pre-clustering techniques are applied to reduce the number of
input jet components.
The calibration algorithms in ATLAS are usually studied using the cone
algorithm, thus in the following all the results will refer only to the cone
algorithm. The choice of the ATLAS collaboration at present is to consider
a seeded cone algorithm with ET th = 2 GeV , R = 0.7 or R = 0.4, two
overlapping jets are merged if they share more than 50% of the energy of
the least energetic one.

5.2.2 Recombination

After the jets are reconstructed the raw kinematic variables are calculated.
Historically, variables are defined by the Snowmass convention [83]. Trans-
verse energy ET , the pseudorapidity η and the azimuthal angle φ of a jet
are:

ET =
∑

i

ET i

η =

∑

i ET iηi

ET

φ =

∑

i ET iφi

ET

where i is the i-th jet component.
The problem with this approach is that ET , η and φ variables are only
approximately equal to the “real” quantities, becoming exact in the limit
of small jet mass (MJ � ET ). Moreover the Lorentz invariance is lost. For
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these reasons, the approach preferred in ATLAS (as well as that of CDF
and D0 at Tevatron [81]) is the E-scheme (or 4-vector recombination) where
one simply adds the 4-momentum (pµ) of the jet components (considered
massless): pµ

jet =
∑

i p
µ
i = (E, px, py, px) with the definition of the Lorentz

invariant variables:

pT =
√

p2
x + p2

y φ = tan−1 py

px
y =

1

2
ln

E + pz

E − pz

5.2.3 Calibration and weighting techniques

The ATLAS calorimeters are calibrated at the electromagnetic scale (EM).
This means that the calibration constants have been calculated from test
beam data, so that the sum of the energy deposits in the cells gives the cor-
rect energy scale for electrons and γ. The measured energy of a jet must be
corrected for the detector and physics effects to report the measured energy
to the jet “true” jet energy.
The definition of the “true” jet energy is not trivial. The most natural defi-
nition is to consider as the “true” jet energy the energy of the parton that
originated the jet itself, however this will experimentally not correspond to
the sum of the energies of the particles, mainly pions, composing the jet due
to unclustered energy. In the rest of this work we will define the jet “true”
energy as the sum of the energies of the particles produced in the fragmen-
tation process that fall in the jet volume. By construction this corresponds
to the particle jet energy.
Aim of this work is to present an algorithm to correct for non-compensation,
cracks, non uniformity, leakage. This definition of truth is therefore the most
appropriate to disentangle the physics effects (ISR/FSR, out of cone, ...),
to be treated with the in-situ calibration, from the detector effects that we
want to correct for.
To achieve this one of the most used techniques is to apply a set of weights to
the calorimetric cells belonging to the jet. The method has been developed
and widely applied by the H1 experiment [84].
We propose a cell based weighting scheme a-la-H1 for ATLAS [85]. A similar
method has been already used for the ATLAS combined test beam of 1996
and 1998 [86, 87].
In the following a detailed study of the algorithm characteristics, of its im-
plementation and performances are presented.

5.3 Jet calibration

The basic idea of the method presented here is to apply a weight to the cell
energy (Ei) to correct for the detector effects. The weights depend on the
energy deposit in the cell i, on the cell position and on the energy of the jet



Jet Energy Calibration 109

Figure 5.4: Topological cluster for a 120 GeV pion in the electromagnetic and

hadronic end-cap calorimeters (2002 test beam data). The 7 calorimetric layers

are visible in the η − φ plane, the small circle represents the impact point of the

pions, the coloured cells belong to the reconstructed topo-cluster (see section 5.3.1),

different colours represent different energy deposits (scale on the right in MeV). In

EMEC Middle (Layer 2), the seed cells are well visible (red) surrounded by the

other cells belonging to the cluster. Note that the topo-cluster extends, starting

from the seed, in all three dimensions: inside the same electromagnetic layer and in

the front and back layers.
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itself (Epar
J ). The calibrated energy of the jet J (Erec

J ) is defined as the sum
of the cell energy deposits multiplied by the weight:

Erec
J =

∑

i⊂J

wi(E
par
J , Ei)Ei (5.1)

Epar
J is the particle jet energy.

With this procedure we want to correct the cell energy to recover the cor-
rect calibration, hence the linearity of the calorimeter response. Moreover
this method leaves space to improve the calorimeter resolution. These con-
siderations suggest to determine the weights by minimizing the dispersion
of the recosntructed jet energies with the constraint of the linearity. The
procedure is the following: many two jets (QCD) Monte Carlo events are
analyzed using equation 5.1 to reconstruct the jet energy, a χ2 is then build
(equation 5.2) and minimized with respect to the weights wi. The minimiza-
tion is constrained by the linearity (equation 5.3). In order to obtain the
dependence of wi of the true jet energy, this process is done in narrow bins
of Epar

J .
The minimized function is:

χ2 =
∑

e

(Erec
J,e − Epar

J,e )2

(Epar
J,e )2

(5.2)

where e runs over all the events and the linearity constraint is:

∑

e

(Erec
J,e − Epar

J,e ) = 0 (5.3)

Since e/h > 1 we expect that the wi > 1 to compensate for the hadronic
components of the jet.

5.3.1 Cell clustering

The typical calorimetric clusters used as starting point for jet reconstruction
algorithms are usually towers, obtained by grouping cells belonging to the
same ∆η × ∆φ regions.
To minimize the electronic noise term, only the cells with an appreciable
signal (E > δcut) can be used in the jet energy calculation algorithm. This
however introduces a positive bias in the jet energy calculation since cells
with a positive noise fluctuation are included, while negative noise fluctua-
tion does not count.
To overcome this problem a clustering algorithm has been developed that
groups together neighbouring cells if |E| > δcut. The use of absolute value
reduces the positive bias since also the negative over-fluctuating noise cells
will be included.
The clustering starts from a seed, i.e. a cell with a ratio |E|/σnoise greater
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Figure 5.5: Contribution of noise (measured in GeV) to the jets reconstructed from

calorimetric towers (open circles) and from topological clusters (full circles) as a

function of pseudorapidity.

than Nseed, all the neighbouring cells are included in the cluster if |E|/σnoise

is greater than Nneig.
The procedure is then repeated until the cluster is “stable”, that is no now
cells are added. A further step is performed: the condition |E|/σnoise > Nout

is checked on all the cells surrounding the cluster and, if satisfied, these cells
are included. This algorithms is known as “topological clustering” and the
clusters are called “topo-clusters”.
The neighbours are searched for not only in the η − φ plane but also in
different calorimeter sampling, leading to clusters that span over the three
dimensions (η, φ, r).
It can happen that two or more clusters overlap. In this case a split-and-
merge procedure is used. The energy deposit in a cell belonging to two
different cluster is assigned to both clusters dividing it proportionally to the
distance of the cluster centroid.
This algorithm produces a list of clusters that are used as input for the jet
reconstruction algorithm.
The topological clustering algorithm is fully defined by the triplet of param-
eters (Nseed, Nneig, Nout) that are tuned on single particles to minimize the
contribution of noise on resolution, ATLAS choice for the three parameters
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is (4,2,0).
An example of a topo-cluster from a 120 GeV single pion obtained at the
combined electromagnetic-hadronic end cap test beam is shown in figure 5.4
where the different layers of the calorimetric system are presented in the
r − φ plane (corresponding to η − φ coordinates). The coloured cells belong
to the topo-clusters and the seeding cells are well visible in the EMEC Mid-
dle layer.
Figure 5.5 shows the contribution of noise to the jet energy as a function of
the jet pseudorapidity. The noise contribution has been evaluated by sum-
ming for each cell belonging to the jet only the electronic noise contribution.
A gaussian fit has been performed on the resulting energy for jets constructed
both from calorimetric towers and topo-clusters. Figure 5.5 shows that topo-
logical clusters are able to reduce noise by a factor 3. The increase of noise
at large η is due to the fact that the technologies used in the calorimeters
at small angles have higher noise.
The number of cells that makes a cluster is reduced by topological clus-
tering: figure 5.6 (top-left plot) shows the number of cells composing the
most energetic jet in QCD di-jet events reconstructed from topological clus-
ters versus the number of cells composing the same jet reconstructed from
calorimetric towers. The topological clustering algorithm efficiently suppress
those calorimetric regions containing only electronic noise, thus jets recon-
structed from topological clusters contain about 5 times less cells and noise
is efficiently suppressed.
The average number of clusters composing a jet is about 20 (top-right plot)
with the leading cluster carrying on average about 30% of the total jet energy
(bottom plot).

5.3.2 Definition of η regions

The ATLAS calorimetric system is composed of calorimeters which use dif-
ferent technologies and have different segmentation and cover different pseu-
dorapidity regions. This has the benefit of choosing radiation-hard material
where it is mostly needed, at the price of a more complex mechanical system
and more difficult calibration method.
Due to the different materials, thus different e/h values, in the various re-
gions and the presence of cracks and dead material, we expect that the
calorimeter response (defined as the ratio betweeen the measured energy in
the calorimeter and the true energy) to hadrons depends on the pseudora-
pidity. This is clearly visible in figure 5.7.
Calorimeter response, at the EM scale (before any correction is applied),
to jets of energy between 550 and 750 GeV as a function of pseudorapid-
ity is shown. As expected the response is smaller than one due to non-
compensation and cracks. In the figure, the boxes schematically identify
the different calorimetric systems. Each box shows the coverage of the cor-



Jet Energy Calibration 113

cTowers Jet N
5000 10000 15000 20000 25000

tc
To

po
Cl

us
te

rs
 J

et
s 

N

1000

2000

3000

4000

5000

6000

NumCells
Entries  11209
Mean x    9579
Mean y    2162
RMS x    3872
RMS y   952.5

NumCells
Entries  11209
Mean x    9579
Mean y    2162
RMS x    3872
RMS y   952.5

Number of Cells, Most energetic jet NumTC
Entries  11767
Mean    25.66
RMS     9.028

TCN
0 10 20 30 40 50 60

En
tri

es

0

100

200

300

400

500

NumTC
Entries  11767
Mean    25.66
RMS     9.028

Number of TopoClusters, most energetic jet

Ratio
Entries  11767
Mean   0.2927
RMS    0.1978

tot/Ecl1E
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

En
tri

es

0

100

200

300

400

500

600

Ratio
Entries  11767
Mean   0.2927
RMS    0.1978

Fraction of energy in first cluster
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di-jet events with 280 GeV/c< PT <560 GeV/c.

responding calorimeter, for example TileCal Barrel modules extend from
η = 0 to η = 1.0. The position of the cracks between calorimeters is well
visible in this plot. The most important cracks are between barrel and end-
cap regions at about η = 1.5 and between end-cap and forward regions at
η = 3.4.
To improve the performances of the calibration algorithm we will follow the
geometrical partitions of the calorimetric system, dividing the entire η range
in sub-regions. A set of weighting function will be extracted separately for
each region. The red vertical lines of figure 5.7 represent these partitions
that are also summarised in table 5.1.

5.3.3 Weight calculation

The large number of cells (about 200000) of the ATLAS calorimetric system
and the limited statistic available impose to reduce the number of parame-
ters wi of equation 5.1. In principle, in fact, we can have a different wi for
each specific cell i.
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The first reduction on the number of parameters assumes that all the cells
belonging to the same longitudinal sample have the same weight. Some lon-
gitudinal samples are also grouped together to obtain a more uniform radial
thickness.
Moreover the weight applied to cells belonging to the presampler and to
the first sample of electromagnetic calorimeters is set to 1 as most of the
electromagnetic component of a jet is absorbed here and the calorimetric
system is calibrated at the electromagnetic scale.
For each pseudorapidity region table 5.2 lists the samples (or groups of them)
that are used to estimate the weights. The weights of all other samples are
set to 1.
The weights depend on the cell energy Ei. We have divided the energy

spectrum of the cells in bins. The bins are chosen to be almost equally pop-
ulated. Cells in the same bin b have the same weight ws,b(E

par
J , Eb).

The center values of the 17 bins Eb are represented in figure 5.8. The first bin
E0 goes from 0 to 200 MeV. The last bin is used for cells with Ei > 200 GeV.
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Region Calorimeters

I |η| ≤ 0.5 LAr Barrel, TileCal Barrel

II 0.5 < |η| ≤ 1.3
LAr Barrel, TileCal Barrel

and TileCal Extended Barrel

III 1.3 < |η| ≤ 1.8
LAr Barrel, LAr end-cap,
TileCal Extended Barrel

IV 1.8 < |η| ≤ 2.3 Electromagnetic and Hadronic end-cap

V 2.3 < |η| ≤ 2.9 Electromagnetic and Hadronic end-cap

VI 2.9 < |η| ≤ 3.4
Electromagnetic and Hadronic end-cap,

Forward calorimeter

VII 3.4 < |η| Forward calorimeter

Table 5.1: Calorimetric regions: each region is calibrated separately. The calorime-

ters technologies used in the different regions are showed in the table.

With these simplifications equation 5.1 becomes:

Erec
J (EM) =

∑

s

17
∑

b=0

Es,b (5.4)

Erec
J =

∑

s

17
∑

b=0

ws,b(E
par
J , Eb)Es,b (5.5)

with:
Es,b =

∑

Eb−1<Ei<Eb,i∈s

Ei (5.6)

where the index s runs on all the calorimeter samples and the index b runs
on all the cell energy bins.
The minimization function 5.2 and the linear constraint 5.3 becomes:

χ2 =
∑

e

(
∑

s

∑17
b=0 ws,b(E

par
J,e , Eb)Es,b,e − Epar

J,e )2

(Epar
J,e )2

(5.7)

0 =
∑

e

(
∑

s

17
∑

b=0

ws,b(E
par
J,e , Eb)Es,b,e − Epar

J,e ) (5.8)

The number of weights is still too large (for the pseudorapidity region I
we have 3 weighted samples for a total of 17 × 3 = 51 weights function
of the jet energy). The weights ws,b are parametrized as a function of the
cell energy bin Eb and Epar

J . We adopted the following parametrisation that
uses only two independent functions of the jet energy to describe the weight
dependence on Eb [85]:

ws,b(E
par
J , Eb) = As(E

par
J ) +

Bs(E
par
J )

Eb
(5.9)
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Region Eta Weighted samples

I |η| ≤ 0.5
EMB2+EMB3,
Tile1+Tile2, Tile3

II 0.5 < |η| ≤ 1.3
EMB2+EMB3,
Tile1+Tile2, Tile3

III 1.3 < |η| ≤ 1.8
EMB2+EMB3, EME2+EME3,
Tile1+Tile2+Tile3,
HEC1+HEC2+HEC3+HEC4

IV 1.8 < |η| ≤ 2.3
EME2+EME3, HEC1,
HEC2+HEC3+HEC4

V 2.3 < |η| ≤ 2.9
EME2+EME3, HEC1,
HEC2+HEC3+HEC4+
+FCAL1+FCAL2+FCAL3

VI 2.9 < |η| ≤ 3.4
EME2+EME3, HEC1,
HEC2+HEC3+HEC4+
+FCAL1+FCAL2+FCAL3

VII 3.4 < |η|
EME2+EME3+HEC1+
+HEC2+HEC3+HEC4,
FCAL1, FCAL2+FCAL3

Table 5.2: Calorimetric samples that have been weighted in each eta region. The

symbol “+” indicates that the two samples have been associated in one sample.

The dependence of the parameters As(E
par
J ) and Bs(E

par
J ) from the jet en-

ergy Epar
J is computed minimizing 5.7 with the constraint 5.8 in bins of

Epar
J . Finally a set of discrete values Ak

s and Bk
s (index k is the true energy

bin) are obtained and are fitted to determine the final parametrisation for
the functions As and Bs as described in the next section.
The “true” jet energy Epar

J is known in a Monte Carlo run, but of course is
not known in the real data.
When the calibration procedure is applied to data, an iterative numerical
method is used. We start with the uncalibrated jet energy (EJ is computed
at the electromagnetic scale) to compute the weights and a first approxima-
tion of the calibrated jet energy E

′rec
J . This value is then used to calculate

a new set of weight and a new jet energy E
′′rec
J . The procedure is repeated

until a stable solution is found (E
(n+1)rec
J − E

(n)rec
J < 0.1%E

(n)rec
J ). The it-

eration typically stops after 4-5 iterations. In section 5.3.4 the implications
of using an iterative method will be discussed.
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Weights

Weights are computed from di-jet QCD samples reconstructed with the cone
algorithm with ∆R = 0.7. For each reconstructed jet, the true energy Epar

J ,
to be used in 5.2, is computed as the sum of the energies of the Monte Carlo
particles entering in the cone used to reconstruct the jet.
Figure 5.9 shows the dependence of the parameters As and Bs on the jet
true energy for the middle and back samples of the electromagnetic barrel
calorimeter (jets in region II of table 5.2: 0.5 < |η| < 1.3). Figure 5.10 shows,
for the same samples, the value of the weight as a function of jet energy and
cell deposits. The dependence of As and Bs on the “true” energy is rather
mild and coefficients tend to a constant at large jet energies.
Both A and B, fitted with a function of the form

∑

i(ai/E
i), saturates, for

large jet energies, to a value greater than 1. In fact the weight corrects for
the calorimetric e/h value (e/h > 1) and for dead material losses.

5.3.4 Limitations

Low ET regime

The functional form chosen to describe the As and Bs dependence on the jet
energy fits well the region at large jet energy but it is not adequate at small
energies. This is visible in figure 5.9 where the values of As and Bs obtained
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Figure 5.9: The parameters AEMB23(EJ ) (left) and BEMB23(EJ ) (right) as a

function of jet true energy for the calorimetric region II (0.5 < |η| < 1.3).

for jets with E < 100 GeV do not agree with the fit. The behaviour can be
observed in all the η regions, the lower value for which the fit reproduces
the the computed values of As and Bs depends on η and always roughly
corresponds to ET ' 20 − 30 GeV.
Jets with ET < 20 GeV are thus calibrated using the weights corresponding
at ET = 20 GeV, the effect of this is a less precise determination of the
calibrated jet energy causing worse linearity and resolution at low energies,
however the results obtained with this simplified approach are still satisfac-
tory as it will be shown in 5.3.5.

Iterative solution limitation

The parameters As and Bs are obtained as functions of the true jet energy.
However since the true jet energy is not known in real data, an iterative
procedure is used, starting from the jet energy at the electromagnetic scale
as described in 5.3.3. For each jet J , this procedure correspond to searching
the solution Epar

J of equation 5.1.
For sake of simplicity and let us write the equation in the compact form:

EJ = fJ(EJ) (5.10)

This equation is solved by iteration, starting from the jet energy at the
electromagnetic scale. The sequence of approximate solutions Ei converges
to the exact (and unique) solution EJ if [88]fJ(EJ) has a derivative less
than one:

|f ′
J(EJ)| < 1 (5.11)

in the interval [Emin, Emax] and if the starting value (in our case the jet
energy at electromagnetic scale) lies inside this interval. This condition is
sufficient.
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|η| < 1.3) as a function of jet energy and cell energy.

The functional form of A and B (polynomials in 1/E) guarantees the deriv-
ability of fJ for EJ > 0 and Emax can be chosen as large as needed. However
a lower limit Emin exists, below which, the condition 5.11 is not any longer
true.
Figure 5.11 shows the quantity f ′

J as a function of jet log(ET) for the calori-
metric region II. For each jet the calculation of f ′

J at the solution EJ is
drawn, red points represent the profile. For jets transverse energy below
log(ET) < 1.4 (ET ' 20 − 25 GeV) the condition 5.11 is no more satisfied
and we can not assume that the iterative procedure converges to the exact
solution. In general this will cause a worsening of the linearity and resolu-
tion for energies below this limit since some jets will not be calibrated to
the correct energy.
This limit has been checked for every region and we have found that, in all
cases, it is below (or very close to) ET ' 20 − 30 GeV, that is already the
validity limit of the parameterisations for A and B.

5.3.5 Results on QCD samples

In order to evaluate the performances of the calibration algorithm we have
applied the procedure to different data samples.
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Figure 5.12 shows, for calorimetric region I (|η| < 0.5) and for four different
jet energy bins, the effect of the calibration procedure on jets from QCD
di-jet events reconstructed with ∆R = 0.7.
The ratio Erec

T /Epar
T between the reconstructed jet transverse energy and

the true ET (called linearity) is shown before (blue) and after (red) the
calibration has been applied. Linearity and resolution are then computed,
for all the jet energy bins. This is done with a gaussian fit limited to a ±2σ
range around the mean.
Figure 5.13 shows the linearity and resolution for jets in region I as a function
of ET .
Linearity is recovered at the level of 2% on a wide energy range (40 GeV −
3 TeV) and we observe an improvement in ET resolution for all jet transverse
energies above 30-40 GeV.
The ET resolution has been evaluated fitting the results with the equation:

σ(ET )

ET
=

a√
ET

⊕ b ⊕ c

ET
(5.12)

The results from the fit for both the electromagnetic and the calibrated
scales are summarised in table 5.3 for all the seven calorimetric regions. The
linearity is recovered at the level of 2% in all the regions.
An improvement in the sampling term of about 20-30% is achieved on all

the calorimetric regions. For region VII only a and b are used in the fit. The
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Figure 5.12: Erec
T /Epar

T ratio for jets in region I. Blue histograms is obtained for jets

at the electromagnetic scale, while red histograms are obtained after the calibration

has been applied. Four different transverse energy bins are shown: 60 GeV < Epar
T <

70 GeV (top left), 120 GeV < Epar
T < 140 GeV (top right), 200 GeV < Epar

T <

240 GeV (bottom left), 880 GeV < Epar
T < 1080 GeV (bottom right). In all cases

the improvement in linearity and ET resolution is clearly visible.

contribution of the noise term c to the ET resolution is negligeable at high
values of the pseudo-rapidity η.
As previously discussed, jets at low ET are calibrated with a simplified

parametrisation: weights are calculated for ET = 20 GeV and used for all
jets with ET < 20 GeV. We expect that in this region the performances
will be poorer than at larger energies. In fact figure 5.14 shows in detail the
linearity for the low transverse energy regime in the region I. The linearity
is recovered at the level of ±5% for ET < 35 GeV.
So far we presented results obtained on jets reconstructed with a cone algo-
rithm and ∆R = 0.7 however, in many ATLAS physics studies such as the
one that will be discussed in the next chapter (top quark hadronic decay),
jets are reconstructed using a cone size of ∆R = 0.4 because in such events
the jet multiplicity is larger and a narrower cone is needed to distinguish
the different jets.
We have reconstructed the di-jet QCD sample with the cone algorithm using
∆R = 0.4. For the energy calibration we have used the weighting param-
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Figure 5.13: Linearity (Erec
T /Epar

T ) and transverse energy resolution (σ(Erec
T )/Erec

T

obtained for region I. Blue points refer to the electromagnetic scale, red points to

the calibrated scale. Results from fit with eq. 5.12 of resolution are also reported.

Jets are reconstructed with ∆R = 0.7.

eters found with ∆R = 0.7 cone jets. Figure 5.15 shows the linearity and
ET resolution plot for the first pseudo-rapidity region.
The weights still work well. The reason is that most of the correction is
done locally, at the cluster level and the procedure is not sensitive to global
features of the analysis. The linearity is recovered at the level of ±2% again
from ET =30 GeV up to ET =3 TeV. In table 5.4 the results of the fit to
the transverse energy resolution, both at the electromagnetic and calibrated
scales are reported. The transverse energy resolution is a bit worse than that
obtained with ∆R = 0.7. However the calibration procedure improves the
measured ET resolution (improvement of 30%) with respect to the electro-
magnetic scale. Linearity is restored to the level of 2% in all regions.

5.3.6 Results on tt̄ sample

In next chapter we will discuss the application of this calibration method to
a physic study: the measurement of top quark mass with the data collected
in the first period of data taking. We sill analyze semi-leptonic tt̄ events
(tt̄ → W+W−bb̄ → `±jjbb̄ ) with four jets (two of which produced in the
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Region EM scale Calibrated scale
a (GeV1/2) b c (GeV) a (GeV1/2) b c (GeV)

I 83% 4.8% 3.5 62% 3.2% 2.7
II 79% 5.3% 3.5 65% 3.5% 3.6
III 80% 6.0% 2.4 42% 4.6% 3.6
IV 52% 3.8% 3.2 36% 2.7% 2.9
V 43% 3.8% 2.3 27% 3.5% 3.1
VI 73% 7.7% 1.0 59% 4.8% 2.7
VII 67% 1.4% - 50% 4.0% -

Table 5.3: Values of parameters of 5.12 (electromagnetic and calibrated scale) for

the seven different eta regions obtained on jets reconstructed with ∆R = 0.7. For

region VII only the first two terms where used for the fit.

Region EM scale Calibrated scale
a (GeV1/2) b c (GeV) a (GeV1/2) b c (GeV)

I 88% 5.0% 3.1 70% 3.1% 1.7
II 87% 5.3% 3.2 66% 3.5% 4.4
III 85% 6.3% 3.1 55% 4.6% 3.9
IV 59% 3.9% 2.4 41% 2.7% 2.6
V 47% 4.4% 3.4 21% 4.1% 4.2

Table 5.4: Values of parameters of 5.12 (electromagnetic and calibrated scale) for

the first five different eta regions obtained on jets reconstructed with ∆R = 0.4.

The results correspond to a local production of the first five calorimetric zones.

fragmentation of the b-quarks) in the final state. We will not discuss the
special calibrations that should be applied to b-jets and we will apply the
same calibration functions to all jets.
The analysis is done using a cone algorithm with ∆R = 0.4 (see below) and
using our scheme of jet energy calibration. The weights used are the same
discussed above and computed on a QCD di-jet sample with ∆R = 0.7.
To improve jet reconstruction performances a cone size ∆R = 0.4 is used
in tt̄ events. These events present high jet multiplicity and a reduced cone
size, with respect to standard ∆R = 0.7, reduces the overlap between jets
improving the correct jet number reconstruction and thus improving the
selection efficiency, since, as we will discuss in section 6.3.1, semi-leptonic
tt̄ events are selected requiring exactly four reconstructed jets in the final
state.
While the details of the analysis will be discussed in the next chapter, here
we insist on the performances of our calibration method.
Figure 5.16, obtained from all jets with |η| < 2.5 for an integrated luminosity
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Figure 5.14: Linearity for jets in region I showing the low energy regime. The effect

of simplified weighting scheme on linearity is visible with a degradation at the level

of ±5%.

of 100 pb−1 , shows that linearity is restored at the level of 2-3% from
ET = 35 GeV up to 600 GeV (this limit is set by the available statistic). The
ratio is systematically higher than 1: about 1-2% higher than the linearity
obtained on QCD jets, we can notice that also at the electromagnetic scale
linearity is higher of about the same amount, compared to QCD events.
This indicates that the effect is not due to calibration procedure and it is
probably due to the different event topology.
The transverse energy resolution has been fitted with the function:

σ(ET )

ET
=

a√
ET

⊕ b

and we obtained, after calibration, an improvement for the term a from
107% at the electromagnetic scale to 75% at the hadronic scale and an im-
provement for term b from 4% to 2.4%.
Thus the calibration algorithm developed shows good performances also on
an independent physics sample and behaves robustly since calibration per-
formances do not show strong dependence on the parton type which the
the jet. In QCD events jets are primarily originating from gluons, while in
tt̄ events quark (both light and b) is the parent parton type for jets.

5.3.7 Conclusions

In this chapter we presented a jet calibration algorithm that improves the
transverse energy resolution and restore the calorimeter linearity. The method
uses Monte Carlo simulation to extract weights functions of the jet energy
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Figure 5.15: Linearity (Erec
T /EJ

T ) and resolution (σ(Erec
T )/Erec

T ) obtained for re-

gion I. Blue points refer to the electromagnetic scale. Results from fit with eq. 5.12

of resolution are reported. Jets are reconstructed with ∆R = 0.4.

and cell energy deposit.
The results obtained on a QCD di-jet event samples and tt̄ events from AT-
LAS Geant4 simulation has been presented and discussed.
It shows good performances on a wide ET range improving, at the level of
2%, the jet transverse energy linearity and improving the resolution of about
20-30% in the central regions (10-20% for high pseudo-rapidity regions).
The low transverse energy regime (ET < 30 GeV) presents some peculiarities
and more work is needed to fully understand the algorithm behaviour. How-
ever we have shown that a simplified algorithm can be used with adeguate
results for this events. The ET linearity is partially recovered at the level of
5%.
To further verify the performances of the jet calibration algorithm more
detailed studies on physics channels are required. One of this study will
be presented in the following chapter in which jets from the events tt̄ →
W+W−bb̄ → `±jjbb̄ are calibrated with the proposed method and the top
quark mass will be measured.
The calibration method performances can be further checked using the com-
bined test beam data. A set of weights can be extracted from the Monte
Carlo single pion simulations and then applied to the real data. Before this
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Figure 5.16: Linearity and resolution for jets coming from tt̄ events in which one

top decays totally hadronically.

study can be performed the understanding of the low energy data, acquired
during the combined test beam, is mandatory since a jet is mainly composed
of relatively low energy particles.



Chapter 6

Early top physics studies

The top quark is a fundamental parameter of the standard model and AT-
LAS has the goal to increase the precision in the top mass measurement
with respect to available data from CDF and D0. In addition it is also the
ideal signal for commissioning studies thanks to its clear signature and high
production cross-section. Even with reduced detector performances its mass
can be measured with a statistical error of 1 GeV already with and integrated
luminosity L = 275 pb−1, achievable in some days of data taking. The ab-
sence of b-tagging makes the W + Njets background important.
In this chapter we will present the top quark and W boson masses measure-
ments using early data (the commissioning data). We will first describe the
signal selection and reconstruction, the description of background processes
and finally results without and with background will be presented. Exploit-
ing the reconstructed W boson mass, a strategy to clean the sample, will be
presented.
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6.1 Introduction

The top quark mass is a fundamental parameter of the standard model.
Together with a small set of other quantities, its mass is used as an in-
put parameter for the theoretical predictions of the electroweak observables.
Even if the top mass is measured with a better precision than the other
quarks, the current precision is the dominant effect on the theoretical un-
certainties.
The first data available at ATLAS will be used for the commissioning and
the calibration of the detector. The top production is an ideal laboratory
for initial studies: in addition to the high production rate, the semi–leptonic
channel is easy to trigger, thanks to the isolated lepton and the high missing
energy coming from the neutrino. Even at low luminosity (L = 1033cm−2s−1)
more than 50 events per day after trigger and analysis selection can be
recorded. The additional presence of four jets, two of which being b-quarks,
makes this channel interesting for many detector performance studies related
to lepton identification, jet reconstruction and calibration, missing energy
and b-tagging. In conclusion top events will be very useful to give a prompt
feedback on detector performances and as a calibration tool.
The events are selected requiring an isolated high PT lepton, missing en-
ergy and at least four jets. The background, mainly coming from W + jets,
Z + jets, WW/ZZ/WZ events, is reduced to a negligible level by the selec-
tion cuts and by the request of one or more b-jet.
The W boson and top quark reconstructions are simple, for the hadronically
decaying top, through the combination of two non-b (light) jets (to recon-
struct the W boson) and the subsequent association with one b tagged jet
(for the top quark reconstruction). The main background is due to wrong
combinations in assigning the jets to the W boson or to the top quark.
One of the main uncertainty in the top mass measurement originates from
the jet energy scale (see table 1.4): with the design detector performances, an
error in the light jet energy scale of 1% causes a systematic top mass error of
0.3 GeV/c2 . The error in the mass measurement increases to 0.7 GeV/c2 for
the b-jet energy scale error of 1%.
Light jets can be calibrated in top events with the required precision employ-
ing a W boson mass constraint. Z + jet with the subsequent decay Z → ll
and γ + jet can be also used to perform in-situ calibration. However all this
techniques will be available after detailed studies of the backgrounds and
of elctromagnetic absolute scale and thus will require some time to be per-
formed.
We have shown that the jet energy scale, with the use of ATLAS Monte
Carlo simulations, can be set, in tt̄ events, to better than 2-3% (see fig-
ure 5.16) over a wide energy range.
This result is supported by the Monte Carlo simulations (with all the caveats
that we have discussed in the previous chapter) and from Test Beam data.
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Expected performance Possible data sample
at “day 1” to improve performances

E.M. calor. uniformity 1% Minimum Bias,
Z → ee

Electron energy scale 1-2% Z → ee
Had. calor. uniformity 2-3% Single pions, QCD jets
Jet energy scale ≤ 10% Z + j → ll + j,

W → jj (from tt̄ events)
Tracker alignment 20-200 µm in Rφ isolated muons, Z → µµ

Table 6.1: Examples of expected detector performances for ATLAS detector at

LHC startup and possible physics samples to be used to improve the performances.

We will start from this result and, in the rest of the chapter, we will in-
vestigate the possibility of a top quark mass measurement with the first
collected data; we will show that the top quark can be clearly identified as a
resonance in the mass spectrum of three jets and its mass can be measured
even with limited detector performances, in particular we will extract the
top mass without information from the b-tagging and without in-situ cali-
bration. The precision on the determination of the top mass is not limited by
statistics; its main contribution originates from the energy scale of the jets;
corrections to precisely fix the energy scale will be done with the so called
in-situ calibration and will be possible only after the detector performances
are carefully understood.

6.2 ATLAS physics potential with the first data

The ATLAS commissioning period is well advanced and will continue until
after data taking with proton-proton collisions has started. It may be divided
in several phases, including sub-detector level calibrations and noise stud-
ies, recording of cosmic ray events, studies with beam-halo muons during
the single beam runs and finally with the very first collisions to commission
the trigger.
After this first debugging stage of the detectors and the trigger physics
analysis can be performed in order to give a fast feed-back to the detector
communities to assess the data quality.

6.2.1 LHC status and first data taking

According to present LHC schedule [89], the machine will be cooled down
in September 2007, and will then be commissioned for a few months start-
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Channel recorded events for 1 fb−1

W → νµ 7 × 106

Z → µµ 7 × 106

tt̄ → µ + X 8 × 104

QCD jets PT >150 GeV/c ∼ 106 (10% trigger bandwidth)
minimum bias ∼ 106 (10% trigger bandwidth)

g̃g̃, mg̃ ∼ 1 TeV 102 − 103

Table 6.2: For some physics processes, the number of events expected to be recorded

for an integrated luminosity of 1 fb−1

ing with single-beam runs. The machine will be commissioned with reduced
beam energy of 450 GeV and first colliding beams are expected by the end
of 2007. These will be engineering runs and physics will be possible only in
parasitic mode.
After a shut-down of few months, physics run will take place for about
7 months in 2008 rumping up luminosity to the nominal initial value of
1033 cm−2s−1 (low-luminosity regime).
There are several uncertainty on this plan, therefore it is assumed [90] that
the integrated luminosity collected by the end of 2008 will range between a
very modest 100 pb−1 and a very ambitious 10 fb−1.

6.2.2 ATLAS status during first runs

ATLAS will start with two pixel layers (instead of three) and without Tran-
sition Radiation Tracker in the region 2 < |η| < 2.4. In addition part of
the high-level trigger and data acquisition processors will be deferred, with
the consequence that the output rate of the LVL1 trigger will be limited to
35 kHz.
The impact of this staging on physics will be significant but not dramatic.
The main loss is a descoped B-physics programme because, due to the re-
duced level-1 bandwidth, the single muons triggers will have to be raised.
Table 6.1 summarizes the expected performances of ATLAS at “day 1”, that
is, at the moment when data taking starts. This is an estimation of what we
will know of the detector before data taking, based on construction quality
checks, on the known precision of the hardware calibration and alignment
systems, on test-beam measurements and on simulation studies.
The performances should be significantly improved as soon as the first data
will be available, and thanks to the large event rates expected at the LHC,
the ultimate statistical precision should be achieved already after a few
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days/weeks of data taking 1.
The detailed study of the known SM processes will be possible already in
the first data taking periods at LHC. In many cases, these processes offer
themselves the potential for important measurements (for example the top
quark mass measurement), and them will become background to non stan-
dard model physics.
Table 6.2 shows the data samples expected to be recorded in some physics
processes for an integrated luminosity of 1 fb−1 . The trigger selection effi-
ciencies have been included. The following goals can be addressed with such
a data sample:

• Calibrating the detector and commissioning the trigger. Z → ll is a
gold-plated process for a large number of studies to set the absolute
electron and muon scales in the electromagnetic calorimeter and in the
trackers, whereas tt̄ will be used to establish the jet energy scale and
to understand the b-tagging performance.

• Perform extensive measurements of the main SM physics processes,
e.g. cross sections and event features for minimum-bias, QCD di-jet,
W/Z bosons and tt̄ production.

• Prepare the road to discoveries measuring the backgrounds to possible
new physics channels. Processes like W/Z + jets, QCD multi-jet and
tt̄ are omnipresent backgrounds for a large number of searches and
need to be understood in all details.

6.3 Top quark mass measurement with commis-

sioning data

In the following we will concentrate in analyzing the tt̄ events in the semi-
leptonic channel (tt̄ → W+W−bb̄ → `±jjbb̄ ) to determine the top quark
mass with the first collected data using the jet calibration algorithm that we
have developed. Two main assumptions are made in the following: the jet
energy scale is set by the weighting technique that we have described (i.e.
no in-situ calibration) and no b-tagging information is used (commissioning
approach [91]).
This conditions are very likely to be the case at the ATLAS startup.
Events used in the analysis come from the official ATLAS Monte Carlo pro-
duction known as the “Rome” production. Data are reconstructed with the
Athena (version 11.0.41) software and the analysis is performed on AOD

1Assuming a combined selection and trigger efficiency of 1.5% in tt̄ semi-leptonic events
a similar statistic to current CDF and D0 one can be collected in ATLAS within some
days of data taking at 10% of low-luminosity (L = 1032cm−2s−1).
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Figure 6.1: Multiplicities for pre-selected events: electrons (top left), muons (top

right), generic lepton (bottom left) and jet multiplicity (bottom right).

data-sets using the EventView package.
Events are generated at the nominal top mass of 175 GeV/c2 with the
TopRex [92] Monte Carlo, interfaced to the PYTHIA shower and hadroniza-
tion package. TopRex includes the polarization of the top quarks, in order
to describe spin correlations.
Interaction of particles with the ATLAS detector is simulated with Geant4
simulation engine. To simulate the initial detector conditions the b-tagging
has been switched off and all the jets are reconstructed as light jets and
calibrated with the same scheme.

6.3.1 Events selection

The events are pre-selected requiring an isolated lepton and high missing
transverse energy. To reduce the combinatorial background the events are
required also to have exactly 4 jets.
Multiplicity distributions for tt̄ events are shown in figure 6.1: top-left plot
shows the number of electrons in the event, while the top-right plot shows
corresponding distribution for muons. The multiplicity of leptons (muon and
electron with η < 2.5 and PT > 20 GeV/c) is shown in the bottom-left plot,
no tau lepton selection is performed. The number of jets in the event is
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Figure 6.3: PT distributions for selected electrons and muons.

shown in the bottom right distribution.

Lepton selection

Events are selected requiring one isolated lepton with PT > 20 GeV/c and
|η| < 2.5.
The isolation criteria requires E iso

T < 15 GeV in a ∆R = 0.45 cone around
a selected electron, or Eiso

T < ET(µ) in the cone around a muon candidate.
Lepton selection is refined requiring shower shape cuts (for electrons) in the
electromagnetic calorimeter and matching direction with inner-detector in-
formation (for both electrons and muons).
Figure 6.2 shows the pseudo-rapidity distribution for muons and electrons
in tt̄ signal events. The absolute number of selected muons is larger than
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Figure 6.4: Jets η (top) and PT (bottom) distributions for pre-selected tt̄ events.

the corresponding number of electrons, indicating higher efficiency for muon
reconstruction and selection. The acceptance cracks are also visible: around
η = 0 (especially for the muon system) and the two barrel–end-cap electro-
magnetic calorimetric cracks around η = 1.5.
The PT distributions for selected muons and electrons are shown in fig-
ure 6.3.

Jet selection

Jets are reconstructed from topo-clusters (topological clustering is defined
in 5.3.1) using a cone algorithm with ∆R = 0.4. After the split and merge
procedure the jets are calibrated using the calibration scheme that we have
discussed in chapter 5.
Jets are accepted if ET > 40 GeV and |η| < 2.5. Overlap with e/γ is removed
requiring no reconstructed electrons or photons around jet-axis in a cone of
∆R = 0.5.
Distributions of η and PT for selected jets are shown in figure 6.4. The PT cut
at 40 GeV/c has visible effect in the transverse momentum distribution.
Events with exactly four jets are accepted and used for reconstruction.
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T

> 20 GeV cut is also shown.

Missing transverse energy cut

In ATLAS missing energy is calculated from the calorimetric cells applying
an object-base calibration. Single calorimetric cells are calibrated according
to the physics quantity they belong to, and the most appropriate calibra-
tion scheme is applied. Additional corrections to muons in the event and to
unclustered energy are also applied.
In this analysis the events are selected requiring Emiss

T > 20 GeV. Dis-
tribution of reconstructed Emiss

T for tt̄ events is shown in figure 6.5. The
Emiss

T selection at 20 GeV is also shown.

Selection efficiency

The efficiencies for the described selection cuts and the number of events
expected for an integrated luminosity of L=100 pb−1 (σtt̄ × BR = 252 pb)
are reported in table 6.3 . The relative (and absolute) efficiencies are reported
for each one of the described selections on the lepton, jets, Emiss

T . About
2000 events remain after all cuts corresponding to ε = 7.9%.
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Selection Events Efficiency

semi-leptonic tt̄ (100 pb−1) 26068

Num. Lepton = 1, 16815 64.5%
PT > 20 GeV/c and |η| < 2.5

Num. Jets = 4, 2281 13.5% (8.7%)
PT > 40 GeV/c and |η| < 2.5

Emiss
T > 20 GeV 2057 90.2% (7.9%)

W + 4jets (100 pb−1) 123900

Num. Lepton = 1 66514 53.7%
PT > 20 GeV/c and |η| < 2.5

Num. Jets = 4 6902 10.4% (5.6%)
PT > 40 GeV/c and |η| < 2.5

Emiss
T > 20 GeV 6414 92.9% (5.2%)

Table 6.3: Selection efficiencies for tt̄ events and the main background W + 4jets.

The number of events expected for L=100 pb−1 and the relative and absolute

efficiencies are reported

6.3.2 Top quark mass measurement from hadronic top decay

The hadronic top quark decay is reconstructed combining three out of the
four jets in the event. Among the four possible combination the one that
gives the highest PT is selected as the reconstructed top quark. The distri-
bution of the invariant mass of such three - jet system is presented in the
left plot of figure 6.6. The number of events corresponds to the statistics
accumulated in an integrated luminosity of 275 pb−1 . This integrated lu-
minosity has no deep reason: we have used all the simulated events. These
come very close to the statistics that we expect to have after few days of
LHC running at low luminosity.
The top quark mass peak is well visible over the combinatorial background.
The distribution has been fitted with a gaussian distribution for the signal
together with a fourth order Chebyshev polynomial for the background. In
order to test the stability of the fit, different orders of polynomial have been
tried and it has been checked that the fitted top quark mass does not change
significantly varying the background parametrization. Varying the order of
the Chebyshev polynomial from third to ninth the fit results are always con-
sistent within the error bars. The fit result, for 175 GeV/c2 generated mass,
is mt = 170.4 ± 0.7 GeV/c2 with a width of σ = 14 ± 1 GeV/c2.
The measured mass is smaller compared to the generated mass due to the
out-of-cone energy. Part of the energy falls outside the reconstruction cone
and is not associated with the jet. An in-situ calibration should be performed
to recover for this energy (see section 1.2.4). We have not considered, in this
work, this calibration. In fact it will be possible only after the detector has
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Figure 6.6: Reconstructed Top (left) and W (right) masses for and integrated

luminosity of 275 pb−1 . Only combinatorial background included.

been fully understood.
The distribution of left in figure 6.7 shows the invariant mass for the three-
jet combinations that have not been considered because give a smaller PT of
the reconstructed top. The shape of the distribution confirms the correct
choice for most of the reconstructed top events: the top quark peak is not
visible.
Using the events with the reconstructed top mass it is also possible to re-
construct the hadronic W boson from a two-jet combination out of the three
selected as the top decay product.
In a similar way as for the top quark reconstruction, the two-jet combina-
tion giving the highest reconstructed PT of the pair in the top center of
mass frame is considered as the correct combination. The invariant mass,
obtained with an integrated luminosity of 275 pb−1 , of such combination
is visible in right distribution of figure 6.6. A gaussian fit for the signal to-
gether with a fourth order Chebyshev polynomial for the background has
been performed obtaining a W boson mass mW = 77.1 ± 0.5 GeV/c2 and a
width σ = 6.4 ± 0.5 GeV/c2.
Right distribution of 6.7 shows the two-jet combinations not giving the

highest PT in the reconstruction of the W boson and are not considered.
Though some events are consistent with W bosons mass, most give a rather
flat distribution confirming the correctness of the reconstruction algorithm.
The identification of the quark originating from the b-quark can drastically
reduce the combinatorial background (see distributions 1.7 obtained with
ultimate detector performances).

6.3.3 Backgrounds

As it has been discussed in sec. 1.3.1 the major sources of background to
the tt̄ signal are the QCD multi-jet production and the W +jets production
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Figure 6.7: Left: the three-jet “wrong” combinations of reconstructed top mass.

Right: the “wrong” two-jets combinations of reconstructed W mass obtained from
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Figure 6.8: Feynman Diagram for W + multi − jet process, main background to

top signal. All three processes have in the final state a W boson and four jets, but

in the first case (a) one of the jet comes from a soft radiating gluon, in the third

case (c) two jets are merged into a single jet by the reconstruction. Details can be

found in the text.

followed by the leptonic decay of the W boson.
The requirements of the isolated lepton and of the missing energy suppress
strongly the QCD multi-jet background. To reject W +jets events, b-tagging
would be necessary: only 0.002% of the W + jets would pass the final re-
quest of at least 2 b-jets (see table 1.3). The Z + jets → ll + jets reducible
background with one misidentified lepton, is not considered in the following,
it is estimated to be, however, efficiently suppressed by the Emiss

T request
and it is only of the order of 14% of the W + jets background (table 1.3).
It is thus expected an important background from W + jets events, and in
particular of the W + 4jets, due to the absence of b-tagging.
Figure 6.8 (b) shows the Feynman diagrams for the W plus 4 partons
(W + 4p) process. This is not the only process that can lead to a final
state with four jets. Jet counting is a bit problematic, as we will discuss now
and we need to deal with it with some care.
The diagram represented in (a) represents a “hard” production of W + 3p
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Figure 6.9: jjj invariant mass to the top signal for W + 4jets (left) and for W +

Njets (right) with 0 ≤ N ≤ 5. The different cumulative distributions are shown.

The increase in the background is about 10% when considering also W + Njets

with N 6= 4. The data refer to 127 pb−1 [93].

followed by the emission of an additional “soft” gluon leading to a final re-
constructed state W + 4jets. This must be considered a four-jet event.
The opposite happens in diagram (c), in which a W + 5p events is recon-
structed as a four jets due to the overlap of two final-state jets. The same
happens when the fifth jet in the event is outside acceptance or it is below
the selection threshold.
In conclusion all the W +Np with N > 0 at generation level will contribute
to the tt̄ background.

Background generation

The traditional approach of parton shower (PS) generators should not be
used for W boson plus N partons (W + Np) since they do not reproduce
correctly the hard gluon emission. The best approach is thus to use matrix
element (ME) Monte Carlo for the high PT radiation (partons are generated
if resulting PT is greater than 40 GeV) followed by a PS Monte Carlo for the
simulation of the showering. The ME generator used for this study is ALP-
GEN interfaced to the HERWIG PS Monte Carlo. However the simulation
of this kind of background events is not completely straightforward due to
the double-counting problem.
This issue can be understood with a simple example: consider a W + 3p
event generated by the ME generator, this event is then further processed
by the PS Monte Carlo that can add an additional soft gluon in the final
state (diagram (a) of figure 6.8).
We have to discard this event if it is already included in the phase space
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accessible to the W +4p ME generation, otherwise we would count the event
twice when adding the two samples (W + 3p ME with a fourth parton from
PS and W + 4p ME). The practical solution to this problem is to generate
the W + Np events at ME level separately, combine them with PS Monte
Carlo, check “a posteriori” for events that could be possibly generated twice
and, in case, remove them.
Figure 6.9 shows the contribution to the jjj invariant mass (with jets se-
lected as in the analysis) from the different W +Njets backgrounds [93]. On
the left the background corresponding to 127 pb−1 for only the W + 4jets
is shown, while on the right the total background from W + Njets with
0 ≤ N ≤ 5 is shown. The cumulative distributions for different N values
are shown. The background is increased of 10% mainly due to events with
3 and 5 partons in the final state.
In the following only the W + 4p background will be included in the analy-
sis 2. To take into account the absence of W + Np events (with N different
from four) other backgrounds and the uncertainty in the W +4p cross-section
the background is increased of a factor of 50%.
At LHC the detailed measurement of the W + Np cross section will require
the use of the data themselves. A possible strategy is the measurement of
the cross-section of Z +Njets channel (with Z → ll) from the data and the
use of the Monte Carlo to extract the ratio σ(Z + Njets)/σ(W + Njets)
(with bosons decaying leptonically) that presents smaller theoretical uncer-
tainties.

Background treatment

The ALPGEN generation cross section for W + 4p with the following decay
of the W boson in lepton plus neutrino is σ × BR = 1200 pb.
The background has been reconstructed using our jet calibration scheme
and the tt̄ commissioning selection and reconstruction has been applied on
120000 events corresponding to an integrated luminosity of L = 100 pb−1.
This is all the available fully simulated events for this type of background.
The resulting distribution for the jjj invariant mass is shown plot at the
left of figure 6.10. The distribution peaks at an invariant mass of about
200 GeV/c2 and extends to large mass with a long tail (the same scale as
for the signal in figure 6.6 has been used).
Figure 6.10 (right plot) shows the invariant mass of the two-jet system se-
lected as described in 6.3.2. A total of about 6000 events pass the selection
leading to an efficiency of 5.2% (see table 6.3).

2At the time of writing this work, the solution at the “double-counting” problem has
been only recently implemented, correctly generated W + Np events will be available in
the near future. However, as it has been discussed, the contribution to the background of
events with N different from 4 is expected to be small (of the order of 10%).
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Figure 6.10: Left: distribution for jjj invariant mass in W + 4p events. Right: the

jj invariant mass in the same events. Distributions are obtained as described in

the text and correspond to an integrated luminosity of L = 100 pb−1. The fit with

Chebyshev polynomials are also displayed.
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Figure 6.11: Reconstructed Top (left) and W (right) masses for and integrated

luminosity of 275 pb−1 . W +4jets background included. The background has been

scaled by a factor 1.5.

To add the background to the signal we have to rescale the background to
an integrated luminosity L = 275 pb−1. We performed a parametrization
of the background shapes with a Chebyshev polynomial (a fourth and fifth
order polynomial for top and W boson backgrounds respectively), the fit
results are shown, together with the distributions, in figure 6.10.
The χ2/ndf for the two fits are 43.36/38 for the jjj invariant mass and
52.98/43 for jj invariant mass.
The background shape for an integrated luminosity of L = 275 pb−1 has
then been obtained from this parameterizations. A number of events cor-
responding to L = 275 pb−1 has been generated with jj and jjj invariant
masses distributed according to the obtained parameterizations. In this way,
with the correct shape of the background (figures 6.10), we have the correct
statistics for the final analysis.
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Results with background

The reconstructed top mass for the signal plus the background (black dots)
is presented in figure 6.11 left plot. The top quark mass peak is well visi-
ble over the background. The distribution has been fitted with a gaussian
function plus a Chebyshev polynomial of the fourth order. The result of
the fit is represented by the red curve in the figure and the fit results in
χ2/ndf = 48.47/36.
From the fit we obtain a top mass of mt = 172 ± 1 GeV/c2 for a generated
top mass of 175 GeV/c2 . The result is in agreement with the top quark mass
obtained without the background (mt = 170.4 ± 0.7 GeV/c2). The width
of the top quark peak is obtained from the standard deviation of the gaus-
sian function and is σt = 18 ± 2 GeV/c2. The presence of the background
increases a bit the top quark mass width from the value obtained with only
the tt̄ combinatorial background σt = 14 ± 1 GeV/c2 (see figure 6.6) to
σt = 18 ± 2 GeV/c2. Though the two values are not incompatible, it is also
reasonable that the noise due to background events has deteriorated a bit
this parameter.
The figure also shows (histogram), the W +4jets background. The available
number of background events was corresponding to an integrated luminosity
of only 100 pb−1 . It has been scaled to the expected integrated luminosity
of the first data taking (L = 275 pb−1) and furthermore increased of a factor
50%.
The blue line represents the W +4jets and the tt̄ combinatorial background
has it has been obtained from the fit. The difference between this line and
the histogram is due to combinatorial from tt̄ events with the wrong jjj
assignment. The signal over background ratio is S/B = 0.3 with 1764 events
entering the gaussian fit.
In figure 6.11 the right distribution shows the jj invariant mass in tt̄ events
with the background W + 4jets events. The combinatorial background, al-
ready important in absence of W + 4jets events (figure 6.6 right) has been
worsened. The background peaks at an invariant mass of 60 GeV/c2 and
extends to large values of mjj.
A fit to the distribution with a gaussian function plus a fifth order polyno-
mial has been performed resulting in χ2/ndf = 27.38/40. The results for the
W boson mass are mW = 78± 1 GeV/c2 and σW = 7± 1 GeV/c2. Both are
in agreement with what has been obtained considering only tt̄ signal events
(mW = 77.1 ± 0.5 GeV/c2 and σ = 6.4 ± 0.5 GeV/c2, see figure 6.6). Only
793 events enter the gaussian fit leading to a modest S/B = 0.1.
This number of event is smaller than the one obtained from the top quark
mass peak since the W boson reconstruction is performed only after the
hadronic top quark decay products have been associated and it is less effi-
cient than top quark reconstruction. For each reconstructed top quark three
possible jj associations are possible, this corresponds to three W boson
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Sample mt (GeV/c2) σt (GeV/c2) S/B

Only signal (L = 275 pb−1) 170.4 ± 0.7 14 ± 1 0.93
W + 4jets (x1.5) included 172 ± 1 18 ± 2 0.3
as before plus W mass cut 172 ± 1 21 ± 2 1.2

Sample mW (GeV/c2) σW (GeV/c2) S/B

Only signal (L = 275 pb−1) 77.1 ± 0.5 6.4 ± 0.5 0.51
W + 4jets (x1.5) included 78 ± 1 7 ± 1 0.1

Table 6.4: Top quark mass measurement and associated W mass measurements

results without and with background.

candidate for each reconstructed top event. The combination giving highest
PT of the W boson candidate is kept and the other two are discarded. How-
ever, as it is visible in figure 6.7, some of this discarded combinations give
an mjj peaking at the mW nominal value.
Even if it is difficult to use this analysis for a precise W boson mass mea-
surement, the jj invariant mass distribution suggests a possible method to
reduce the background in the mjjj distribution by selecting events with a
reconstructed W mass in a window around the nominal W boson mass.
Events with 70 GeV/c2 < mjj < 90 GeV/c2 are selected and the recon-
structed top mass distribution is shown in figure 6.12.
A much cleaner top mass peak is visible compared to figure 6.11. The com-
binatorial background, represented by the difference between the blue line
and the histogram is drastically suppressed and the S/B ratio improves of
a factor 4 up to S/B = 1.2. This however has been obtained by reducing of
about one half the number of events entering the gaussian peak.
The gaussian fit gives top quark mass of mt = 172±1 GeV/c2 consistent with
the previous values. The width of the peak is increased to σt = 21±2 GeV/c2,
is anyway compatible with the previous value. The fit gives a value for the
χ2/ndf of 73/35.

6.3.4 Conclusions

In this chapter we have discussed ATLAS potential for top physics with the
very first collected data. In particular we concentrated our attention on the
top mass measurement.
During the first period of data taking we can consider that the detector
will not have the design performances. In particular we concentrated in the
scenario where no b-tagging is available and the jet energy scale is set by
the jet calibration methods without the use of the in-situ calibration.
We presented a strategy to measure top quark mass with some hundreds
of pb−1 of collected data, corresponding to some days of ATLAS operation
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Figure 6.12: Reconstructed top mass obtained with a cut on associated W boson

mass: events outside the window 70 < mjj < 90 GeV/c
2

are discarded. The distri-

bution is fitted with a gaussian peak plus a Chebyshev polynomial. The background

from W + 4jets has been included.

at low luminosity regime. The tt̄ events in the semi-leptonic decay channel
have been considered. The hadronically decaying top can be entirely recon-
structed from three jets while the isolated lepton and the neutrino, arising
from the leptonically decaying top, are used to select the event.
The top quark mass can be measured as the invariant mass of the three-jet
system leading to the highest PT reconstructed top. The W boson daughter
can be identified out of the three jets originated from the top decay as the
two-jet system giving the highest PT reconstructed W boson in the top cen-
ter of mass frame. In both cases a peak is well visible over the combinatorial
background.
The most important background (W +Njets) has been discussed. The back-
ground with N = 4 accounts for 90% of the total background and has been
included in the analysis with a “safety factor” of 1.5 that takes into account
the absence of the other backgrounds and of the uncertainity on W plus jets
cross-section.
Including the background the reconstructed top quark peak is still visible
over the background. The W boson peak is weakly visible but its presence
suggests a way to clean up the sample. Events with a reconstructed W mass
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between 70 and 90 GeV/c2 have been selected leading to an improvement
of the S/B ratio of a factor 4 for the top quark mass peak.
The reconstructed top and W candidates invariant mass distributions have
been fitted with a gaussian distribution, representing the signal, plus a
Chebyshev polynomial describing the background (combinatorial and W +
4jets).
Results for measurements with and without background and for the events
passing the W mass cut are summarised in table 6.4. The measured value
of the top quark mass can be used from the first days of the data taking,
to assess the performances of jet reconstruction algorithms and provides a
fast feedback to detector communities on the status of the apparatus and
calibrations.
The measured mass do not peak at the nominal value due to the unclus-
tered energy that is not assigned to the reconstructed jets. A further final
in-situ calibration must be performed to report the measured jet energy to
the parton energy.
The tt̄ events themselves used in this analysis can be used to set the jet
energy scale at the level of 2% (respect to the quarks originating the jets),
provided that the hadronic W boson can be reconstructed efficiently con-
straining the invariant mass of the decay products of the W boson. After ap-
plying this calibration the measured top mass is mt = 176±13 GeV/c2 [94].
However the W boson signal is weakly visible over the large background
(right distribution of figure 6.11), thus the possibility to use the b-tagging is
mandatory to reduce the combinatorial background and drastically reduce
the background originated from W + Njets events.
This work has shown that even with the very first collected data the ATLAS
experiment has the potential to perform physics measurements. Even if the
detector will not have final performances, the high collected statistics will
allow to achieve, within some days of data taking, the first measurements in
the standard model field.
The commissioning studies, such as the one presented here, will allow to
understand in detail the detector performances and consequently ATLAS
will have the potential to extend our knowledge of the standard model per-
forming precise measurements.
The very first year of data taking will be an extremely exciting period for
the LHC experiments, the physicists will have the possibility to open the
road for discoveries and eventually reach the final goals and in the field of
new physics discoveries.
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Conclusions

In the past ten years the design, construction and testing of one of the next
generation high energy experiments has become closer to its conclusion: the
ATLAS detector is in an advanced status of construction and it is on its
way to start data taking by the end of 2007 when LHC will deliver the first
collisions.
A main component of the ATLAS detector is the calorimetric system, com-
posed of different sub-systems, that has the important responsibility of pre-
cisely measure the energy of electrons, photons and jets and to provide the
calorimetric first level of trigger. Liquid argon calorimeters for the electro-
magnetic part and for the hadronic calorimetry in the forward regions are
completed by an scintillating tiles-iron sampling hadronic calorimeter in the
barrel region.
The response to single particles of both calorimeters has been studied at the
test beam and calorimeter performances have been studied in detail by the
respective sub-detector communities. The challenging physics studies that
will be performed in ATLAS rely also on the results obtained during these
test beam periods to assess the performances of the detector in the field of
jet measurements. From this point of view, extremely useful data have been
collected during the combined test beam that give the possibility of studying
combined performances in a setup closer to the final one. In fact even if, in
many physics studies, hadrons are usually grouped into jets, the detailed
knowledge of single pion response is fundamental to validate the tools that
are used to simulate, reconstruct and calibrate the jets.
Aim of this thesis is to study the combined performances of the calorimeters
starting from the results of the test beams up to the reconstruction of the
top mass peak using jet events. In this work we used combined test beam
data and, for the first time, we have studied the combined response of the
final ATLAS calorimeters to pions and we have compared the results with
Monte Carlo simulations.
The present study addresses three main points relevant to the physics with
jet in ATLAS, especially during the first period of data taking: the com-
parison between test beam data and Monte Carlo predictions to perform
the validation of the simulation software, the development and the study of
performances of an original jet calibration method, and the measurement of
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the top quark mass from three jets invariant mass.
Precise measurements of top quark properties, and in particular of its mass,
will play a fundamental role in LHC experiments. Thanks to its mass close
to the electro-weak scale, top quark is an ideal tool to test the Standard
Model and constrain new physics models. This is not the only important
role for the top quark: in almost all the Standard Model extensions the top
quark production is one of the main backgrounds and hence it is important
to study its properties in details. At last the top quark can be extensively
used during the commissioning phase to give prompt response to the sub-
system communities on the detector performances. The large tt̄ production
cross-section and the semi-leptonic decay tt̄ → W+W−bb̄ → `±jjbb̄ offers
the possibility to study in detail all the detector aspects: lepton trigger and
reconstruction, jet reconstruction and calibration, Emiss

T studies, b-tagging
performances.
In this work we first address the problem of the validation of the Monte
Carlo simulations, and in particular of the simulation of high energy inter-
acting pions. This is possible comparing the response of the calorimeters
to single pions data acquired during test beam programs and compare the
result with the simulations. We have shown that, in general, a good level
of agreement is reached. We want to stress here that this work has been
used also to give important experimental feed-back to the developers of the
simulation programs that could improve the Monte Carlo code also using
these results.
Confident of the good level of agreement reached between data and Monte
Carlo we have developed a method that uses simulations to calibrate the
jet energy. The method uses a set of weights, extracted from di-jet QCD
simulated events, to calibrate jet energy and allow to recover linearity to a
level of 2% over a wide energy range and, at the same time, improve the
transverse energy resolution of about 30%.
After assessing the performances of the method on QCD events we applied
the method to a particularly interesting physics channel: the top quark mea-
surement from the tt̄ → W+W−bb̄ → `±jjbb̄ channel. We have shown that
this measurement can be performed during the very first data taking period
with an integrated luminosity corresponding at some days of operation at
low luminosity. We obtained this result also considering a detector with re-
duced performances, in particular without the use of b-tagging information.
One of the main sources of systematic error in the top mass measurement
is the jet energy scale and we have shown that the precision reached in jet
energy measurement, obtained with our method, allows for a preliminary
top mass measurement in the very beginning of the data taking period.
We believe that this work, albeit far from complete, shows that, from the
very beginning of ATLAS life, we will be able to perform interesting and pre-
cise measurements in the Standard Model field, it also shows that the use of
test beam data is fundamental to understand the performances of the detec-
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tor, to assess the quality of our simulation codes and to help in developing
new strategies, like jet calibration, to fulfill ATLAS physics goals.
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