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## Introduction

Representation theory of classical Lie groups (unitary, orthogonal and symplectic groups) plays a fundamental role in many areas of physics and chemistry. Orthogonal and symplectic group representation theory arises, for example, in the description of symmetrized orbitals in quantum chemistry and in fermion and boson many-body theory [1], grand unification theories for elementary particles [2], supergravity [3], interacting boson and fermion dynamical symmetry models for nuclei $[4,5]$, nuclear symplectic models $[6,7]$, and so on.

In particular, the importance of coupling and recoupling coefficients (ClebschGordan coefficients, $6 j$-symbols, Racah coefficients, $9 j$-symbols and general $3 n j$-symbols) is evident in the study of angular momentum theory which is built on the well known representation theory of $S U(2)$. Furthermore, Racah-Wigner calculus of $S U(2)$ group has notable applications in the theory of orthogonal polynomials and other special functions.

The Racah coefficients and other recoupling coefficients of unitary $S U(n)$, orthogonal $S O(n)$ and symplectic $S p(2 m)$ groups of different rank are quite useful when calculating energy levels and transition rates in atomic, molecular and nuclear theory (for example, in connection with the Jahn-Teller effect and structural analysis of atomic shells, see Judd and co-workers [8, 9] and, for a description of multi-bosonic and multi-fermionic systems and applications in the microscopic nuclear theory, consider [10, 11]), and in conformal field theory [12].

There are many approaches to the Racah coefficients, but the problem is that there are no general methods for treating various kind of coupling and recoupling issues. Any given technique applies only to a particular problem and for a particular group. Not only
do the tecniques for dealing with unitary, orthogonal and symplectic groups all drastically differ from each other, but the methods for finding the various Wigner coefficients, which we are interested in, also vary from one to the other. Furthermore, analytical expressions are difficult to come by for general Lie groups, mainly because there is a multiplicity problem in the reduction of Kronecker products of pair of irreducible representations. Some missing labels need to be added in, for which a procedure is often difficult to do systematically. Finally, although several efficient computer codes and numerical procedures exist, they often do not permit any insight in the mathematical structure of such coefficients and, however, a general and efficient closed algorithm is still needed. Therefore, citing Jin-Quan Chen in his book Group representation theory for physicists, "in many cases, these methods are more of an art than a science".

The aim of this thesis is to provide a systematic and comprehensive approach to deal with the structure of coupling coefficients for classical Lie groups. The most promising strategy, from this point of view, seems to be the one building on the well-known and tight connection between symmetric and unitary groups which is called in literature SchurWeyl duality and which was first pointed out by Schur at the beginning of the twentieth century [13]. Schur proved that the image of each group under its representation equals the full centralizer algebra and that the two actions are omeomorphic. This observation was developed ten years later by Brauer [14] who found the full centralizer algebra for orthogonal and symplectic groups and completed the construction of the full centralizer algebras for the classical series of the Lie groups.

Weyl used these results, gave numerous theorems concerned with irreducible representations of both classical Lie group and its centralizer algebras, and also gave application to the many-body sistems of $f$ equivalent particles. However, the duality goes further than the one originally expressed by Schur and Weyl. Many powerful equalities between various tranformation factors of the centralizer algebras and those of the corresponding Lie group can be established. This is one of the main aims of the invariant theory.

Kramer [15] used explicit transformations between the bases defined in terms of
different symmetric group chains (so called Gelfand-Tzetlin chains) to define his $f$ symbol (our subduction factor) for a symmetric group. He showed that the $f$ symbols were equivalent to recoupling coefficients ( $6 j$ and $9 j$ symbols) for any unitary group and further that $f$ symbols were also equal to coupling coefficients for $U(p+q) \supset U(p) \times U(q)$. Later [16] such results were generalized to Brauer centralizer algebras and to the corresponding orthosymplectic groups, making the problem of finding coupling and recoupling coefficients for classical Lie groups equivalent to the subduction problem for centralizer algebras.

Subduction coefficients for symmetric groups were first introduced in 1953 by Elliot et al to describe the states of a physical system with $n$ identical particles as composed of two subsystems with $n_{1}$ and $n_{2}$ particles respectively ( $n_{1}+n_{2}=n$ ) and then they were soon generalized to Brauer algebras [17]. Since Elliot's work, many techniques have been proposed for calculating the subduction coefficients, but the investigation is until now incomplete. The main goal to give explicit and general closed algebraic formulas has not been achieved. Only some special cases have been solved for symmetric groups. There are also numerical methods which are used to approach the issue, but, again as in the case of recoupling coefficients, no insight into the structure of the trasformation coefficients can be obtained. Another outstanding problem is the resolution of multiplicity separations in a systematic manner, indicating a consistent choice of the indipendent phases and free factors.

In this thesis, we choose an algebraic approach to the subduction problem in symmetric groups $\mathfrak{S}_{n} \downarrow \mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ and in Brauer algebras $\mathfrak{B}_{f}(x) \downarrow \mathfrak{B}_{f_{1}}(x) \times \mathfrak{B}_{f_{2}}(x)$ and we analyze in detail the linear equation method [18], an efficient tool for deriving algebraic solutions for fixed values of $n_{1}, n_{2}$ and $f_{1}, f_{2}$ respectively. Thus we give a suitable combinatorial description of the equation system arisen from the method and we provide a new algorithm to solve it. Therefore, by solving the subduction problem for centralizer algebras, we have the solution for a unified approach to the Racah-Wigner calculus for classical Lie groups.

There are at least three possible interesting developments for this thesis:

- Racah-Wigner calculus for quantized enveloping algebras.

Centralizer algebras (i.e. Birman-Wenzl and type A Iwahori-Hecke algebras) for quan-
tized enveloping algebras are well characterized both from the algebraic and combinatorial point of view and there exists an explicit construction of their irreducible representations [19]. Thus, the linear equation method can be directly applied to this issue without any particular difficulty.

- Racah-Wigner calculus for projective representations of classical Lie groups.

Projective (spinor) representations of a classical Lie group $G$ are very useful in many situations. Finding such representations is equivalent to determining the tensorial irreducible representations of the universal enveloping group of $G$ (which is another classical Lie group). An alternative approach is to find the projective representations of Brauer algebras. The Gelfand-Tzetlin basis for such representations is described in terms of combinatorial objects which are known as stable-up-down tableaux [20] (they are permutation lattices with null elements, in our language). Unfortunately, the explicit action on the irreducible invariant spaces is still unknown.

- Racah-Wigner calculus for exceptional Lie groups

Racah-Wigner calculus for exceptional Lie groups also has many applications both in physics and mathematical physics. The study of the subduction problem for this case would be important for a comprehensive knowledge of Racah-Wigner calculus for all Lie groups. The centralizer algebras for exceptional Lie groups are still unknown.

The layout of the thesis is the following.

In chapter 1, we review some basic results in representation theory of classical Lie groups which are necessary to deal with the coupling and recoupling problem. We mainly consider the construction of standard Gelfand-Tzetlin bases and the explicit action of classical Lie algebras on such bases.

The definitions of classical coupling and recoupling coefficients for the groups $S U(2)$ and $S O(3)$ are also given and then generalized to generic classical Lie groups.

In chapter 2, we deal with Schur-Weyl duality and its general formulation. Be-
sides classical duality, a description of quantum deformation groups and the corresponding centralizer algebras is given.

After that, we specialize the discussion on the $\mathfrak{B}_{f}(\epsilon n)-S O(n) / S p(2 n)$ duality and we highlight the relation between subduction and Racah coefficients.

In chapter 3, we investigate the linear equation method for symmetric groups, proposed by Chen et al. for the determination of the subduction coefficients as solution of a linear system. We prove that such a system, which is constituted by a complicated primal structure of dependent linear equations, can be simplified by choosing a minimal set of sufficient equations related to the concept of subduction graph. Furthermore, the subduction graph provides a very practical way to choose such equations and it suggests that subduction coefficients may be seen as a subspace of $\mathbb{R}^{f^{\lambda}} \otimes \mathbb{R}^{f^{\lambda_{1}} f^{\lambda_{2}}}$ (where $f^{\lambda}, f^{\lambda_{1}}, f^{\lambda_{2}}$ are the dimensions of the irreducible representations involved in the subduction $\mathfrak{S}_{n} \downarrow \mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ ) obtained by the intersection of only $n-2$ explicit subspaces (each one in corrispondence with an $i$-layer) instead of the original $(n-2) f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}$ ones. Consequently, we have a more explicit insight into the structure of the transformation from the standard basis to the split basis.

Furthermore, we propose a general form for the subduction coefficients resulting from the only requirement of orthonormality and we note that the multiplicity separation can be described in terms of the Sylvester matrix of the positive defined quadratic form $\tau$ describing the scalar product in the subduction space. Thus we are able to link the freedom to fix the multiplicity separation to the freedom to choose of the Sylvester matrix. The number of phases and free factors of the general multiplicity separation can be expressed as functions of the multiplicity $\mu$ (i.e. the dimension of the subduction space). A crucial question is the possibility to fix the Sylvester matrix to obtain all the requirements of simplicity given in [21] for the form of each coefficient. We conjecture that such a form only depends on the form of the eigenvalues and eigenvectors of $\tau$.
(These results are published in [22].)

In chapter 4, we consider transformations between split bases and standard bases
of the symmetric group $\mathfrak{S}_{n}$. A selection rule which allows to determine the vanishing subduction coefficients and to organize the other ones in blocks (named islands) is given. We prove that all islands produce the same values for the subduction coefficients and thus only a much smaller number of them really needs to be evaluated. Thus, the linear equation method, described in terms of a reduced subduction graph, provides a systematic and optimizated tool to calculate the unknown transformation coefficients.

As a significative example, the first multiplicity-three cases, $[4,3,2,1] \downarrow[3,2,1] \otimes$ $[3,1]$ and its conjugate $[4,3,2,1] \downarrow[3,2,1] \otimes[2,1,1]$ for $\mathfrak{S}_{10} \downarrow \mathfrak{S}_{6} \times \mathfrak{S}_{4}$, were dealt in detail: we give the suitable orthonormalized transformation coefficients relative to each multiplicity copy descending from the Yamanouchi phase convention.
(These results are published in [23])

Finally, in chapter 5, we describe the subduction problem for Brauer algebras. This problem is clearly a generalization of the corresponding one for symmetric groups because the group algebra $\mathbb{C}_{f}$ is strictly included in $\mathfrak{B}_{f}(x)$. After the suitable combinatorial description for the Gelfand-Tzetlin basis by the introduction of Bratteli diagrams and permutation lattices (which generalize the concept of standard Young tableau), we provide the explicit action of Brauer algebra generators on the irreducible invariant spaces. This allows us to write the explicit form of the subduction equations deriving from the linear method.

A description of the solution of such equations is given trhough the concept of a generalized $i$-layer. We find four possible configurations for the subduction space and we can provide a definition of subduction graph analogous to that one given in chapter 3.

Finally, as in chapter 3, the form for the orthonormalized subduction coefficients is discussed with a special emphasis on the choice of Young-Yamanouchi phase and the other free factors.
(These results are in preparation to be submitted for publication.)

I wish to thank Massimo Campostrini for introducing me into this interesting research topic and for his valuable support during the progress of this thesis.

## Chapter 1

## Classical Lie algebras, classical Lie groups and Racah-Wigner calculus

This chapter is devoted to a rapid review of Racah-Wigner calculus for classical Lie groups and the envolved representation theory. In section 1, we deal with Gelfand-Tzetlin bases and explicit actions of Lie groups and algebras on such bases. In section 2, the basic results of Racah-Wigner calculus for $S U(2)$ group are presented and, in section 3 , they are generalized to classical Lie groups.

### 1.1 Bases and operators

The simple Lie algebras over the field of complex numbers were classified in the works of Cartan and Killing in the 1930's. There are four infinite series $A_{n}, B_{n}, C_{n}, D_{n}$ which are called the classical Lie algebras, and five exceptional Lie algebras $E_{6}, E_{7}, E_{8}, F_{4}$, $G_{2}$. The structure of these Lie algebras is uniformly described in terms of certain finite sets of vectors in a Euclidean space called the root systems. Due to Weyl's complete reducibility theorem, the theory of finite-dimensional representations of the semisimple Lie algebras is largely reduced to the study of irreducible representations.

The irreducible representations are parametrized by their highest weights. The characters and dimensions are explicitly known by the Weyl formula. The reader is ref-
ered to, e.g., the books of Bourbaki [24], Dixmier [25], Humphreys [26] or Goodman and Wallach [27] for a detailed exposition of the theory.

However, the Weyl formula for the dimension does not use any explicit construction of the representations. Such constructions remained unknown until 1950 when Gelfand and Tzetlin ${ }^{1}$ published two short papers [28] and [29] (in Russian) where they solved the problem for the general linear Lie algebras (type $A_{n}$ ) and the orthogonal Lie algebras (types $B_{n}$ and $D_{n}$ ), respectively. Baird and Biedenharn employed the calculus of Young patterns to derive the Gelfand-Tzetlin formulas. Their interest to the formulas was also motivated by the connection with the fundamental Wigner coefficients.

A year earlier (1962) Zhelobenko published an independent work [30] where he derived the branching rules for all classical Lie algebras. In his approach the representations are realized in a space of polynomials satisfying the "indicator system" of differential equations. He outlined a method to construct the lowering operators and to derive the matrix element formulas for the case of the general linear Lie algebra $\mathfrak{g l}_{n}$. An explicit "infinitesimal" form for the lowering operators as elements of the enveloping algebra was found by Nagel and Moshinsky [31] (1964) and independently by Hou Pei-yu [32] (1966). The latter work relies on Zhelobenko's results [30] and also contains a derivation of the Gelfand-Tzetlin formulas alternative to that of Baird and Biedenharn. This approach was further developed in the book by Zhelobenko [33] which contains its detailed account.

The work of Nagel and Moshinsky was extended to the orthogonal Lie algebras $\mathfrak{o}_{N}$ by Pang and Hecht [34] and Wong [35] who produced explicit infinitesimal expressions for the lowering operators and gave a derivation of the formulas of Gelfand and Tzetlin [29].

During the half a century passed since the work of Gelfand and Tsetlin, many different approaches were developed to construct bases of the representations of the classical Lie algebras. New interpretations of the lowering operators and new proofs of the GelfandTzetlin formulas were discovered by several authors. In particular, Gould [36, 37, 38, 39] employed the characteristic identities of Bracken and Green [40, 41] to calculate the Wigner coefficients and matrix elements of generators of $\mathfrak{g l}_{n}$ and $\mathfrak{o}_{N}$. The extremal projector discovered by Asherova, Smirnov and Tolstoy [42, 43, 44] turned out to be a powerful

[^0]instrument in the representation theory of the simple Lie algebras. It plays an essential role in the theory of Mickelsson algebras developed by Zhelobenko which has a wide spectrum of applications from the branching rules and reduction problems to the classification of Harish-Chandra invarian irreducible spaces; see Zhelobenko's expository paper [45] and his book [46]. Two different quantum minor interpretations of the lowering and raising operators were given by Nazarov and Tarasov [47] and the author [48]. These techniques are based on the theory of quantum algebras called the Yangians and allow an independent derivation of the matrix element formulas.

### 1.1.1 Gelfand-Tzetlin basis

We now discuss the main idea which leads to the construction of the GelfandTzetlin bases. The first point is to regard a given classical Lie algebra not as a single object but as a part of a chain of subalgebras with natural embeddings. We illustrate this idea using representations of the symmetric groups $\mathfrak{S}_{n}$ as an example. Consider the chain of subgroups

$$
\begin{equation*}
\mathfrak{S}_{1} \subset \mathfrak{S}_{2} \subset \cdots \subset \mathfrak{S}_{n} \tag{1.1}
\end{equation*}
$$

where the subgroup $\mathfrak{S}_{k}$ of $\mathfrak{S}_{k+1}$ consists of the permutations of the set $\{1,2, \ldots, k+1\}$ with the index $k+1$. The irreducible representations of the group $\mathfrak{S}_{n}$ are indexed by partitions $\lambda$ of $n$. A partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{l}\right)$ with $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{l}$ is depicted graphically as a Young diagram which consists of $l$ left-justified rows of boxes so that the top row contains $\lambda_{1}$ boxes, the second row $\lambda_{2}$ boxes, etc. Denote by $V(\lambda)$ the irreducible representation of $\mathfrak{S}_{n}$ corresponding to the partition $\lambda$. One of the central results of the representation theory of the symmetric groups is the following branching rule which describes the restriction of $V(\lambda)$ to the subgroup $\mathfrak{S}_{n-1}$ :

$$
\begin{equation*}
\left.V(\lambda)\right|_{\mathfrak{S}_{n-1}}=\underset{\mu}{\oplus} V^{\prime}(\mu), \tag{1.2}
\end{equation*}
$$

summed over all partitions $\mu$ whose Young diagram is obtained from that of $\lambda$ by removing one box. Here $V^{\prime}(\mu)$ denotes the irreducible representation of $\mathfrak{S}_{n-1}$ corresponding to a partition $\mu$. Thus, the restriction of $V(\lambda)$ to $\mathfrak{S}_{n-1}$ is multiplicity-free, i.e., is contains each irreducible representation of $\mathfrak{S}_{n-1}$ at most once. This makes it possible to obtain a
natural parameterization of the basis vectors in $V(\lambda)$ by taking its further restrictions to the subsequent subgroups of the chain (1.1). Namely, the basis vectors will be parametrized by sequences of partitions

$$
\begin{equation*}
\lambda^{(1)} \rightarrow \lambda^{(2)} \rightarrow \cdots \rightarrow \lambda^{(n)}=\lambda, \tag{1.3}
\end{equation*}
$$

where $\lambda^{(k)}$ is obtained from $\lambda^{(k+1)}$ by removing one box. Equivalently, each sequence of this type can be regarded as a standard tableau of shape $\lambda$ which is obtained by writing the numbers $1, \ldots, n$ into the boxes of $\lambda$ in such a way that the numbers increase along the rows and down the columns. In particular, the dimension of $V(\lambda)$ equals the number of standard tableaux of shape $\lambda$. There is only one irreducible representation of the trivial group $\mathfrak{S}_{1}$ therefore the procedure defines basis vectors up to a scalar factor. The corresponding basis is called the Young basis. The symmetric group $\mathfrak{S}_{n}$ is generated by the adjacent transpositions $g_{i}=(i, i+1)$. The construction of the representation $V(\lambda)$ can be completed by deriving explicit formulas for the action of the elements $g_{i}$ in the basis which are also due to A. Young. This realization of $V(\lambda)$ is usually called Young's orthogonal (or seminormal) form. The details can be found, e.g., in James and Kerber [49] and Sagan [50]; see also Okounkov and Vershik [51] where an alternative construction of the Young basis is produced.

Quite a similar method can be applied to representations of the classical Lie algebras. Consider the general linear Lie algebra $\mathfrak{g l}_{n}$ which consists of complex $n \times n$-matrices with the usual matrix commutator. The chain (1.1) is now replaced by

$$
\begin{equation*}
\mathfrak{g l}_{1} \subset \mathfrak{g l}_{2} \subset \cdots \subset \mathfrak{g l}_{n} \tag{1.4}
\end{equation*}
$$

with natural embeddings $\mathfrak{g l}_{k} \subset \mathfrak{g l}_{k+1}$. The orthogonal Lie algebra $\mathfrak{o}_{N}$ can be regarded as a subalgebra of $\mathfrak{g l}_{N}$ which consists of skew-symmetric matrices. Again, we have a natural chain

$$
\begin{equation*}
\mathfrak{o}_{2} \subset \mathfrak{o}_{3} \subset \cdots \subset \mathfrak{o}_{N} \tag{1.5}
\end{equation*}
$$

Both restrictions $\mathfrak{g l} l_{n} \downarrow \mathfrak{g l}_{n-1}$ and $\mathfrak{o}_{N} \downarrow \mathfrak{o}_{N-1}$ are multiplicity-free so that the application of the argument which we used for the chain (1.1) produces basis vectors in an irreducible representation of $\mathfrak{g l} l_{n}$ or $\mathfrak{o}_{N}$. With an appropriate normalization, these bases are precisely those of Gelfand and Tzetlin given in [28] and [29]. Instead of the standard tableaux, the basis
vectors here are parametrized by combinatorial objects called the Gelfand-Tzetlin patterns. However, this approach does not work for the symplectic Lie algebras $\mathfrak{s p}_{2 n}$ since the restriction $\mathfrak{s p}_{2 n} \downarrow \mathfrak{s p}_{2 n-2}$ is not multiplicity-free. The multiplicities are given by Zhelobenko's branching rule [30] which was re-discovered later by Hegerfeldt [52]. Various approaches to fix this problem were made by several authors $[53,54,55,56,57]$.

### 1.1.2 Explicit operatorial construction for $\mathfrak{g l}_{n}$

Now, we give some classical results of representation theory with special regard to the construction of the action of the algebra generators on irreducible invariant spaces.

Let $E_{i j}, i, j=1, \ldots, n$ denote the standard basis of the general linear Lie algebra $\mathfrak{g l}_{n}$ over the field of complex numbers. The subalgebra $\mathfrak{g l}_{n-1}$ is spanned by the basis elements $E_{i j}$ with $i, j=1, \ldots, n-1$. Denote by $\mathfrak{h}=\mathfrak{h}_{n}$ the diagonal Cartan subalgebra in $\mathfrak{g l}_{n}$. The elements $E_{11}, \ldots, E_{n n}$ form a basis of $\mathfrak{h}$. Finite-dimensional irreducible representations of $\mathfrak{g l}_{n}$ are in a one-to-one correspondence with $n$-tuples of complex numbers $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ such that

$$
\begin{equation*}
\lambda_{i}-\lambda_{i+1} \in \mathbb{Z}_{+} \quad \text { for } \quad i=1, \ldots, n-1 \tag{1.6}
\end{equation*}
$$

Such an $n$-tuple $\lambda$ is called the highest weight of the corresponding representation which we shall denote by $L(\lambda)$. It contains a unique, up to a multiple, nonzero vector $\xi$ (the highest vector) such that $E_{i i} \xi=\lambda_{i} \xi$ for $i=1, \ldots, n$ and $E_{i j} \xi=0$ for $1 \leq i<j \leq n$.

The following theorem is the branching rule for the reduction $\mathfrak{g l}_{n} \downarrow \mathfrak{g l}_{n-1}$.
Theorem 1.1.1. The restriction of $L(\lambda)$ to the subalgebra $\mathfrak{g l}_{n-1}$ is isomorphic to the direct sum of pairwise inequivalent irreducible representations

$$
\begin{equation*}
\left.L(\lambda)\right|_{\mathfrak{g l}_{n-1}} \simeq \underset{\mu}{\oplus} L^{\prime}(\mu), \tag{1.7}
\end{equation*}
$$

summed over the highest weights $\mu$ satisfying the betweenness conditions

$$
\begin{equation*}
\lambda_{i}-\mu_{i} \in \mathbb{Z}_{+} \quad \text { and } \quad \mu_{i}-\lambda_{i+1} \in \mathbb{Z}_{+} \quad \text { for } \quad i=1, \ldots, n-1 . \tag{1.8}
\end{equation*}
$$

The rule could presumably be attributed to I. Schur who was the first to discover the representation-theoretic significance of a particular class of symmetric polynomials which now bear his name. The subsequent applications of the branching rule to the
subalgebras of the chain

$$
\begin{equation*}
\mathfrak{g l}_{1} \subset \mathfrak{g l}_{2} \subset \cdots \subset \mathfrak{g l}_{n-1} \subset \mathfrak{g l}_{n} \tag{1.9}
\end{equation*}
$$

yield a parameterization of basis vectors in $L(\lambda)$ by the combinatorial objects called the Gelfand-Tzetlin patterns. Such a pattern $\Lambda$ (associated with $\lambda)$ is an array of row vectors

where the upper row coincides with $\lambda$ and the following conditions hold

$$
\begin{equation*}
\lambda_{k i}-\lambda_{k-1, i} \in \mathbb{Z}_{+}, \quad \lambda_{k-1, i}-\lambda_{k, i+1} \in \mathbb{Z}_{+}, \quad i=1, \ldots, k-1 \tag{1.10}
\end{equation*}
$$

for each $k=2, \ldots, n$. The Gelfand-Tzetlin basis of $L(\lambda)$ is provided by the following theorem. Let us set $l_{k i}=\lambda_{k i}-i+1$.

Theorem 1.1.2. There exists a basis $\left\{\xi_{\Lambda}\right\}$ in $L(\lambda)$ parametrized by all patterns $\Lambda$ such that the action of generators of $\mathfrak{g l}_{n}$ is given by the formulas

$$
\begin{align*}
E_{k k} \xi_{\Lambda} & =\left(\sum_{i=1}^{k} \lambda_{k i}-\sum_{i=1}^{k-1} \lambda_{k-1, i}\right) \xi_{\Lambda}  \tag{1.11}\\
E_{k, k+1} \xi_{\Lambda} & =-\sum_{i=1}^{k} \frac{\left(l_{k i}-l_{k+1,1}\right) \cdots\left(l_{k i}-l_{k+1, k+1}\right)}{\left(l_{k i}-l_{k 1}\right) \cdots \wedge \cdots\left(l_{k i}-l_{k k}\right)} \xi_{\Lambda+\delta_{k i}}  \tag{1.12}\\
E_{k+1, k} \xi_{\Lambda} & =\sum_{i=1}^{k} \frac{\left(l_{k i}-l_{k-1,1}\right) \cdots\left(l_{k i}-l_{k-1, k-1}\right)}{\left(l_{k i}-l_{k 1}\right) \cdots \wedge \cdots\left(l_{k i}-l_{k k}\right)} \xi_{\Lambda-\delta_{k i}} . \tag{1.13}
\end{align*}
$$

The arrays $\Lambda \pm \delta_{k i}$ are obtained from $\Lambda$ by replacing $\lambda_{k i}$ by $\lambda_{k i} \pm 1$. It is supposed that $\xi_{\Lambda}=0$ if the array $\Lambda$ is not a pattern; the symbol $\wedge$ indicates that the zero factor in the denominator is skipped.

The vector space $L(\lambda)$ is equipped with a contravariant inner product $\langle$,$\rangle . It is$ uniquely determined by the conditions

$$
\begin{equation*}
\langle\xi, \xi\rangle=1 \quad \text { and } \quad\left\langle E_{i j} \eta, \zeta\right\rangle=\left\langle\eta, E_{j i} \zeta\right\rangle \tag{1.14}
\end{equation*}
$$

for any vectors $\eta, \zeta \in L(\lambda)$ and any indices $i, j$. In other words, for the adjoint operator for $E_{i j}$ with respect to the inner product we have $\left(E_{i j}\right)^{*}=E_{j i}$.

Proposition 1.1.3. The basis $\left\{\xi_{\Lambda}\right\}$ is orthogonal with respect to the inner product $\langle$,$\rangle .$ Moreover, we have

$$
\begin{equation*}
\left\langle\xi_{\Lambda}, \xi_{\Lambda}\right\rangle=\prod_{k=2}^{n} \prod_{1 \leq i \leq j<k} \frac{\left(l_{k i}-l_{k-1, j}\right)!}{\left(l_{k-1, i}-l_{k-1, j}\right)!} \prod_{1 \leq i<j \leq k} \frac{\left(l_{k i}-l_{k j}-1\right)!}{\left(l_{k-1, i}-l_{k j}-1\right)!} \tag{1.15}
\end{equation*}
$$

The formulas of Theorem 1.1.2 can therefore be rewritten in the orthonormal basis

$$
\begin{equation*}
\zeta_{\Lambda}=\xi_{\Lambda} /\left\|\xi_{\Lambda}\right\|, \quad\left\|\xi_{\Lambda}\right\|^{2}=\left\langle\xi_{\Lambda}, \xi_{\Lambda}\right\rangle \tag{1.16}
\end{equation*}
$$

### 1.1.3 Gelfand-Tzetlin bases for the other classical Lie algebras

Let $\mathfrak{g}_{n}$ denote the rank $n$ simple complex Lie algebra of type $B, C$, or $D$. That is,

$$
\begin{equation*}
\mathfrak{g}_{n}=\mathfrak{o}_{2 n+1}, \quad \mathfrak{s p}_{2 n}, \quad \text { or } \quad \mathfrak{o}_{2 n}, \tag{1.17}
\end{equation*}
$$

respectively. Let $V(\lambda)$ denote the finite-dimensional irreducible representation of $\mathfrak{g}_{n}$ with the highest weight $\lambda$. The restriction of $V(\lambda)$ to the subalgebra $\mathfrak{g}_{n-1}$ is not multiplicity-free in general. This means that if $V^{\prime}(\mu)$ is the finite-dimensional irreducible representation of $\mathfrak{g}_{n-1}$ with the highest weight $\mu$, then the space

$$
\begin{equation*}
\operatorname{Hom}_{\mathfrak{g}_{n-1}}\left(V^{\prime}(\mu), V(\lambda)\right) \tag{1.18}
\end{equation*}
$$

need not be one-dimensional. In order to construct a basis of $V(\lambda)$ associated with the chain of subalgebras

$$
\begin{equation*}
\mathfrak{g}_{1} \subset \mathfrak{g}_{2} \subset \cdots \subset \mathfrak{g}_{n} \tag{1.19}
\end{equation*}
$$

we need to construct a basis of the space (1.18) which is isomorphic to the subspace $V(\lambda)_{\mu}^{+}$ of $\mathfrak{g l}_{n-1}$-highest vectors of weight $\mu$ in $V(\lambda)$. The restriction of $V(\lambda)$ to the subalgebra $\mathfrak{g}_{n-1}$ is given by

$$
\begin{equation*}
\left.V(\lambda)\right|_{\mathfrak{g}_{n-1}} \simeq \underset{\mu}{\oplus} c(\mu) V^{\prime}(\mu) \tag{1.20}
\end{equation*}
$$

where $V^{\prime}(\mu)$ is the irreducible finite-dimensional representation of $\mathfrak{g}_{n-1}$ with the highest weight $\mu$. The multiplicity $c(\mu)$ coincides with the dimension of the space $V(\lambda)_{\mu}^{+}$, and its
exact value is found from the Zhelobenko branching rules [30]. In the formulas below we use the notation

$$
\begin{equation*}
l_{i}=\lambda_{i}+\rho_{i}+1 / 2, \quad \gamma_{i}=\nu_{i}+\rho_{i}+1 / 2 \tag{1.21}
\end{equation*}
$$

where the $\nu_{i}$ are the parameters defined in the branching rules. A parameterization of basis vectors in $V(\lambda)$ is obtained by applying the branching rules to its subsequent restrictions to the subalgebras of the chain

$$
\begin{equation*}
\mathfrak{g}_{1} \subset \mathfrak{g}_{2} \subset \cdots \subset \mathfrak{g}_{n-1} \subset \mathfrak{g}_{n} \tag{1.22}
\end{equation*}
$$

This leads to the definition of the Gelfand-Tzetlin patterns for the $B, C$ and $D$ types. Then we give formulas for the basis vectors of the representation $V(\lambda)$. We use the notation

$$
\begin{equation*}
l_{k i}=\lambda_{k i}+\rho_{i}+1 / 2, \quad l_{k i}^{\prime}=\lambda_{k i}^{\prime}+\rho_{i}+1 / 2, \tag{1.23}
\end{equation*}
$$

where the $\lambda_{k i}$ and $\lambda_{k i}^{\prime}$ are the entries of the patterns defined below.

B type case. The multiplicity $c(\mu)$ equals the number of $n$-tuples $\left(\nu_{1}^{\prime}, \nu_{2}, \ldots, \nu_{n}\right)$ satisfying the inequalities

$$
\begin{align*}
& -\lambda_{1} \geq \nu_{1}^{\prime} \geq \lambda_{1} \geq \nu_{2} \geq \lambda_{2} \geq \cdots \geq \nu_{n-1} \geq \lambda_{n-1} \geq \nu_{n} \geq \lambda_{n},  \tag{1.24}\\
& -\mu_{1} \geq \nu_{1}^{\prime} \geq \mu_{1} \geq \nu_{2} \geq \mu_{2} \geq \cdots \geq \nu_{n-1} \geq \mu_{n-1} \geq \nu_{n}
\end{align*}
$$

with $\nu_{1}^{\prime}$ and all the $\nu_{i}$ being simultaneously integers or half-integers together with the $\lambda_{i}$. Equivalently, $c(\mu)$ equals the number of ( $n+1$ )-tuples $\nu=\left(\sigma, \nu_{1}, \ldots, \nu_{n}\right)$, with the entries given by

$$
\left(\sigma, \nu_{1}\right)= \begin{cases}\left(0, \nu_{1}^{\prime}\right) & \text { if } \nu_{1}^{\prime} \leq 0  \tag{1.25}\\ \left(1,-\nu_{1}^{\prime}\right) & \text { if } \nu_{1}^{\prime}>0\end{cases}
$$

Lemma 1.1.4. The vectors

$$
\begin{equation*}
\xi_{\nu}=z_{n 0}^{\sigma} \prod_{i=1}^{n-1} z_{n i}^{\nu_{i}-\mu_{i}} z_{i,-n}^{\nu_{i}-\lambda_{i}} \cdot \prod_{k=l_{n}}^{\gamma_{n}-1} Z_{n,-n}(k) \xi \tag{1.26}
\end{equation*}
$$

form a basis of the space $V(\lambda)_{\mu}^{+}$.

Define the $B$ type pattern $\Lambda$ associated with $\lambda$ as an array of the form

$$
\begin{aligned}
& \begin{array}{cccccccc}
\sigma_{n} & & \lambda_{n 1} & \lambda_{n 2} & & \cdots & & \lambda_{n n} \\
& \lambda_{n 1}^{\prime} & \lambda_{n 2}^{\prime} & & \cdots & & \lambda_{n n}^{\prime} \\
\sigma_{n-1} & & \lambda_{n-1,1} & \cdots & \lambda_{n-1, n-1}
\end{array} \\
& \lambda_{n-1,1}^{\prime} \quad \cdots \quad \lambda_{n-1, n-1}^{\prime} \\
& \sigma_{1} \quad \lambda_{11} \\
& \lambda_{11}^{\prime}
\end{aligned}
$$

such that $\lambda=\left(\lambda_{n 1}, \ldots, \lambda_{n n}\right)$, each $\sigma_{k}$ is 0 or 1 , the remaining entries are all non-positive integers or non-positive half-integers together with the $\lambda_{i}$, and the following inequalities hold

$$
\begin{equation*}
\lambda_{k 1}^{\prime} \geq \lambda_{k 1} \geq \lambda_{k 2}^{\prime} \geq \lambda_{k 2} \geq \cdots \geq \lambda_{k, k-1}^{\prime} \geq \lambda_{k, k-1} \geq \lambda_{k k}^{\prime} \geq \lambda_{k k} \tag{1.27}
\end{equation*}
$$

for $k=1, \ldots, n$, and

$$
\begin{equation*}
\lambda_{k 1}^{\prime} \geq \lambda_{k-1,1} \geq \lambda_{k 2}^{\prime} \geq \lambda_{k-1,2} \geq \cdots \geq \lambda_{k, k-1}^{\prime} \geq \lambda_{k-1, k-1} \geq \lambda_{k k}^{\prime} \tag{1.28}
\end{equation*}
$$

for $k=2, \ldots, n$. In addition, in the case of the integer $\lambda_{i}$ the condition

$$
\begin{equation*}
\lambda_{k 1}^{\prime} \leq-1 \quad \text { if } \quad \sigma_{k}=1 \tag{1.29}
\end{equation*}
$$

should hold for all $k=1, \ldots, n$.
Theorem 1.1.5. The vectors

$$
\begin{equation*}
\xi_{\Lambda}=\prod_{k=1, \ldots, n}^{\vec{m}}\left(z_{k 0}^{\sigma_{k}} \cdot \prod_{i=1}^{k-1} z_{k i}^{\lambda_{k i}^{\prime}-\lambda_{k-1, i}} z_{i,-k}^{\lambda_{k i}^{\prime}-\lambda_{k i}} \cdot \prod_{j=l_{k k}}^{l_{k k}^{\prime}-1} Z_{k,-k}(j)\right) \xi \tag{1.30}
\end{equation*}
$$

parametrized by the patterns $\Lambda$ form a basis of the representation $V(\lambda)$.

C type case. The multiplicity $c(\mu)$ equals the number of $n$-tuples of integers $\left(\nu_{1}, \ldots, \nu_{n}\right)$ satisfying the inequalities

$$
\begin{align*}
& 0 \geq \nu_{1} \geq \lambda_{1} \geq \nu_{2} \geq \lambda_{2} \geq \cdots \geq \nu_{n-1} \geq \lambda_{n-1} \geq \nu_{n} \geq \lambda_{n}  \tag{1.31}\\
& 0 \geq \nu_{1} \geq \mu_{1} \geq \nu_{2} \geq \mu_{2} \geq \cdots \geq \nu_{n-1} \geq \mu_{n-1} \geq \nu_{n}
\end{align*}
$$

Lemma 1.1.6. The vectors

$$
\begin{equation*}
\xi_{\nu}=\prod_{i=1}^{n-1} z_{n i}^{\nu_{i}-\mu_{i}} z_{i,-n}^{\nu_{i}-\lambda_{i}} \cdot \prod_{k=l_{n}}^{\gamma_{n}-1} Z_{n,-n}(k) \xi \tag{1.32}
\end{equation*}
$$

form a basis of the space $V(\lambda)_{\mu}^{+}$.

Define the $C$ type pattern $\Lambda$ associated with $\lambda$ as an array of the form

$$
\begin{aligned}
& \begin{array}{cccccc} 
& & & \\
& \lambda_{n 1} & \lambda_{n 2} & & \cdots & \\
\lambda_{n 1}^{\prime} & \lambda_{n 2}^{\prime} & \cdots & & \lambda_{n n} \\
n_{n n}^{\prime}
\end{array} \\
& \lambda_{n-1,1} \quad \cdots \quad \lambda_{n-1, n-1} \\
& \lambda_{n-1,1}^{\prime} \quad \cdots \quad \lambda_{n-1, n-1}^{\prime} \\
& \lambda_{11} \\
& \lambda_{11}^{\prime}
\end{aligned}
$$

such that $\lambda=\left(\lambda_{n 1}, \ldots, \lambda_{n n}\right)$, the remaining entries are all non-positive integers and the following inequalities hold

$$
\begin{equation*}
0 \geq \lambda_{k 1}^{\prime} \geq \lambda_{k 1} \geq \lambda_{k 2}^{\prime} \geq \lambda_{k 2} \geq \cdots \geq \lambda_{k, k-1}^{\prime} \geq \lambda_{k, k-1} \geq \lambda_{k k}^{\prime} \geq \lambda_{k k} \tag{1.33}
\end{equation*}
$$

for $k=1, \ldots, n$, and

$$
\begin{equation*}
0 \geq \lambda_{k 1}^{\prime} \geq \lambda_{k-1,1} \geq \lambda_{k 2}^{\prime} \geq \lambda_{k-1,2} \geq \cdots \geq \lambda_{k, k-1}^{\prime} \geq \lambda_{k-1, k-1} \geq \lambda_{k k}^{\prime} \tag{1.34}
\end{equation*}
$$

for $k=2, \ldots, n$.

Theorem 1.1.7. The vectors

$$
\begin{equation*}
\xi_{\Lambda}=\prod_{k=1, \ldots, n}^{\rightarrow}\left(\prod_{i=1}^{k-1} z_{k i}^{\lambda_{k i}^{\prime}-\lambda_{k-1, i}} z_{i,-k}^{\lambda_{k i}^{\prime}-\lambda_{k i}} \cdot \prod_{j=l_{k k}}^{l_{k k}^{\prime}-1} Z_{k,-k}(j)\right) \xi \tag{1.35}
\end{equation*}
$$

parametrized by the patterns $\Lambda$ form a basis of the representation $V(\lambda)$.

D type case. The multiplicity $c(\mu)$ equals the number of $(n-1)$-tuples $\left(\nu_{1}, \ldots, \nu_{n-1}\right)$ satisfying the inequalities

$$
\begin{align*}
& -\left|\lambda_{1}\right| \geq \nu_{1} \geq \lambda_{2} \geq \nu_{2} \geq \lambda_{3} \geq \cdots \geq \lambda_{n-1} \geq \nu_{n-1} \geq \lambda_{n},  \tag{1.36}\\
& -\left|\mu_{1}\right| \geq \nu_{1} \geq \mu_{2} \geq \nu_{2} \geq \mu_{3} \geq \cdots \geq \mu_{n-1} \geq \nu_{n-1}
\end{align*}
$$

with all the $\nu_{i}$ being simultaneously integers or half-integers together with the $\lambda_{i}$. Set $\nu_{0}=\max \left\{\lambda_{1}, \mu_{1}\right\}$.

Lemma 1.1.8. The vectors

$$
\begin{equation*}
\xi_{\nu}=\prod_{i=1}^{n-1} z_{n i}^{\nu_{i-1}-\mu_{i}} z_{i,-n}^{\nu_{i-1}-\lambda_{i}} \cdot \prod_{k=l_{n}}^{\gamma_{n-1}-2} Z_{n,-n}(k) \xi \tag{1.37}
\end{equation*}
$$

form a basis of the space $V(\lambda)_{\mu}^{+}$.
Define the $D$ type pattern $\Lambda$ associated with $\lambda$ as an array of the form

$$
\begin{aligned}
& \begin{array}{llll}
\lambda_{n 1} & \lambda_{n 2} & \cdots & \lambda_{n n}
\end{array} \\
& \lambda_{n-1,1}^{\prime} \quad \cdots \quad \lambda_{n-1, n-1}^{\prime} \\
& \begin{array}{lll}
\lambda_{n-1,1} & \cdots & \lambda_{n-1, n-1}
\end{array} \\
& \lambda_{21} \quad \lambda_{22} \\
& \lambda_{11}^{\prime} \\
& \lambda_{11}
\end{aligned}
$$

such that $\lambda=\left(\lambda_{n 1}, \ldots, \lambda_{n n}\right)$, the remaining entries are all non-positive integers or nonpositive half-integers together with the $\lambda_{i}$, and the following inequalities hold

$$
\begin{align*}
&-\left|\lambda_{k 1}\right| \geq \lambda_{k-1,1}^{\prime} \geq \lambda_{k 2} \geq \lambda_{k-1,2}^{\prime} \geq \cdots \geq \lambda_{k, k-1} \geq \lambda_{k-1, k-1}^{\prime} \geq \lambda_{k k},  \tag{1.38}\\
&-\left|\lambda_{k-1,1}\right| \geq \lambda_{k-1,1}^{\prime} \geq \lambda_{k-1,2} \geq \lambda_{k-1,2}^{\prime} \geq \cdots \geq \lambda_{k-1, k-1} \geq \lambda_{k-1, k-1}^{\prime} \tag{1.39}
\end{align*}
$$

for $k=2, \ldots, n$. Set $\lambda_{k-1,0}^{\prime}=\max \left\{\lambda_{k 1}, \lambda_{k-1,1}\right\}$.
Theorem 1.1.9. The vectors

$$
\begin{equation*}
\xi_{\Lambda}=\prod_{k=2, \ldots, n}^{\vec{m}}\left(\prod_{i=1}^{k-1} z_{k i}^{\lambda_{k-1, i-1}^{\prime}-\lambda_{k-1, i}} z_{i,-k}^{\lambda_{k-1, i-1}^{\prime}-\lambda_{k i}} \cdot \prod_{j=l_{k k}}^{l_{k-1, k-1}^{\prime}-2} Z_{k,-k}(j)\right) \xi \tag{1.40}
\end{equation*}
$$

parametrized by the patterns $\Lambda$ form a basis of the representation $V(\lambda)$.

### 1.2 Coupling and recoupling for the $S O(3)$ group

### 1.2.1 Clebsch-Gordan coefficients

Clebsch-Gordan coefficients (CGCs) usually refer to the group $S O(3)$ and are used in physics to integrate products of three spherical harmonics. They arise in applications involving the addition of angular momentum in quantum mechanics [58]. The CGCs are variously written as $C_{m_{1} m_{2}}^{j}, C_{m_{1} m_{2} m}^{j_{1} j_{2} j},\left(j_{1}, j_{2} ; m_{1}, m_{2} \mid j_{1}, j_{2} ; j, m\right)$, or $\left\langle j_{1}, j_{2} ; m_{1}, m_{2} \mid j_{1}, j_{2} ; j, m\right\rangle$.

Equivalently, they are used in the representation theory of $S U(2)$ and $S O(3)$ groups to perform the explicit direct sum decomposition of the tensor product of two irreducible representations into irreducible representations, in cases where the numbers and types of irreducible components are already known. The name derives from the German mathematicians Alfred Clebsch (1833-1872) and Paul Gordan (1837-1912), who encountered an equivalent problem in invariant theory.

From the previous subsection, we know that the irreducible representations for the $A_{1}$ algebra (the Lie algebra associated to the grop $S U(2)$ ) are labelled by a nonnegative half-integer number (associated with the Gelfand-Tzetlin pattern) that we may denote by $j$ and their dimension is given by $2 j+1$. Because $S U(2)$ is the covering group of $S O(3)$, $j$ labels an irreducible representation (irrep) of $S O(3)$ if $j$ is an integer (so-called tensorial irreps) and a projective one if $j$ is not an integer (so-called spinor irreps).

Given the tensor product representation $j_{1} \otimes j_{2}$ for $S U(2)$, it is an outstanding question which irreps are contained in its decomposition in direct sum of invariant irreducible spaces. In fact, such a decomposition has the important physical meaning of the sum of two angular momenta $j_{1}$ and $j_{2}$ respectively. By definition, CGCs are the entries of the orthogonal base changing matrix which reduces $j_{1} \otimes j_{2}$ in a block diagonal form. Because such a decomposition is multiplicity-free, denoted by $|j, m\rangle(m \in\{-j,-j+1, \ldots, j-1, j\})$ a generic Gelfand-Tzetlin base vector for $j$ and by $\left|j_{1}, m_{1}\right\rangle$ and $\left|j_{2}, m_{2}\right\rangle$ for $j_{1}$ and $j_{2}$ respectively, we have

$$
\begin{equation*}
\left|j_{1}, j_{2} ; j, m\right\rangle=\sum_{m_{1}=-j_{1}}^{j_{1}} \sum_{m_{2}=-j_{2}}^{j_{2}}\left|j_{1}, j_{2} ; m_{1}, m_{2}\right\rangle\left\langle j_{1}, j_{2} ; m_{1}, m_{2} \mid j_{1}, j_{2} ; j, m\right\rangle \tag{1.41}
\end{equation*}
$$

where $\left\langle j_{1}, j_{2} ; m_{1}, m_{2} \mid j_{1}, j_{2} ; j, m\right\rangle$ are the CGCs. By using the fact that such coefficients are
orthonormalized and defining the suitable raising and lowering operetors as described in the previous section, we obtain the following relation for the CGCs:

$$
\begin{align*}
& \sqrt{(j \mp m+1)(j \pm m)}\left\langle j_{1}, j_{2} ; m_{1}, m_{2} \mid j_{1}, j_{2} ; j, m\right\rangle= \\
& \sqrt{\left(j_{1} \mp m_{1}+1\right)\left(j_{1} \pm m_{1}\right)}\left\langle j_{1}, j_{2} ; m_{1} \mp 1, m_{2} \mid j_{1}, j_{2} ; j, m \mp 1\right\rangle+ \\
& \sqrt{\left(j_{2} \mp m_{2}+1\right)\left(j_{2} \pm m_{2}\right)}\left\langle j_{1}, j_{2} ; m_{1}, m_{2} \mp 1 \mid j_{1}, j_{2} ; j, m \mp 1\right\rangle \tag{1.42}
\end{align*}
$$

which is often useful for finding the last CGCs, when the other one or two coefficients in the formula are known. Note that there are sometimes only two coefficients in that equation, the third being both invalid $(j<|m|)$ and multiplied by 0 . Furthermore (1.42) provides a recursion relation that can be useful for finding the explicit expression of the coefficients. In figure 1.1 a well-known table with the values of CGCs for several coupling irreps is given.

CGCs are sometimes associated to the so-called 3j-symbols (or Wigner coefficients), denoted by

$$
\left(\begin{array}{ccc}
j_{1} & j_{2} & J \\
m_{1} & m_{2} & M
\end{array}\right)
$$

where, as usual, the entries of the symbol $j_{1}, j_{2}, J, m_{1}, m_{2}$ and $M$ are either integer or half-integer [59]. $3 j-$ symbols satisfy the following selection rules:

1. $m_{1} \in\left\{-\left|j_{1}\right|, \ldots,\left|j_{1}\right|\right\}, m_{2} \in\left\{-\left|j_{2}\right|, \ldots,\left|j_{2}\right|\right\}$, and $M \in\{-|J|, \ldots,|J|\}$.
2. $m_{1}+m_{2}=M$.
3. Triangular inequalities: $\left|j_{1}-j_{2}\right| \leq J \leq j_{1}+j_{2}$.
4. Integer perimeter rule: $j_{1}+j_{2}+J$ is an integer.

Note that not all these rules are independent, since rule (4) is implied by the other three. If these conditions are not satisfied the $3 j$-symbol vanishes.


Figure 1.1: Clebsch-Gordan coefficients for several coupling (tensorial and projective) irreps of $S O(3)$. The sign convention is that of Wigner [60], also used by Condon and Shortley [61], Rose [62], and Cohen [63]. The coefficients here have been calculated using computer programs written independently by Cohen et al. at LBNL.

Furthermore, the Wigner 3j-symbols have the symmetries:

$$
\begin{align*}
\left(\begin{array}{ccc}
j_{1} & j_{2} & J \\
m_{1} & m_{2} & M
\end{array}\right) & =\left(\begin{array}{ccc}
j_{2} & J & j_{1} \\
m_{2} & M & m_{1}
\end{array}\right)  \tag{1.43}\\
& =\left(\begin{array}{ccc}
J & j_{1} & j_{2} \\
M & m_{1} & m 2
\end{array}\right)  \tag{1.44}\\
& =(-1)^{j_{1}+j_{2}+J}\left(\begin{array}{ccc}
j_{2} & j_{1} & J \\
m_{2} & m_{1} & M
\end{array}\right)  \tag{1.45}\\
& =(-1)^{j_{1}+j_{2}+J}\left(\begin{array}{ccc}
j_{1} & J & j_{2} \\
m_{1} & M & m_{2}
\end{array}\right)  \tag{1.46}\\
& =(-1)^{j_{1}+j_{2}+J}\left(\begin{array}{ccc}
J & j_{2} & j_{1} \\
M & m_{2} & m_{1}
\end{array}\right)  \tag{1.47}\\
& =(-1)^{j_{1}+j_{2}+J}\left(\begin{array}{ccc}
j_{1} & j_{2} & J \\
-m_{1} & -m_{2} & -M
\end{array}\right) \tag{1.48}
\end{align*}
$$

and they obey the orthogonality relations

$$
\begin{align*}
& \sum_{j, m}(2 j+1)\left(\begin{array}{ccc}
j_{1} & j_{2} & J \\
m_{1} & m_{2} & M
\end{array}\right)\left(\begin{array}{ccc}
j_{1} & j_{2} & J \\
m_{1}^{\prime} & m_{2}^{\prime} & M
\end{array}\right)=\delta_{m_{1}, m_{1}^{\prime}} \delta_{m_{2}, m_{2}^{\prime}}  \tag{1.49}\\
& \sum_{m_{1}, m_{2}}(2 j+1)\left(\begin{array}{ccc}
j_{1} & j_{2} & J \\
m_{1} & m_{2} & M
\end{array}\right)\left(\begin{array}{ccc}
j_{1} & j_{2} & J^{\prime} \\
m_{1}^{\prime} & m_{2}^{\prime} & M^{\prime}
\end{array}\right)=\delta_{J, J^{\prime}} \delta_{M, M^{\prime}} \tag{1.50}
\end{align*}
$$

The connection between $3 j$-symbols and Clebsch-Gordan coeficients is given by the relation:

$$
\left\langle j_{1} j_{2} ; m_{1} m_{2} \mid j_{1} j_{2} ; j m\right\rangle=(-1)^{m+j_{1}-j_{2}} \sqrt{2 j+1}\left(\begin{array}{ccc}
j_{1} & j_{2} & j  \tag{1.51}\\
m_{1} & m_{2} & -m
\end{array}\right) .
$$

### 1.2.2 Racah coefficients and general recoupling symbols

Racah coefficients $U\left(j_{1} j_{2} j j_{3} ; j_{12} j_{23}\right)$ (sometimes called $U$ coefficients) represent the elements of a unitary matrix between bases with two different coupling orders of three irreps $j_{1}, j_{2}$ an $j_{3}$ :

$$
\begin{equation*}
\left|\left(j_{1} j_{2}\right) j_{12}, j_{3} ; j j^{\prime}\right\rangle=\sum_{j_{23}} U\left(j_{1} j_{2} j j_{3} ; j_{12} j_{23}\right)\left|j_{1}\left(j_{2} j_{3}\right) j_{23}, j_{3} ; j j^{\prime}\right\rangle \tag{1.52}
\end{equation*}
$$

The $U$ coefficients satisfy the following unitay conditions

$$
\begin{align*}
& \sum_{j_{23}} U\left(j_{1} j_{2} j j_{3} ; j_{12} j_{23}\right) U\left(j_{1} j_{2} j j_{3} ; \bar{j}_{12} j_{23}\right)=\delta_{j_{12} \bar{j}_{12}}  \tag{1.53}\\
& \sum_{j_{12}} U\left(j_{1} j_{2} j j_{3} ; j_{12} j_{23}\right) U\left(j_{1} j_{2} j j_{3} ; j_{12} \overline{j_{23}}\right)=\delta_{j_{23} \bar{j}_{23}} \tag{1.54}
\end{align*}
$$

deriving from the fact that we deal with orthonormalized bases.
Sometimes one needs to use $6 j-$ symbols which is defined in terms of $U$ coefficients by [64]

$$
\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12}  \tag{1.55}\\
j_{3} & j & j_{23}
\end{array}\right\}=\frac{1}{\sqrt{\left(2 j_{12}+1\right)\left(2 j_{23}+1\right)}} U\left(j_{1} j_{2} j j_{3} ; j_{12} j_{23}\right)
$$

Thus, the $6 j$-symbols are defined for integers and half-integers $j_{1}, j_{2}, j_{12}, j_{3}, j, j_{23}$ whose triads $\left(j_{1}, j_{2}, j_{12}\right),\left(j_{1}, j, j_{23}\right),\left(j_{3}, j_{2}, j_{23}\right)$, and $\left(j_{3}, j, j_{12}\right)$ satisfy the following conditions

1. Each triad satisfies the triangular inequalities.
2. The sum of the elements of each triad is an integer. Therefore, the members of each triad are either all integers or contain two half-integers and one integer.

If these conditions are not satisfied, the $6 j$-symbol vanishes.
Suppose we have a tetrahedron, labelled so that the three labels around each face satisfy the conditions given above, thus we have a so-called an admissible labelling. This tetrahedral picture is traditionally used to simply express the symmetry of the $6 j$-symbol, which is naturally invariant under the full tetrahedral group $S_{4}$. In particular, they are invariant [65] under permutation of their columns, e.g.,

$$
\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12}  \tag{1.56}\\
j_{3} & j & j_{23}
\end{array}\right\}=\left\{\begin{array}{ccc}
j_{2} & j_{1} & j_{12} \\
j & j_{3} & j_{23}
\end{array}\right\}
$$

and under exchange of two corresponding elements between rows, e.g.

$$
\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12}  \tag{1.57}\\
j_{3} & j & j_{23}
\end{array}\right\}=\left\{\begin{array}{ccc}
j_{3} & j & j_{12} \\
j_{1} & j_{2} & j_{23}
\end{array}\right\} .
$$

The following Racah-Elliot and orthogonality relations are often useful for computing numerical values or exact expressions:

$$
\begin{align*}
& \sum_{j_{12}}(-1)^{2 j_{12}}\left(2 j_{12}+1\right)\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{1} & j_{2} & j_{23}
\end{array}\right\}=1  \tag{1.58}\\
& \sum_{j_{12}}(-1)^{j_{1}+j_{2}+j_{12}}\left(2 j_{12}+1\right)\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{2} & j_{1} & j_{23}
\end{array}\right\}=\delta_{j_{1} j_{23}} \sqrt{\left(2 j_{i}+1\right)\left(2 j_{2}+1\right)}  \tag{1.59}\\
& \sum_{j_{12}}\left(2 j_{12}+1\right)\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j & j_{23}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{3} & j & j_{12} \\
j_{1} & j_{2} & \bar{j}_{23}
\end{array}\right\}=\frac{1}{2 j_{23}+1} \delta_{j_{23} \bar{j}_{23}}  \tag{1.60}\\
& \sum_{j_{12}}(-1)^{j_{12}+j_{23}+\bar{j}_{23}}\left(2 j_{12}+1\right)\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j & j_{23}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{3} & j & j_{12} \\
j_{2} & j_{1} & \bar{j}_{23}
\end{array}\right\}=\left\{\begin{array}{ccc}
j_{1} & j & j_{23} \\
j_{2} & j_{3} & \bar{j}_{23}
\end{array}\right\}  \tag{1.61}\\
& \sum_{j_{12}}(-1)^{j_{1}+j_{2}+j_{3}+j+\bar{j}_{3}+\bar{j}+j_{23}+\bar{j}_{23}+j_{12}+\tilde{j}_{23}}\left(2 j_{12}+1\right) . \\
& \left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j & j_{23}
\end{array}\right\}\left\{\begin{array}{lll}
j_{3} & j & j_{12} \\
\bar{j}_{3} & \bar{j} & \bar{j}_{23}
\end{array}\right\}\left\{\begin{array}{lll}
\bar{j}_{3} & \bar{j} & j_{12} \\
j_{2} & j_{1} & \tilde{j}_{23}
\end{array}\right\}= \\
& \left\{\begin{array}{ccc}
\tilde{j}_{23} & \bar{j}_{23} & \tilde{j}_{23} \\
\bar{j}_{3} & j_{1} & j
\end{array}\right\}\left\{\begin{array}{ccc}
j_{23} & \bar{j}_{23} & \tilde{j}_{23} \\
\bar{j} & j_{2} & j_{3}
\end{array}\right\} \tag{1.62}
\end{align*}
$$

CGCs and $6 j$-symbols are related by the following equation

$$
\begin{align*}
& \left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j & j_{23}
\end{array}\right\}=\frac{(-1)^{j_{1}+j_{2}+j_{3}+j}}{\sqrt{\left(2 j_{12}+1\right)\left(2 j_{23}+1\right)}} \cdot \\
& \sum_{m_{1}, m_{2}}\left\langle j_{1}, j_{2} ; m_{1}, m_{2} \mid j_{1}, j_{2} ; j_{12}, m_{1}+m_{2}\right\rangle\left\langle j_{12}, j_{3} ; m_{1}+m_{2}, m-m_{1}-m_{2} \mid j_{12}, j_{3} ; j, m\right\rangle . \\
& \quad\left\langle j_{2}, j_{3} ; m_{2}, m-m_{1}-m_{2} \mid j_{2} j_{3} ; j_{23}, m-m_{1}\right\rangle\left\langle j_{1}, j_{23} ; m_{1}, m-m_{1} \mid j_{1} j_{23} ; j, m\right\rangle . \tag{1.63}
\end{align*}
$$

Thus, by using (1.63) and orthonormality relations, we can also evaluate CGCs once we know $6 j$-symbols.
$9 j$-symbols are defined by the coupling of four irreps of $S U(2)$ and they are denoted by

$$
\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j_{4} & j_{34} \\
j_{13} & j_{34} & j
\end{array}\right\}
$$

They can be written in terms of $3 j$-symbols:

$$
\begin{gather*}
\left(\begin{array}{ccc}
j_{13} & j_{24} & j \\
m_{13} & m_{24} & m
\end{array}\right)\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j_{4} & j_{34} \\
j_{13} & j_{24} & j
\end{array}\right\}=\sum_{m_{1}, m_{2}, m_{3}, m_{4}, m_{12}, m_{34}}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
m_{1} & m_{2} & m_{12}
\end{array}\right) . \\
\left(\begin{array}{ccc}
j_{3} & j_{4} & j_{34} \\
m_{3} & m_{4} & m_{34}
\end{array}\right)\left(\begin{array}{ccc}
j_{1} & j_{3} & j_{13} \\
m_{1} & m_{3} & m_{13}
\end{array}\right)\left(\begin{array}{ccc}
j_{2} & j_{4} & j_{24} \\
m_{2} & m_{4} & m_{24}
\end{array}\right)\left(\begin{array}{ccc}
j_{12} & j_{34} & j \\
m_{12} & m_{34} & m
\end{array}\right) \tag{1.64}
\end{gather*}
$$

and in terms of $6 j$-symbols

$$
\begin{align*}
& \left\{\begin{array}{lll}
j_{1} & j_{2} & j_{12} \\
j_{3} & j_{4} & j_{34} \\
j_{13} & j_{24} & j
\end{array}\right\}= \\
&  \tag{1.65}\\
& \sum_{g}(-1)^{2 g}(2 g+1)\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j & j_{23}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j & j_{23}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j & j_{23}
\end{array}\right\}
\end{align*}
$$

A $9 j$-symbol is invariant under reflection through one of the diagonals, and becomes multiplied by $(-1)^{R}$ upon the exchange of two rows or columns, where $R$ is the sum of all the entries of the symbol. It also satisfies the orthogonality relationship

$$
\begin{align*}
\sum_{j_{13}, j_{24}}\left(2 j_{13}+1\right)\left(2 j_{24}+1\right)\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{12} \\
j_{3} & j_{4} & j_{34} \\
j_{13} & j_{24} & j
\end{array}\right\} & \left\{\begin{array}{ccc}
j_{1} & j_{2} & \bar{j}_{12} \\
j_{3} & j_{4} & \bar{j}_{34} \\
j_{13} & j_{24} & j
\end{array}\right\}= \\
& \frac{1}{\left(2 j_{12}+1\right)\left(2 j_{34}+1\right)} \delta_{j_{12}, \bar{j}_{12}} \delta_{j_{34}, \bar{j}_{34}} \tag{1.66}
\end{align*}
$$

So, we can see that $6 j$-symbols play a leading role between the $3 n j$-symbols because from those we can derive all the other ones.

### 1.3 Racah-Wigner calculus for general Lie groups

One can extend the definitions of CGCs, $3 j, 6 j, 9 j$-symbols given in the previous section to a generic Lie group. Here, we consider the Racah coefficients and $6 j$-symbols which are particularly significant in Racah-Wigner calculus, as observed in the previous section.

Given three tensorial or projective (i.e. tensorial irreps for the universal covering group) irreps $\left[\lambda_{1}\right],\left[\lambda_{2}\right]$ and $\left[\lambda_{3}\right]$ of a (classical) Lie group $G$, we define the Racah coefficients as the elements of a unitary matrix between bases with two different coupling orders of $\left[\lambda_{1}\right],\left[\lambda_{2}\right]$ and $\left[\lambda_{3}\right]$. A new major difficulty becomes now the crucial point of the question: the mutiplicity. In fact, the generic decomposition of tensor product of irreducible representations it is not multiplicity-free and we need additional labels to spot such coefficients in the multiplicity space. Thus, denoted by $\left\{\lambda_{1} \lambda_{2} \lambda_{12}\right\},\left\{\lambda_{2} \lambda_{3} \lambda_{23}\right\},\left\{\lambda_{1} \lambda_{23} \lambda\right\}$ and $\left\{\lambda_{1} \lambda_{23} \lambda\right\}$ the multiplicities of $\left[\lambda_{12}\right]$ in $\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right],\left[\lambda_{23}\right]$ in $\left[\lambda_{2}\right] \otimes\left[\lambda_{3}\right],[\lambda]$ in $\left[\lambda_{12}\right] \otimes\left[\lambda_{3}\right]$ and $[\lambda]$ in $\left[\lambda_{1}\right] \otimes\left[\lambda_{23}\right]$ respectively, and by $\left|\left(\lambda_{1} \lambda_{2}\right) \lambda_{12}, \lambda_{3} ; \lambda \lambda^{\prime}\right\rangle^{t_{12} t},\left|\lambda_{1}\left(\lambda_{2} \lambda_{3}\right) \lambda_{23} ; \lambda \lambda^{\prime}\right\rangle^{t_{23} t^{\prime}}$ the base vectors corresponding to the different orders of coupling, we have

$$
\begin{equation*}
\left|\left(\lambda_{1} \lambda_{2}\right) \lambda_{12}, \lambda_{3} ; \lambda \lambda^{\prime}\right\rangle^{t_{12} t}=\sum_{\lambda_{23}, t_{23}, t^{\prime}} U\left(\lambda_{1} \lambda_{2} \lambda \lambda_{3} ; \lambda_{12} \lambda_{23}\right)_{t_{23} t^{\prime}}^{t_{12} t}\left|\lambda_{1}\left(\lambda_{2} \lambda_{3}\right) \lambda_{23} ; \lambda \lambda^{\prime}\right\rangle^{t_{23} t^{\prime}} \tag{1.67}
\end{equation*}
$$

where $t_{12}=1,2, \ldots,\left\{\lambda_{1} \lambda_{2} \lambda_{12}\right\}, t_{23}=1,2, \ldots,\left\{\lambda_{2} \lambda_{3} \lambda_{23}\right\}, t=1,2, \ldots,\left\{\lambda_{12} \lambda_{3} \lambda\right\}$ and $t^{\prime}=$ $1,2, \ldots,\left\{\lambda_{1} \lambda_{23} \lambda\right\}$ are four multiplicity labels. The Racah coefficients satisfy the following unitary conditions:

$$
\begin{align*}
& \sum_{\lambda_{23}, t_{23}, t^{\prime}} U\left(\lambda_{1} \lambda_{2} \lambda \lambda_{3} ; \lambda_{12} \lambda_{23}\right)_{t_{23} t^{\prime}}^{t_{12} t} U\left(\lambda_{1} \lambda_{2} \lambda \lambda_{3} ; \bar{\lambda}_{12} \lambda_{23}\right)_{t_{23} t^{\prime}}^{s_{12} s}=\delta_{t_{12} s_{12}} \delta_{t s} \delta_{\lambda_{12} \bar{\lambda}_{12}}  \tag{1.68}\\
& \sum_{\lambda_{23}, t_{12}, t} U\left(\lambda_{1} \lambda_{2} \lambda \lambda_{3} ; \lambda_{12} \lambda_{23}\right)_{t_{23} t^{\prime}}^{t_{12} t} U\left(\lambda_{1} \lambda_{2} \lambda \lambda_{3} ; \bar{\lambda}_{12} \lambda_{23}\right)_{s_{23} s^{\prime}}^{t_{12} t}=\delta_{t_{23} s_{23}} \delta_{t^{\prime} s^{\prime}} \delta_{\lambda_{23} \bar{\lambda}_{23}} \tag{1.69}
\end{align*}
$$

General $6 j$-symbols are defined in analogy to the cases $S U(2)$ and $S O(3)$ in terms of general $U$ coefficients, given in (1.67), by

$$
\left\{\begin{array}{ccc}
\lambda_{1} & \lambda_{2} & \lambda_{12}  \tag{1.70}\\
\lambda_{3} & \lambda & \lambda_{23}
\end{array}\right\}_{t_{23} t^{\prime}}^{t_{12} t}=\frac{1}{\sqrt{D_{\lambda_{12}} D_{\lambda_{23}}}} U\left(\lambda_{1} \lambda_{2} \lambda \lambda_{3} ; \lambda_{12} \lambda_{23}\right)_{t_{23} t^{\prime}}^{t_{12} t}
$$

where $D_{\lambda}$ represents the dimension of the (tensor or projective) irrep $[\lambda]$ of the Lie group $G$.

A generalized $6 j$-tetrahedron may also be defined, with the edges labelled by combinatorial patterns describing the involved irreps. The definition of a suitable ordering relation between such patterns allows us to establish the selection rules, i.e. when Racah coefficients vanish, and give the $6 j$-symbol symmetry properties.

Usually Racah coefficients can be obtained by using a knowledge of a few simple case to get through the extension of the Biedenharn-Elliot sum rule. This bootstrap method was developed by Bickesrstaff and Wybourne [66], Searle and Butler [67]. There are also many other methods. For example, generating functions can be used in some special cases [68], isoscalar factors can be constractively used in some cases [69], and in other situations we need to use the mathematical structure inherent the particular physical problem [11, 70, 71].

Here, we would like to emphasize the works of Kramer [15] and Chen et al [72]. They used the Schur-Weyl duality relation between $\mathfrak{S}_{f}$ and the unitary group $U(n)$, which enable them to derive $U(n)$ Racah coefficients from subduction coefficients of $\mathfrak{S}_{f}$. We develop such ideas in the next chapter with particular regard to Brauer centralizer algebras which allow us an unified approach to Racah-Wigner calculus for classical Lie groups.

## Chapter 2

## Schur-Weyl Duality

An overview of Schur-Weyl duality for classical Lie groups is presented. In section 1 , we describe the centralizer algebras for unitary, orthogonal and symplectic groups an their quantum deformations. In section 2, we focus on Brauer algebras and their duality with orthogonal and symplectic groups. In section 3, we highlight the equivalence between the coupling issue for Lie groups and the subduction problem for centralizer algebras, via results of the invariant theory.

### 2.1 Classical Schur-Weyl duality

### 2.1.1 Schur's double-centralizer result

Consider the vector space $V=\mathbb{C}^{n}$. The simmetric group $\mathfrak{S}_{r}$ acts naturally on its $r$-fold tensor power $V^{\otimes r}$, by permuting the tensor positions. This action obviously commutes with the natural action of $G L_{n}=G L_{n}(\mathbb{C})$, acting by matrix multiplication in each tensor position. So we have a $\mathbb{C} G L_{n}-\mathbb{C}_{n}$ bimodule structure on $V^{\otimes r}$ (here $\mathbb{C} G$ as usual denotes the group algebra of a group $G$ ). In 1927, Schur [13] proved that the image of each group algebra under its representation equals the full centralizer algebra for the other action. More precisely, if we name the representations as follows

$$
\begin{equation*}
\mathbb{C} G L_{n} \xrightarrow{\pi} \operatorname{End}\left(V^{\otimes r}\right) \stackrel{\omega}{\longleftrightarrow} \mathbb{C} \mathfrak{G}_{r} \tag{2.1}
\end{equation*}
$$

then we have equalities

$$
\begin{gather*}
\pi\left(\mathbb{C} G L_{n}\right)=\operatorname{End}_{\mathfrak{S}_{r}}\left(V^{\otimes r}\right)=\left\{T \in \operatorname{End}\left(V^{\otimes r}\right) \mid T g v=g T v, \forall g \in \mathfrak{S}_{r}, \forall v \in V^{\otimes r}\right\}  \tag{2.2}\\
\omega\left(\mathbb{C} \mathfrak{S}_{r}\right)=\operatorname{End}_{G L_{n}}\left(V^{\otimes r}\right)=\left\{T \in \operatorname{End}\left(V^{\otimes r}\right) \mid T g v=g T v, \forall g \in G L_{n}, \forall v \in V^{\otimes r}\right\} . \tag{2.3}
\end{gather*}
$$

(Here, for a given set $S$ operating on a vector space $T$ through linear endomorphisms, $E n d_{S}(T)$ denotes the set of linear endomorphisms of $T$ commuting with each endomorphism coming from $S$.)

Results of Carter-Lusztig [73] and J. A. Green [74] et al. show that all the above statements remain true if one replaces $\mathbb{C}$ by arbitrary infinite field $\mathbb{K}$.

### 2.1.2 Schur algebras

The finite-dimensional algebra in (2.2) is known as Schur algebra, and often denoted by $S_{\mathbb{C}}(n, r)$ or simply $S(n, r)$. The Schur algebra "sees" the part of the rational representation theory of the algebric group $G L_{n}(\mathbb{C})$ occurring (in some appropriate sense) in $V^{\otimes r}$. More precisely, there is an equivalence between $r$-homogeneous polynomial representations of $G L_{n}(\mathbb{C})$ and $S_{\mathbb{C}}(n, r)$-invariant irreducible spaces. Those representations (as $r$ varies) determine all finite-dimensional rational representations.

The representation $\omega$ in (2.1) is faithful if $n \geq r$, so $\omega$ induces an isomorphism

$$
\begin{equation*}
\mathbb{C S}_{r} \simeq \operatorname{End}_{G L_{n}}\left(V^{\otimes r}\right)=\operatorname{End}_{S_{\mathbb{C}}(n, r)}\left(V^{\otimes r}\right) \quad(n \geq r) \tag{2.4}
\end{equation*}
$$

This leads to intimate connections between polynomial representations of $G L_{n}(\mathbb{C})$ and representations of $\mathbb{C} \mathfrak{S}_{r}$, a theme that has been exploited by many authors in recent years. Such connections become particularly interesting if the characteristic of the field is different from zero $[75,76]$. Perhaps the most dramatic example of this is the result of Erdmann [77] (building on the previous work of Donkin and Ringel) which shows that knowing decomposition numbers for all symmetric groups in positive characteristic will determine the decomposition numbers for general linear groups in the same characteristic. Conversely, James [78] had already shown that the decomposition matrix for a symmetric group is a sub matrix of the decomposition matrix for an appropriate Schur algebra. Thus the (still open) general
problem of determining the modular characters of symmmetric groups is equivalent to the similar problem for general linear groups (over infinite fields).

### 2.1.3 The enveloping algebra approach

Return to the basic setup, over $\mathbb{C}$. One may differentiate the action of the Lie group $G L_{n}(\mathbb{C})$ to obtain an action of its Lie algebra $\mathfrak{g l}_{n}$. Replacing the representation $\pi$ in (2.1) by its derivative representation $d \pi: \mathfrak{U}\left(\mathfrak{g l}_{n}\right) \rightarrow \operatorname{End}\left(V^{\otimes r}\right)$ leads to the following alternative statements of Schur's result:

$$
\begin{gather*}
d \pi\left(\mathfrak{U}\left(\mathfrak{g l}_{n}\right)\right)=\operatorname{End}_{\mathfrak{S}_{r}}\left(V^{\otimes r}\right)  \tag{2.5}\\
\omega\left(\mathbb{C S}_{r}\right)=\operatorname{End}_{\mathfrak{g l}_{n}}\left(V^{\otimes r}\right) \tag{2.6}
\end{gather*}
$$

In particular, the Schur algebra (over $\mathbb{C}$ ) is a homomorphic image of $\mathfrak{U}\left(\mathfrak{g l}_{n}\right)$. All of this works over an arbitrary integral domain $K$ if we replace $\mathfrak{U}\left(\mathfrak{g l}_{n}\right)$ by its "hyperalgebra" $\mathfrak{U}_{K}=K \otimes_{\mathbb{Z}} \mathfrak{U}_{\mathbb{Z}}$ obtained by change of ring from a suitable $\mathbb{Z}$-form of $\mathfrak{U}\left(\mathfrak{g l}_{n}\right)$ [79]. (One can adapt the Konstant $\mathbb{Z}$-form, originally defined for the enveloping algebra of a semisimple Lie algebra, to the reductive $\mathfrak{g l}_{n}$.)

### 2.1.4 The quantum case

Jimbo [80] extended the results of the previous subsection to the quantum case (where the quantum parameter is not a root of unity). One needs to replace $\mathfrak{S}_{r}$ by the Iwahory-Hecke algebra $\mathbf{H}\left(\mathfrak{S}_{r}\right)$ and replace $\mathfrak{U}\left(\mathfrak{g l}_{n}\right)$ by the quantized enveloping algebra $\mathbf{U}\left(\mathfrak{g l}_{n}\right)$. The analogue of the Schur algebra in this context is known as the $q$-Schur algebra, often denoted by $\mathbf{S}(n, r)$ or $\mathbf{S}_{q}(n, r)$. Dipper and James [81] have shown that $q$-Schur algebras are fundamental for the modular representation theory of finite general linear groups.

As many authors have observed, the picture in subsection 2.1.1 can also be quantized. For that one needs a suitable quantization of the coordinate algebra of the algebraic group $G L_{n}$.

There is a completely different (geometric) construction of $q$-Schur algebras given in [82].


Figure 2.1: Example of a graph with $\mathbb{V}_{f}$ as set of vertices and $f=6$.

## $2.2 \mathfrak{B}_{f}(\epsilon n)-O(n)$ and $S p_{2 n}$ duality

### 2.2.1 Brauer centralizer algebras

Let $f \in \mathbb{N}_{+}$be fixed. Denote by $\mathbb{V}_{f}$ the datum of $2 f$ spots in a plane, arranged in two rows, one upon the other, each one of $f$ aligned spots. Then consider the graphs with $\mathbb{V}_{f}$ as set of vertices and $f$ edges, such that each vertex belongs to exactly one edge. Figure 2.1 shows an example of such a graph for $f=6$. Such graphs are named $f$-diagrams, denoting by $\Delta_{f}$ the set of all of them. In general, we shall denote them by bold roman letters. These set of the $f$-diagrams has the same cardinality of the set of the pairings of $2 f$ elements, hence $\left|\Delta_{f}\right|=(2 f-1)!!=(2 f-1) \cdot(2 f-3) \cdots 5 \cdot 3 \cdot 1$.

We shall label the vertices in $\mathbb{V}_{f}$ in two ways: either we label the spots in the upper row with the numbers $1^{+}, 2^{+}, \ldots, f^{+}$, in their natural order from left to right, and the spots in the lower row with the numbers $1^{-}, 2^{-}, \ldots, f^{-}$, again from left to right, or we label them by setting $i$ for $i^{+}$and $f+j$ for $j^{-}$(for all $i, j \in\{1,2, \ldots, f\}$ ). Thus an $f$-diagram can also be described by specifying its set of edges: for instance, the 6-diagram in figure 2.1 is given by $\left\{\left\{1^{+}, 4^{+}\right\},\left\{3^{-}, 5^{+}\right\},\left\{2^{+}, 4^{-}\right\},\left\{5^{-}, 6^{+}\right\},\left\{2^{-}, 6^{-}\right\},\left\{3^{+}, 1^{-}\right\}\right\}$. In general, given $f$-tuples $\mathbf{i}=\left(i_{1}, i_{2}, \ldots, i_{f}\right)$ and $\mathbf{j}=\left(j_{1}, j_{2}, \ldots, j_{f}\right)$ such that $\left\{i_{1}, \ldots, i_{f}\right\} \cup\left\{j_{1}, \ldots, j_{f}\right\}=\mathbb{V}_{f}$, we call $\mathbf{d}_{\mathbf{i}, \mathbf{j}}$ the $f$-diagram obtained by joining $i_{k}$ to $j_{k}$, for each $k=1,2, \ldots, f$. So, the above diagram is $\mathbf{d}_{\mathbf{i}, \mathbf{j}}$ for $\mathbf{i}=\left\{1^{+}, 2^{+}, 3^{+}, 5^{+}, 6^{+}, 2^{-}\right\}, \mathbf{j}=\left\{4^{+}, 4^{-}, 1^{-}, 3^{-}, 5^{-}, 6^{-}\right\}$.

When looking at the edges of an $f$-diagram, we shall distinguish between those which link two vertices in the same row (upper or lower), which are named horizontal edges
or simply bars, and those which link two vertices in different rows, to be called vertical edges. Clearly, any $f$-diagram $\mathbf{d}$ has the same number of bars in the upper row and in the lower row: if this number is $k$, we shall say that $\mathbf{d}$ is a $k$-bar $(f$-)diagram. Then, letting $\Delta_{f, k}=\left\{\mathbf{d} \in \Delta_{f} \mid \mathbf{d}\right.$ is a $k$-bar diagram $\}$ we have $\Delta_{f}=\bigcup_{k=1}^{[f / 2]} \Delta_{f, k}$.

Let $\mathbf{d}$ be an $f$-diagram. With "bar structure of the upper row" (respectively "lower row") of $\mathbf{d}$ we shall mean the datum of the bars in the upper (respectively lower) row of $\mathbf{d}$, in their mutual positions. To put it in a nutshell, we shall use such terminology as "upper bar structure", (respectively "lower bar structure") of d - to be denoted with ubs(d) (respectively lbs(d) - and "bar structure of $\mathbf{d}$ " - to be denoted with bs(d) - to mean the datum of both upper and lower bar structures of $\mathbf{d}$, that is $\mathrm{bs}(\mathbf{d})=(\mathrm{ubs}(\mathbf{d}), \mathrm{lbs}(\mathbf{d}))$. Note that any upper or lower bar structure may be described by a one-row graph of vertices, arranged on a horizontal line, and some edges (the bars) joining them pairwise, so that each vertex belongs to at most one edge. Following Kerov [83], such a graph will be called a $k$-bar $f$-junction, or $(f, k)$-junction, where $f$ is its number of vertices and $k$ its number of edges. We denote the set of $(f, k)$-junctions by $J_{f, k}$. Then clearly $\left|J_{f, k}\right|=\binom{2 f}{k}(2 k-1)!!$.

Any $\mathbf{d} \in \Delta_{f, k}$ has exactly $f-2 k$ vertices in its upper row, and $f-2 k$ vertices in its lower row which are pairwise joined by its $f-2 k$ vertical edges. Let us label with $1,2, \ldots, f-2 k$ from left to right the vertices in the upper row, and do the same in the lower row. Then there exists a unique permutation $\sigma=\sigma(\mathbf{d}) \in \mathfrak{S}_{f-2 k}$ - to be called the "permutation structure", or "symmetric (group) part", of $\mathbf{d}$ - such that $\sigma(i)$ is the label of the lower row vertex of the vertical edge whose upper row vertex is labelled with $i$.

The outcome is that the mapping $\mathbf{d} \mapsto(\sigma(\mathbf{d})$, bs $(\mathbf{d}))$ sets a bijection

$$
\begin{equation*}
\Delta_{f, k} \longrightarrow \mathfrak{S}_{f-2 k} \times\left(J_{f, k} \times J_{f, k}\right) \tag{2.7}
\end{equation*}
$$

and patching together these maps for all $k$ gives a bijection $\Delta_{f} \longrightarrow \bigcup_{k=1}^{[f / 2]} \mathfrak{S}_{f-2 k} \times\left(J_{f, k} \times 2\right)$.
Let $\mathfrak{B}_{f}(x)$ be the $\mathbb{C}$-vector space with basis $\Delta_{f}$; one can introduce a product in $\mathfrak{B}_{f}(x)$ by defining the product of $f$-diagrams and extending by linearity. So for all $\mathbf{a}, \mathbf{b} \in \Delta_{f}$ define the product $\mathbf{a} \cdot \mathbf{b}=\mathbf{a b}$ as follows. First, draw $\mathbf{b}$ below $\mathbf{a}$; second, connect the $i$ th lower vertex of $\mathbf{a}$ with the $i$ th upper vertex of $\mathbf{b}$; third, let $C(\mathbf{a}, \mathbf{b})$ be the number of cycles in the new graph obtained in the second step and let $\mathbf{a} * \mathbf{b}$ be this graph, pruning out the


Figure 2.2: Example of product of two 5-diagrams.
cycles; then $\mathbf{a} * \mathbf{b}$ is a new $f$-diagram, and we set $\mathbf{a b}=x^{C(\mathbf{a}, \mathbf{b})} \mathbf{a} * \mathbf{b}$. In figure 2.2 we show an example of product 5 -diagrams following the definition previously given.

It is well-known that such a definition endows $\mathfrak{B}_{f}(x)$ with a structure of unital associative $\mathbb{C}$-algebra: this is the Brauer algebra, in its "abstract" form (see for instance [84]). The centralizer algebra originally considered by Brauer in the framework of invariant theory is related to this one.

Note that for $\mathbf{a}, \mathbf{b} \in \Delta_{f}$, the upper (respectively lower) bar structure of $\mathbf{a} * \mathbf{b}$ "contains" that of $\mathbf{a}$ (respectively $\mathbf{b}$ ). In particular, if $\mathbf{a} \in \Delta_{f, a}$ and $\mathbf{b} \in \Delta_{f, b}$ this gives $\mathbf{a} * \mathbf{b} \in \Delta_{f, \max (a, b)}$.

### 2.2.2 Brauer algebras generators and relations

Besides the construction above, we can give the Brauer algebra a presentation by generators and relations. From the previous subsection we know that $\mathfrak{B}_{f}(x)$ contains a copy of the symmetric group on $f$ elements. Moreover, for any pair of distinct indices $i, j \in\{1,2, \ldots, f\}$ we define $e_{i, j}$ to be the $f$-diagram with a bar joining $i^{+}$with $j^{+}$, a bar joining $i^{-}$with $j^{-}$, and one vertical edge joining $k^{+}$with $k^{-}$for all $k\{1,2, \ldots, f\} \backslash\{i, j\}$. By definition, $e_{i, j} \in \Delta_{f, 1}$. For instance, $e_{3,6} \in \Delta_{7,1}$ is represented in figure 2.3. The following theorem provides a presentation of Brauer algebras by generators and relations.


Figure 2.3: Graphical representation for $e_{3,6} \in D_{7,1}$.

Theorem 2.2.1. $\mathfrak{B}_{f}(x)$ is the associative $\mathbb{C}$-algebra with generators $\mathbf{d}_{\sigma}$, which are in bijection with the elements of $\mathfrak{S}_{f}$, and elements $e_{i, j}$, for all $i, j=1,2, \ldots, f$ and $i \neq j$, satisfying the relations

$$
\begin{align*}
e_{i, j} & =e_{j, i} \\
\mathbf{d}_{\sigma} e_{i, j} \mathbf{d}_{\sigma^{-1}} & =e_{\sigma(i), \sigma(j)} \\
e_{i, j} e_{h, k} & =e_{h, k} e_{i, j} \\
e_{i, j} e_{j, k} & =e_{i, j} \mathbf{d}_{(i k)}  \tag{2.8}\\
e_{i, j}^{2} & =x e_{i, j} \\
e_{i, j} & =e_{i, j} \mathbf{d}_{(i, j)} \\
\mathbf{d}_{\sigma} \mathbf{d}_{\tau} & =\mathbf{d}_{\sigma \tau}
\end{align*}
$$

for all $i, j, h, k \in\{1,2, \ldots, f\}$ such that $|\{i, j, h, k\}|=4$ and for all $\sigma, \tau \in \mathfrak{S}_{f}$.
Similar presentations are also available, which use a proper subset of the generators involved in the previously theorem [85].

Thus the theorem just given above means that $\mathfrak{B}_{f}(x)$ is generated by $\Delta_{f, 0}$ and $\Delta_{f, 1}$; even more, since $\Delta_{f, 1}$ is a single $\Delta_{f, 0}$-orbit (i.e. $\mathfrak{S}_{f}$-orbit), it is enough to take only one 1-bar $f$-diagram, so $\mathfrak{B}_{f}(x)$ is generated, for instance, by $\Delta_{f, 0} \cup\left\{e_{1,2}\right\}$.

In particular, for any $\mathbf{d} \in \Delta_{f, k}$ there exist unique $\mathbf{d}_{\sigma}, \mathbf{d}_{\rho} \in \Delta_{f, 0}$ such that $\mathbf{d}=$ $\mathbf{d}_{\sigma} e_{1,2} \cdots e_{2 k-1,2 k} \mathbf{d}$; moreover, we can choose such $\sigma$ and $\rho$ so that they do not invert any of the pairs $(1,2),(3,4), \ldots,(2 k-1,2 k)$. Then given such a factorization of $\mathbf{d}$ we may define the sign of $\mathbf{d}$ to be $\varepsilon(\mathbf{d})=\operatorname{sgn}(\sigma) \cdot(-1)^{k} \cdot \operatorname{sgn}(\rho)$.

### 2.2.3 Schur-Weyl duality

Brauer [14] introduced the algebra $\mathfrak{B}_{f}(x)$ in 1936 to describe the invariants of orthogonal and symplectic groups acting on $V^{\otimes r}$. (Brauer's convenctions were slightly different; we are here following the approach of Hanlon and Wales [86], who pointed out that $\mathfrak{B}_{f}(-n)$ is isomorphic with the algebra defined by Brauer to deal with the symplectic case.)

Let $G$ be $O(n)$ or $S p(n)$, when $n$ is even number. By restricting the action $\rho$ considered in (2.1) we have an action of $G$ on $V^{\otimes r}$. One can extend the action of $\mathfrak{S}_{r}$ to an action of $\mathfrak{B}_{f}(\epsilon n)$ (over $\mathbb{C}$ ) on $V^{\otimes r}$, where $\epsilon=1$ if $G=O(n)$ and $\epsilon=-1$ if $G=S p(n)$. To do this, it is enough to specify the action of the diagram $e_{i, j}$. This acts on $V^{\otimes r}$ as one of Weyl's contraction maps contracting in tensor positions $i$ and $j$. So we have (commuting) representations

$$
\begin{equation*}
\mathbb{C} G \xrightarrow{\pi} \operatorname{End}\left(V^{\otimes r}\right) \stackrel{\omega}{\longleftrightarrow} \mathfrak{B}_{r}(\epsilon n) \tag{2.9}
\end{equation*}
$$

which sotisfy Schur-Weyl duality; i.e., the image of each representation equals the full centralizer algebra of the other action

$$
\begin{align*}
& \pi(\mathbb{C} G)=\operatorname{End}_{\mathfrak{B}_{r}(\epsilon n)}\left(V^{\otimes r}\right)  \tag{2.10}\\
& \omega\left(\mathfrak{B}_{r}(\epsilon n)\right)=\operatorname{End}_{G}\left(V^{\otimes r}\right) . \tag{2.11}
\end{align*}
$$

The algebras in equation (2.10) are the orthogonal and the symplectic Schur algebras [87, 88, 89].

If $n \geq r-1$ the rapresentation $\pi$ in (2.9) is faithful [90]; thus it induces an isomorphism $\mathfrak{B}_{r}(\epsilon n) \simeq \operatorname{End}_{G}\left(V^{\otimes r}\right)$.

### 2.2.4 Schur-Weyl duality in type $D$

In type $D_{n / 2}$ ( $n$ even) the orthonormal group $O(n)$ is not connected, and contains the connected semisimple group $S O(n)$ (special orthogonal group) as subgroup of index 2 . In order to handle this situation Brauer [91] defined a larger algebra $\mathfrak{D}_{r}(n)$ spanned by the usual $r$-diagrams previously defined, together with certain partial $r$-diagrams on $2 r$ vertices and $r-n$ edges, in which $n$ vertices in each of the top and bottom rows are not incident
to any edge, and showed that te action of $\mathfrak{B}_{r}(n)$ can be extended to an action of the larger algebra $\mathfrak{D}_{r}(n)$ on $V^{\otimes r}$. Thus we have rapresentations

$$
\begin{equation*}
\mathbb{C S O}(n) \xrightarrow{\pi} \operatorname{End}\left(V^{\otimes r}\right) \stackrel{\omega}{\longleftrightarrow} \mathfrak{D}_{r}(\epsilon n) . \tag{2.12}
\end{equation*}
$$

Brauer showed that the actions of $S O(n)$ and $\mathfrak{D}_{r}(n)$ on $V^{\otimes r}$ satisfy Schur-Weyl duality:

$$
\begin{align*}
& \pi(\mathbb{C S O}(n))=\operatorname{End}_{\mathfrak{D}_{r}(\epsilon n)}\left(V^{\otimes r}\right)  \tag{2.13}\\
& \omega\left(\mathfrak{D}_{r}(\epsilon n)\right)=\operatorname{End}_{S O(n)}\left(V^{\otimes r}\right) . \tag{2.14}
\end{align*}
$$

The algebra (2.13) is a second Schur algebra in type $D$, a proper subalgebra of the algebra $E n d_{\mathfrak{B}_{r}(n)}\left(V^{\otimes r}\right)$ apparing in (2.10) above.

### 2.2.5 The quantum case

There is a $q$-version of the Schur-Weyl duality considered in this section, although not as developed as in type $A$. One needs to replace the Brauer algebra by its $q$-analogue, the Birman-Murakami-Wenzl (BMW) algebra [92, 93], and replace the enveloping algebra by a suitable quantized enveloping algebra. One can think of the BMW algebra in terms of Kauffman's tangle monoid [94, 95]. (Roughly speaking, tangles are replacements for Brauer diagrams, in which one keeps track of under and over crossing, subject to certain natural relations.)

This leads to a $q$-analogue of the symplectic Schur algebras, in particular, which have been studied by Oehms [96]. A $q$-analogue of the larger algebra $\mathfrak{D}_{r}(n)$ ( $n$ even) considered in the previous subsection remains to be formulated.

### 2.3 The subduction problem and Racah coefficients

### 2.3.1 Reduction coefficients

Let $A$ be an algebra and $H \subset A$ a subalgebra. Given an irreducible representation $\rho$ of $A$, we have that it is, in general, a reducible representation for $H$. Finding which
irreducible representations of $H$ are contained in $\rho$ is an outstanding issue in Representation Theory. It is frequently named reduction problem and denoted by

$$
\begin{equation*}
\rho \downarrow H=\bigoplus_{\nu}\{\rho ; \nu\} \nu=\bigoplus_{\nu} \rho \downarrow \nu \tag{2.15}
\end{equation*}
$$

where $\nu$ is an irreducible representation of $H$ and $\{\rho ; \nu\}$ (sometimes called Clebsch-Gordan series for the reduction) counts the number of times that $\nu$ appears in $\rho$ (i.e. the multiplicity for $\rho \downarrow \nu)$.

Fixed a standard base for $\rho$, i.e. $\{|\rho ; r\rangle\}$ (where $r$ is a suitable labelling scheme for the base vectors), normally associated to a Gelfand-Tzetlin chain of $G$, the base which reduces $\rho$ in a block diagonal form is called non-standard base and denoted by $\{|\nu ; n\rangle\}$. The matrix transforming between non-standard and standard basis defined by

$$
\begin{equation*}
|\nu ; n\rangle_{\eta}=\sum_{r}\langle\rho ; r \mid \nu ; n\rangle_{\eta}|\rho ; r\rangle \tag{2.16}
\end{equation*}
$$

where $\eta$ is a multiplicity label, is called reduction metrix and $\langle\rho ; r \mid \nu ; n\rangle_{\eta}$ are the reduction coefficients.

Obviously, the previous definitions can also be given for groups and subgroups.

### 2.3.2 Subduction coefficients

Subduction coefficients are reduction coefficients for certain algebras and subalgebras or groups and subgroups. In particular,

- reduction coefficients for the symmetric group algebras $\mathbb{C} \mathfrak{S}_{n}$ and the group subalgebras $\mathbb{C}\left(\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}\right)$, with $n_{1}+n_{2}=n$, are called subduction coefficients of symmetric groups;
- reduction coefficients for the Brauer algebras $\mathfrak{B}_{f}(x)$ and the subalgebras given by $\mathfrak{B}_{f_{1}}(x) \times \mathfrak{B}_{f_{2}}(x)$, with $f_{1}+f_{2}=f$, are called subduction coefficients of Brauer algebras;
- reduction coefficients for the quantum deformation algebras of $\mathbb{C} \mathfrak{S}_{n}, \mathbf{H}\left(\mathfrak{S}_{n}\right)$, and the quantum subalgebras given by $\mathbf{H}\left(\mathfrak{S}_{n_{1}}\right) \times \mathbf{H}\left(\mathfrak{S}_{n_{2}}\right)$, with $n_{1}+n_{2}=n$, are called subduction coefficients of type A Iwahori-Hecke algebras;
- reduction coefficients for the quantum deformation algebras of $B_{f}(x), \mathbf{B W}\left(\mathfrak{B}_{f}(x)\right)$, and the quantum subalgebras given by $\mathbf{B W}\left(\mathfrak{B}_{f_{1}}(x)\right) \times \mathbf{B W}\left(\mathfrak{B}_{f_{2}}(x)\right)$, with $f_{1}+f_{2}=f$, are called subduction coefficients of Birman-Wenzl algebras.


### 2.3.3 Racah coefficients

Schur-Weyl duality provides a link between the Racah coefficients of a classical Lie group $G$ and the subduction coefficients for the centralizer algebra of $G[16]$. For example, if $G$ is the orthogonal group $O(n)$ or the symplectic group $S p(2 m)$, the corresponding centralizer algebras are quotients of Brauer's $\mathfrak{B}_{f}(n)$ or $\mathfrak{B}_{f}(-2 m)$, respectively. A special class of Young diagrams (usually introduced to describe the corresponding Gelfand-Tzetlin patterns) is necessary, as defined in [97]. Denoted by $P_{\mu}(n)$ the dimension of the irreducible representation $\mu$ of $O(n)$, a Young diagram $\lambda$ is said to be $n$-pemissible if $P_{\mu}(n) \neq 0$ for all subdiagrams $\mu \subseteq \lambda$, where the subdiagrams $\mu$ can be obtained from $\lambda$ by taking away appropriate boxes. If $n$ is an integer, $\lambda$ is $n$-permissible if and only if:

1. its first two columns contain at most $n$ boxes, for $n$ positive;
2. it contains at most $m$ columns, for $n=-2 m$ a negative even integer;
3. its first two rows contain at most $2-n$, for $n$ odd and negative.

If these conditions are satisfied, $\mathfrak{B}_{f}(n)$ is isomorphic to the centralizer algebra of $O(n)$ for $n$ positive, to the centralizer algebras of $O(2-n)$ for $n$ negative and odd, and to the centralizer algebras of $S p(2 m)$ for $n=-2 m<0$. In the following, we always assume that all irreps are $n$-permissible with $n \leq f-1$ for $n>0$ or $-n \leq f-1$ for negative $n$. The latter condition implies that $\mathfrak{B}_{f}(n)$ is to be considered semisimple [98].

Hence, an irrep of the centralizer algebra of $O(n)$ or $S p(2 m)$ is the same irrep of $O(n)$ or $S p(2 m)$. But the labelling schemes of the centralizer algebras of $G$ and $G$ are different. The former is labelled by its Brauer algebra indices, while the latter is labelled by its tensor components.

The invariants for the centralizer algebras of $G$ defined by

$$
\begin{align*}
& U\left(\lambda_{1} \lambda_{2} \lambda \lambda_{3} ; \lambda_{12} \lambda_{23}\right)_{t_{23} t^{\prime}}^{t_{12} t}=\sum_{r_{12} r_{23} r}\langle \left\langle; r \mid \lambda_{12}, \lambda_{3} ; r_{12}, r_{3}\right\rangle_{t}\left\langle\lambda_{12} ; r_{12} \mid \lambda_{1}, \lambda_{2} ; r_{1}, r_{2}\right\rangle_{t_{12}} \\
& \cdot\left\langle\lambda ; r \mid \lambda_{1}, \lambda_{23} ; r_{1}, r_{23}\right\rangle_{t^{\prime}}\left\langle\lambda_{23} ; r_{23} \mid \lambda_{2}, \lambda_{3} ; r_{2}, r_{3}\right\rangle_{t_{23}} \tag{2.17}
\end{align*}
$$

where $\left\langle\lambda ; r \mid \lambda_{1}, \lambda_{2} ; r_{1}, r_{2}\right\rangle_{\eta}$ is the subduction coefficient of the Brauer algebras given by the irreps $[\lambda]$ of $\mathfrak{B}_{f}(x)$ and $\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$ of $\mathfrak{B}_{f_{1}}(x) \times \mathfrak{B}_{f_{2}}(x)\left(r, r_{1}\right.$, and $r_{2}$ being suitable labelling schemes and $\eta$ the multiplicity label), only depend on the irreps $\left[\lambda_{1}\right],\left[\lambda_{2}\right],\left[\lambda_{3}\right],[\lambda],\left[\lambda_{12}\right]$, [ $\lambda_{23}$ ] and does not depend on the other indices. So, the summation in (2.17) can be carried out under fixed $r_{1}, r_{2}$, and $r_{3}$. According to the Schur-Weyl duality relation, (2.17) are also the $U$ coefficients of the group $G$ satisfying the unitary conditions given in the previous chapter. One can thus use (2.17) to caluculate Racah coefficients of $O(n)$ and $S p(2 m)$ from subduction coefficents of Brauer algebras $\mathfrak{B}_{f}(n)$.

We remark that, because $O(n) \subset U(n)$, the centralizer algebras $\mathfrak{B}_{f}(n)$ include the group algebras $\mathbb{C} \mathfrak{S}_{n}$. Therefore, the subduction coefficients of Brauer algebras are the same as those of symmetric groups when there are no trace contractions in the irreps. This implies that the Racah coefficients for $U(n)$ groups are also Racah coefficients for the corresponding irreps of $O(n)$ groups. On the other hand, by solving the general problem of finding subduction coefficients of Brauer algebras, we also solve the problem of finding Racah coefficients for all classical Lie groups.

## Chapter 3

## A systematic approach to the subduction problem in $\mathfrak{S}_{f}$ groups

In this chapter, we develop a combinatoric approach to the subduction problem in symmetric groups and we analyze in detail the linear equation method. In section 1 we provide some background on the subduction problem for symmetric groups and in section 2 we describe the linear equation method, giving the general structure of the resulting equation system (subduction matrix). In section 3 we introduce the subduction graph and in section 4 we relate it to the subduction matrix. The graph provides a graphic description of a minimal set of equations which are sufficient to obtain the trasformation coefficients. We find the solution space as an intersection of suitable linear subspaces of $\mathbb{R}^{f^{\lambda}} \otimes \mathbb{R}^{f^{\lambda_{1}} f^{\lambda_{2}}}$, where $f^{\lambda}, f^{\lambda_{1}}$ and $f^{\lambda_{2}}$ are the dimensions of the irreducible representations involved in the subduction $[\lambda] \downarrow\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$. Finally, in section 5 , we give the general orthonormalized form for the coefficients and we discuss the choice of phases and free factors governing multiplicity separations.

### 3.1 The subduction problem in symmetric groups

The irreducible representations (irreps) of the symmetric group $\mathfrak{S}_{n}$ may be labelled by partitions $[\lambda]$ of $n$, i.e. sequences $\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{h}\right]$ of positive integers such that $\sum_{i=1}^{h} \lambda_{i}=$
$n$ and the $\lambda_{i}$ are weakly decreasing. A partition $[\lambda]$ is usually represented by a Ferrers diagram (or Young diagram) obtained from a left-justified array with $\lambda_{j}$ boxes on the $j$ th row and with the $k$ th row below the $(k-1)$ th row. Standard Young tableaux are generated by filling the Ferrers diagram with the numbers $1, \ldots, n$ in such a way that each number appears exactly once and the numbers are strictly increasing along the rows and down the columns. An orthonormal basis vector of an irrep associated to the partition $[\lambda]$ may be labelled by a standard Young tableau. Such a basis corresponds to the Gelfand-Tzetlin chain $\mathfrak{S}_{1} \subset \mathfrak{S}_{2} \subset \ldots \subset \mathfrak{S}_{n}$ and is usually called the standard basis of $[\lambda]$. We denote this basis by $\mathfrak{S}_{n}$-basis [21].

An alternative orthonormal basis for $[\lambda]$ is the split basis, denoted by $\mathfrak{S}_{n}-\mathfrak{S}_{n_{1}, n_{2}}$ basis [21], with $n_{1}+n_{2}=n$. By definition, such a basis breaks [ $\lambda$ ] (which is, in general, a reducible representation of the direct product subgroup $\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ ) in a block-diagonal form:

$$
\begin{equation*}
[\lambda]=\bigoplus_{\lambda_{1}, \lambda_{2}}\left\{\lambda ; \lambda_{1}, \lambda_{2}\right\}\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right], \tag{3.1}
\end{equation*}
$$

where $\left[\lambda_{1}\right]$ and $\left[\lambda_{2}\right]$ are irreps of $\mathfrak{S}_{n_{1}}$ and $\mathfrak{S}_{n_{2}}$ respectively, and $\left\{\lambda ; \lambda_{1}, \lambda_{2}\right\}$, the ClebschGordan series, counts the number of times (multiplicity) that the irrep $\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$ of $S_{n_{1}} \times S_{n_{2}}$ appears in the decomposition of $[\lambda]$.

The irreps of the subgroup $\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ may be labelled by pairs $(\alpha, \beta)$ of Ferrers diagrams, with $\alpha$ corresponding to an irrep of $\mathfrak{S}_{n_{1}}$ and $\beta$ to an irrep of $\mathfrak{S}_{n_{2}}$. In the same way, each element of the basis is labelled by pairs of standard Young tableaux.

Because the symmetric group $\mathfrak{S}_{n}$ of $n$ elements is generated by the $n-1$ transpositions $g_{i}$ each one interchanges the elements $i$ and $i+1$, it is useful the following definition. Given a standard Young tableau $m$, we define the action $g_{i}(m)$ in the following way: if the tableau obtained from $m$ interchanging the box with $i$ and the box with $i+1$ (keeping the other elements fixed) is another standard Young tableau $m^{(i)}$, we set $g_{i}(m)=m^{(i)}$; else $g_{i}(m)=m$.

The $g_{i}$ acts on the standard basis vectors $|\lambda ; m\rangle$ of the irrep $[\lambda]$ as follows [18]:

$$
g_{i}|\lambda ; m\rangle=\left\{\begin{array}{cl}
\frac{1}{d_{i}(m)}|\lambda ; m\rangle+\sqrt{1-\frac{1}{d_{i}(m)^{2}}}\left|\lambda ; g_{i}(m)\right\rangle & \text { if } g_{i}(m) \neq m  \tag{3.2}\\
|\lambda ; m\rangle & \text { if } g_{i}(m)=m
\end{array},\right.
$$

where $d_{i}(m)$ is the usual axial distance from $i$ to $i+1$ in the standard Young tableau $m$ [101].
The explicit action of the generators $g_{i}\left(i \neq n_{1}\right.$ because $g_{n_{1}}$ is not a generator of $\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ ) on the elements of the $\mathfrak{S}_{n}-\mathfrak{S}_{n_{1}, n_{2}}$-basis directly follows from (3.2). In fact we have

$$
g_{i}\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\{\begin{array}{ll}
\left(g_{i}\left|\lambda_{1} ; m_{1}\right\rangle\right) \otimes\left|\lambda_{2} ; m_{2}\right\rangle & \text { if } 1 \leq i \leq n_{1}-1  \tag{3.3}\\
\left|\lambda_{1} ; m_{1}\right\rangle \otimes\left(g_{i}\left|\lambda_{2} ; m_{2}\right\rangle\right) & \text { if } n_{1}+1 \leq i \leq n-1
\end{array} .\right.
$$

Then, from (3.2) applied to the standard basis vectors of $\left[\lambda_{1}\right]$ and $\left[\lambda_{2}\right]$ respectively, we have the action of the generators of $\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ on the basis vectors $\left|\lambda_{1} ; m_{1}\right\rangle \otimes\left|\lambda_{2} ; m_{2}\right\rangle$.

The subduction coefficients (SDCs) are the entries of the matrix transforming between split and standard basis. Let $\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$ be a fixed irrep of $\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ in $[\lambda] \downarrow$ $\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ and $\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta}$ a generic vector of the split basis (where $m_{1}$ and $m_{2}$ are standard Young tableaux with Ferrers diagram $\lambda_{1}$ and $\lambda_{2}$ respectively, and $\eta$ is the multiplicity label). We may expand such vectors in terms of the standard basis vectors $|\lambda ; m\rangle$ of $[\lambda]$ :

$$
\begin{equation*}
\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta}=\sum_{m}|\lambda ; m\rangle\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta} . \tag{3.4}
\end{equation*}
$$

Thus $\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta}$ are the SDCs of $[\lambda] \downarrow\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$ with given multiplicity label $\eta$.
Because the standard and the split basis vectors are orthogonal, the SDCs satisfy the following unitary conditions

$$
\begin{gather*}
\sum_{m}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2}^{\prime} ; m_{1}, m_{2}^{\prime}\right\rangle_{\eta^{\prime}}=\delta_{\lambda_{2} \lambda_{2}^{\prime}} \delta_{m_{2} m_{2}^{\prime}} \delta_{\eta \eta^{\prime}}  \tag{3.5}\\
\sum_{\lambda_{2} m_{2} \eta}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta}\left\langle\lambda ; m^{\prime} \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta}=\delta_{m m^{\prime}} . \tag{3.6}
\end{gather*}
$$

Notice that in (3.5) we impose orthonormality between two different copies of multiplicity. It is not necessary, but it is the most natural choice. On the other hand, it imposes a precise and explicit form for the SDCs (see section 3.5).

### 3.2 The linear equation method

### 3.2.1 Subduction matrix and subduction space

Using the linear equation method proposed by Chen and Pan [18] for Hecke algebras we may construct a matrix in such a way that the SDCs are the components of the kernel basis vectors.

From (3.3), for $l \in\left\{1,2, \ldots, n_{1}-1\right\}$, we get

$$
\begin{equation*}
\langle\lambda ; m| g_{l}\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\langle\lambda ; m|\left(g_{l}\left|\lambda_{1} ; m_{1}\right\rangle\right) \otimes\left|\lambda_{2} ; m_{2}\right\rangle \tag{3.7}
\end{equation*}
$$

and, writing $\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{\eta}$ and $g_{l}\left|\lambda_{1} ; m_{1}\right\rangle$ in the $\mathfrak{S}_{n}$-basis and $\mathfrak{S}_{n_{1}}$-basis respectively, (3.7) becomes

$$
\begin{equation*}
\sum_{p}\langle\lambda ; m| g_{l}|\lambda ; p\rangle\left\langle\lambda ; p \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\sum_{q}\left\langle\lambda_{1} ; q\right| g_{l}\left|\lambda_{1} ; m_{1}\right\rangle\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; q, m_{2}\right\rangle \tag{3.8}
\end{equation*}
$$

In an analogous way, for $l \in\left\{n_{1}+1, n_{1}+2, \ldots, n-1\right\}$, we get

$$
\begin{equation*}
\sum_{p}\langle\lambda ; m| g_{l}|\lambda ; p\rangle\left\langle\lambda ; p \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\sum_{q}\left\langle\lambda_{2} ; q\right| g_{l}\left|\lambda_{2} ; m_{2}\right\rangle\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, q\right\rangle \tag{3.9}
\end{equation*}
$$

Then, once we know the explicit action of the generators of $\mathfrak{S}_{n_{1}} \times \mathfrak{S}_{n_{2}}$ on the standard basis, (3.8) and (3.9) (written for $l \in\left\{1, \ldots, n_{1}-1, n_{1}+1, \ldots, n-1\right\}$ and all standard Young tableaux $m, m_{1}, m_{2}$ with Ferrers diagrams $\lambda, \lambda_{1}$ and $\lambda_{2}$ respectively) define a linear equation system of the form:

$$
\begin{equation*}
\Omega\left(\lambda ; \lambda_{1}, \lambda_{2}\right) \chi=0 \tag{3.10}
\end{equation*}
$$

where $\Omega\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$ is the subduction matrix and $\chi$ is a vector with components given by the SDCs of $[\lambda] \downarrow\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$. We call the space of the solutions of (3.10), i.e. ker $\Omega\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$, subduction space.

### 3.2.2 Explicit form for the subduction matrix

Denoting by $f^{\lambda}$, $f^{\lambda_{1}}$ and $f^{\lambda_{2}}$ the dimensions of the irreps $[\lambda],\left[\lambda_{1}\right]$ and [ $\lambda_{2}$ ] respectively, (3.10) is a linear equation system with $f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}$ unknowns (the SDCs) and
$(n-2) f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}$ equations. Thus $\Omega\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$ is a rectangular $(n-2) f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}} \times f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}$ matrix with real entries. Using the explicit action of $g_{i}$ given by (3.2), we see that all equations of (3.10) have the form

$$
\begin{gather*}
\alpha_{m, m_{12}}^{(i)}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle-\beta_{m}^{(i)}\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle+ \\
+\beta_{m_{12}}^{(i)}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle=0 \quad \text { if } i \in\left\{1, \ldots, n_{1}-1\right\}  \tag{3.11}\\
\alpha_{m, m_{12}}^{(i)}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle-\beta_{m}^{(i)}\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle+ \\
+\beta_{m_{12}}^{(i)}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, g_{i}\left(m_{2}\right)\right\rangle=0 \quad \text { if } i \in\left\{n_{1}+1, \ldots, n-1\right\} \tag{3.12}
\end{gather*}
$$

where

$$
\begin{align*}
\alpha_{m, m_{12}}^{(i)} & =\frac{1}{d_{i}\left(m_{12}\right)}-\frac{1}{d_{i}(m)}  \tag{3.13}\\
\beta_{m}^{(i)} & =\sqrt{1-\frac{1}{d_{i}^{2}(m)}}  \tag{3.14}\\
\beta_{m_{12}}^{(i)} & =\sqrt{1-\frac{1}{d_{i}^{2}\left(m_{12}\right)}} \tag{3.15}
\end{align*}
$$

Notice that, by definition,

$$
d_{i}\left(m_{12}\right)= \begin{cases}d_{i}\left(m_{1}\right) & \text { if } i<n_{1}  \tag{3.16}\\ d_{i}\left(m_{2}\right) & \text { if } i>n_{1}\end{cases}
$$

### 3.3 Subduction graph

Given two standard Young tableaux $m_{1}$ and $m_{2}$ with the same Ferrers diagram, we say that they are $i$-coupled if $m_{1}=m_{2}$ or if $m_{1}=g_{i}\left(m_{2}\right)$.

If $m_{12}=\left(m_{1}, m_{2}\right)$ is a pair of standard Young tableaux with $k_{1}$ and $k_{2}$ boxes respectively, where $m_{1}$ is filled by integers from 1 to $k_{1}$ and $m_{2}$ from $k_{1}+1$ to $k_{1}+k_{2}$, we define

$$
g_{i}\left(m_{12}\right)= \begin{cases}\left(g_{i}\left(m_{1}\right), m_{2}\right) & \text { if } i<k_{1}  \tag{3.17}\\ \left(m_{1}, g_{i}\left(m_{2}\right)\right) & \text { if } i>k_{1}\end{cases}
$$

(note that the action is not defined for $i=k_{1}$ because $g_{k_{1}}$ is not a generator of $\mathfrak{S}_{k_{1}} \times \mathfrak{S}_{k_{2}}$ ). Thus, denoting as $m_{34}$ another pair $\left(m_{3}, m_{4}\right)$, we say that $m_{12}$ and $m_{34}$ are $i$-coupled if $m_{12}=m_{34}$ or if $g_{i}\left(m_{12}\right)=m_{34}$.


Figure 3.1: 4-layer relative to the partitions ([4, 1]; [1], [3, 1]). Nodes have coordinates given by the lexicografic ordering for Young tableaux with Ferrer diagram $[4,1]$ and for pairs of Young tableaux with Ferrer diagram ([1], $[3,1]$ ). Two distinct 4-coupled nodes are joined by an edge.

Let us now consider the three partitions $\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$ of $k, k_{1}$ and $k_{2}$ respectively, with $k_{1}+k_{2}=k$. We call node each ordered sequence of three standard Young tableaux ( $m ; m_{1}, m_{2}$ ) with Ferrers diagrams $\lambda, \lambda_{1}$ and $\lambda_{2}$ respectively and filled as described in the previous section. We denote it as $\left\langle m ; m_{12}\right\rangle$.

The set of all nodes of $\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$ is called subduction grid (or simply grid). In analogy with the case of standard Young tableaux, we may define the action of $g_{i}$ on a node $n=\left\langle m ; m_{12}\right\rangle$ as

$$
\begin{equation*}
g_{i}(n)=\left\langle g_{i}(m) ; g_{i}\left(m_{12}\right)\right\rangle . \tag{3.18}
\end{equation*}
$$

Then we say that two nodes $n_{1}$ and $n_{2}$ are $i$-coupled if $n_{1}=n_{2}$ or if $n_{1}=g_{i}\left(n_{2}\right)$. Once $i$ is fixed, it is easy to see that the $i$-coupling is an equivalence relation on the grid. Furthermore there are only four possible coupling configurations between nodes:

1. one node $n=\left\langle m ; m_{12}\right\rangle$ is called singlet if $m=g_{i}(m)$ and if $m_{12}=g_{i}\left(m_{12}\right)$;
2. two distinct $i$-coupled nodes $n=\left\langle m ; m_{12}\right\rangle$ and $n^{\prime}=\left\langle m^{\prime} ; m_{12}^{\prime}\right\rangle$ are called vertical bridge if $m_{12}=m_{12}^{\prime}$;


Figure 3.2: Subduction graph relative to ([4, 1]; [1], [3, 1]). It is obtained by the overlap of the 2-layer, 3-layer and 4-layer. Each $i$-layer can be distinguished by the label $(i)$ on the edges.
3. two distinct $i$-coupled nodes $n=\left\langle m ; m_{12}\right\rangle$ and $n^{\prime}=\left\langle m^{\prime} ; m_{12}^{\prime}\right\rangle$ are called horizontal bridge if $m=m^{\prime}$;
4. four distinct nodes $n=\left\langle m ; m_{12}\right\rangle, n^{\prime}=\left\langle m^{\prime} ; m_{12}^{\prime}\right\rangle, n^{\prime \prime}=\left\langle m^{\prime \prime} ; m_{12}^{\prime \prime}\right\rangle$ and $n^{\prime \prime \prime}=\left\langle m^{\prime \prime \prime} ; m_{12}^{\prime \prime \prime}\right\rangle$ such that $n=g_{i}\left(n^{\prime}\right)$ and $n^{\prime \prime}=g_{i}\left(n^{\prime \prime \prime}\right)$ are called crossing if $m \neq m^{\prime}, m_{12} \neq m_{12}^{\prime}$, $m^{\prime \prime} \neq m^{\prime \prime}$ and $m_{12}^{\prime \prime} \neq m_{12}^{\prime \prime \prime}$.

The partition of the grid related to the $i$-coupling relation is called $i$-layer. For each configuration it can be convenient to choose a representative node which we call pole. Given a pole $p$ we denote by $\Gamma^{(i)}(p)$ the set of all nodes in its coupling configuration. For example, in figure 3.1 we show a graphic representation of the 4 -layer for $([4,1] ;[1],[3,1])$. The nodes form a grid and their coordinates are obtained by the ordering number of the relative standard Young tableau (for example the lexicographic ordering [99]). Because each equivalence class is composed at most by two distinct nodes, we represent them as joined by an edge with a label for $i$. By convention, we choose the node on the top and left of the configuration as pole. We can see that $\{\langle 1 ; 1,1\rangle,\langle 2 ; 1,2\rangle,\langle 1 ; 1,2\rangle,\langle 2 ; 1,1\rangle\}$ is a crossing, $\{\langle 1 ; 1,3\rangle,\langle 2 ; 1,3\rangle\}$ is a vertical bridge, $\{\langle 3 ; 1,1\rangle,\langle 3 ; 1,2\rangle\}$ is an example of horizontal bridge and $\{\langle 2 ; 1,3\rangle\}$ a singlet one.

We call subduction graph relative to $\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$ the overlap of all $i$-slides (by overlap between two graphs we mean the graph obtained by identification of the corresponding nodes). More simply, two distinct nodes $n$ and $n^{\prime}$ of the grid are connected by an edge of the subduction graph if $n=g_{i}\left(n^{\prime}\right)$ for some $i$ (notice that if $n$ and $n^{\prime}$ are $i$-coupled and $j$-coupled, then $i=j$ ). In figure 3.2 the subduction graph for ([4, 1];[1], [3, 1]) obtained from the overlap of the 2-layer, the 3-layer and the 4-layer is shown.

### 3.4 Configurations and solutions

The solution of (3.10) can be seen as an intersection of the $n-2$ subspaces of $\mathbb{R}^{f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}}$ described by

$$
\begin{equation*}
\Omega^{(i)}\left(\lambda ; \lambda_{1}, \lambda_{2}\right) \chi=0 \tag{3.19}
\end{equation*}
$$

with $i \in\left\{1, \ldots, n_{1}-1, n_{1}+1, \ldots, n-1\right\}$. We now construct an explicit solution of (3.19), for a fixed $i$, by using the concept of $i$-layer.

It is clear that we can associate each SDC of $[\lambda] \downarrow\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$ to a node of $\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$ in a one-to-one correspondence. Supposed $p=\left\langle m ; m_{12}\right\rangle$ as a fixed pole of a crossing configuration and $\Gamma^{(i)}(p)$ the set of all nodes of such a configuration, the solutions of the equations (3.19), written for each $n \in \Gamma^{(i)}(p)$, are the kernel vectors of the matrix

$$
\Omega_{m ; m_{12}}^{(i)}=\left(\begin{array}{cccc}
\alpha_{m, m_{12}}^{(i)} & -\beta_{m}^{(i)} & \beta_{m_{12}}^{(i)} & 0  \tag{3.20}\\
-\beta_{g_{i}(m)}^{(i)} & \alpha_{g_{i}(m), m_{12}}^{(i)} & 0 & \beta_{m_{12}}^{(i)} \\
\beta_{g_{i}\left(m_{12}\right)}^{(i)} & 0 & \alpha_{m, g_{i}\left(m_{12}\right)}^{(i)} & -\beta_{m}^{(i)} \\
0 & \beta_{g_{i}\left(m_{12}\right)}^{(i)} & -\beta_{g_{i}(m)}^{(i)} & \alpha_{g_{i}(m), g_{i}\left(m_{12}\right)}^{(i)}
\end{array}\right)
$$

where the following relations hold:

$$
\begin{align*}
\alpha_{m, m_{12}}^{(i)}=-\alpha_{g_{i}(m), g_{i}\left(m_{12}\right)}^{(i)}, & \alpha_{g_{i}(m), m_{12}}^{(i)} & =-\alpha_{m, g_{i}\left(m_{12}\right)}^{(i)}  \tag{3.21}\\
\beta_{m}^{(i)}=\beta_{g_{i}(m)}^{(i)}, & \beta_{m_{12}}^{(i)} & =\beta_{g_{i}\left(m_{12}\right)}^{(i)}
\end{align*}
$$

(they directly discend from $d_{i}(m)=-d_{i}\left(g_{i}(m)\right)$ and $d_{i}\left(m_{12}\right)=-d_{i}\left(g_{i}\left(m_{12}\right)\right)$ ). If we put

$$
\rho_{m}^{(i)}=\left(\begin{array}{cc}
\cos \theta_{m}^{(i)} & \sin \theta_{m}^{(i)}  \tag{3.22}\\
\sin \theta_{m}^{(i)} & -\cos \theta_{m}^{(i)}
\end{array}\right), \quad \cos \theta_{m}^{(i)}=\frac{1}{d_{i}(m)}, \quad \sin \theta_{m}^{(i)}=\beta_{m}^{(i)}
$$

$$
\rho_{m_{12}}^{(i)}=\left(\begin{array}{cc}
\cos \theta_{m_{12}}^{(i)} & \sin \theta_{m_{12}}^{(i)}  \tag{3.23}\\
\sin \theta_{m_{12}}^{(i)} & -\cos \theta_{m_{12}}^{(i)}
\end{array}\right), \quad \cos \theta_{m_{12}}^{(i)}=\frac{1}{d_{i}\left(m_{12}\right)}, \quad \sin \theta_{m_{12}}^{(i)}=\beta_{m_{12}}^{(i)}
$$

and we remember (3.21), then (3.20) can be written as

$$
\begin{equation*}
\Omega_{m, m_{12}}^{(i)}=I \otimes \rho_{m_{12}}^{(i)}-\rho_{m}^{(i)} \otimes I \tag{3.24}
\end{equation*}
$$

where $I$ denotes the $2 \times 2$ identity matrix. It is straightforward that the kernel of $\Omega_{m, m_{12}}^{(i)}$ is generated by the vectors $e_{m}^{(i)} \otimes e_{m_{12}}^{(i)}$ and $\bar{e}_{m}^{(i)} \otimes \bar{e}_{m_{12}}^{(i)}$; here $e_{m}^{(i)}$ and $e_{m_{12}}^{(i)}$ are the eigenvectors of $\rho_{m}^{(i)}$ and $\rho_{m 12}^{(i)}$ respectively with eigenvalue 1 , while $\bar{e}_{m}^{(i)}$ and $\bar{e}_{m_{12}}^{(i)}$ are the corresponding ones with eigenvalue -1 ; from (3.22) and (3.23) we get

$$
\begin{equation*}
e_{m}^{(i)}=\binom{\cos \frac{\theta_{m}^{(i)}}{2}}{\sin \frac{\theta_{m}^{(i)}}{2}}, \quad e_{m_{12}}^{(i)}=\binom{\cos \frac{\theta_{m 12}^{(i)}}{2}}{\sin \frac{\theta_{m_{12}}^{(i)}}{2}} \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{e}_{m}^{(i)}=\binom{-\sin \frac{\theta_{m}^{(i)}}{2}}{\cos \frac{\theta_{m}^{(i)}}{2}}, \quad \bar{e}_{m_{12}}^{(i)}=\binom{-\sin \frac{\theta_{m_{12}}^{(i)}}{2}}{\cos \frac{\theta_{m_{12}}^{(i)}}{2}} \tag{3.26}
\end{equation*}
$$

In the case of vertical bridge configuration, we have $\beta_{m_{12}}^{(i)}=0$ in (3.20). Therefore we can write

$$
\begin{equation*}
\Omega_{m, m_{12}}^{(i)}=\left(d_{i}\left(m_{12}\right) I-\rho_{m}^{(i)}\right) \oplus\left(d_{i}\left(m_{12}\right) I-\rho_{m}^{(i)}\right) \tag{3.27}
\end{equation*}
$$

From $m_{12}=g_{i}\left(m_{12}\right)$ it follows that we may only consider one of the two identical copies, thus

$$
\begin{equation*}
\Omega_{m, m_{12}}^{(i)}=d_{i}\left(m_{12}\right) I-\rho_{m}^{(i)} \tag{3.28}
\end{equation*}
$$

So, $\operatorname{ker} \Omega_{m, m_{12}}^{(i)}$ is generated by the eigenvector $e_{m}^{(i)}$ if $d_{i}\left(m_{12}\right)=1$, by the eigenvector $\bar{e}_{m}^{(i)}$ if $d_{i}\left(m_{12}\right)=-1$.

In an analogous way for a horizontal bridge we have $\beta_{m}^{(i)}=0$ in (3.20). By the change of basis

$$
\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{3.29}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

and using $m=g_{i}(m)$, we get

$$
\begin{equation*}
\Omega_{m, m_{12}}^{(i)}=\rho_{m_{12}}^{(i)}-d_{i}(m) I \tag{3.30}
\end{equation*}
$$

Here $\operatorname{ker} \Omega_{m, m_{12}}^{(i)}$ is generated by the eigenvector $e_{m_{12}}^{(i)}$ if $d_{i}(m)=1$, by $\bar{e}_{m_{12}}^{(i)}$ if $d_{i}(m)=-1$.
Finally, the case of singlet configuration is trivial because $\Omega_{m, m_{12}}^{(i)}$ is in diagonal form (both $\beta_{m}^{(i)}$ and $\beta_{m_{12}}^{(i)}$ are 0). We can have two possibilities:

$$
\begin{equation*}
\Omega_{m, m_{12}}^{(i)}=(0) \tag{3.31}
\end{equation*}
$$

or

$$
\begin{equation*}
\Omega_{m, m_{12}}^{(i)}=( \pm 2) \tag{3.32}
\end{equation*}
$$

The kernel is the one-dimensional space generated by the vector $\{1\}$ or it is the trivial space.
All these results are summarized in table 3.1, where with we deal with the various configurations, the coefficients of the linear subduction equations, their $\Omega$ matrices and the solution for the kernel vectors. Note that, for the crossing configuration we distinguish the case $\alpha_{m ; m_{12}} \neq 0$ from the case $\alpha_{m ; m_{12}}=0$. In the latter case we draw one of the edges with a dashed line. Furthermore, in the singlet configuration, we mark the trivial kernel solution by a label 0 near the node.

### 3.4.1 Poles and their equivalence

We will now prove that $\Omega_{n}^{(i)}$, with $n \in \Gamma^{(i)}(p)$, are equivalent up to change of basis that exchanges the nodes of the configuration. In this way, only the equations relative to one node of the configuration (the pole) are needed in the subduction system.

Let us consider the crossing configuration. We first notice that

$$
\begin{equation*}
\rho_{g_{i}(m)}^{(i)}=\epsilon \rho_{m}^{(i)} \epsilon, \quad \rho_{g_{i}\left(m_{12}\right)}^{(i)}=\epsilon \rho_{m_{12}}^{(i)} \epsilon, \tag{3.33}
\end{equation*}
$$

where $\epsilon=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Then, observing that $\epsilon^{2}=I$, for the other three choices of pole we have

$$
\begin{gather*}
\Omega_{g_{i}(m), g_{i}\left(m_{12}\right)}^{(i)}=I \otimes \rho_{g_{i}\left(m_{12}\right)}^{(i)}-\rho_{g_{i}(m)}^{(i)} \otimes I= \\
=I \otimes \epsilon \rho_{m_{12}}^{(i)} \epsilon-\epsilon \rho_{m}^{(i)} \epsilon \otimes I=(\epsilon \otimes \epsilon)\left(I \otimes \rho_{m_{12}}^{(i)}-\rho_{m}^{(i)} \otimes I\right)(\epsilon \otimes \epsilon)=  \tag{3.34}\\
=(\epsilon \otimes \epsilon) \Omega_{m, m_{12}}^{(i)}(\epsilon \otimes \epsilon)
\end{gather*}
$$

| Config. | $\alpha_{m ; m_{12}}$ | $\beta_{m}$ | $\beta_{m_{12}}$ | $\Omega_{m ; m_{12}}$ | Basis |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Crossing |  |  |  |  |  |

Table 3.1: Fundamental $i$-coupling configurations, $\Omega$ matrices and solution space bases.

$$
\begin{gather*}
\Omega_{m, g_{i}\left(m_{12}\right)}^{(i)}=I \otimes \rho_{g_{i}\left(m_{12}\right)}^{(i)}-\rho_{m}^{(i)} \otimes I= \\
=I \otimes \epsilon \rho_{m_{12}}^{(i)} \epsilon-\rho_{m}^{(i)} \otimes I=(I \otimes \epsilon)\left(I \otimes \rho_{m_{12}}^{(i)}-\rho_{m}^{(i)} \otimes I\right)(I \otimes \epsilon)=  \tag{3.35}\\
=(I \otimes \epsilon) \Omega_{m, m_{12}}^{(i)}(I \otimes \epsilon) \\
=I \otimes \rho_{m_{12}}^{(i)}-\epsilon \rho_{m}^{(i)} \epsilon \otimes I=(\epsilon \otimes I)\left(I \otimes \rho_{m_{12}}^{(i)}-\rho_{m}^{(i)} \otimes I\right)(\epsilon \otimes I)= \\
=(\epsilon \otimes I) \Omega_{m, m_{12}}^{(i)}(\epsilon \otimes I) \tag{3.36}
\end{gather*}
$$

In any case we are able to find the suitable change of basis.
Of course, for the bridge configurations the change of pole is equivalent to a change of basis by $\epsilon$. The singlet configuration is a trivial case.

### 3.4.2 Structure of the subduction space

We can now write the explicit solution space $\chi^{(i)}$ for (3.19) as a suitable subspace of $\mathbb{R}^{f^{\lambda}} \otimes \mathbb{R}^{f^{\lambda_{1}} f^{\lambda_{2}}}$. If we define the vectors (in components)

$$
\begin{gather*}
\left(\lambda_{m}^{(i)}\right)_{k}=\left\{\begin{array}{cc}
0 & \text { if } k \text { is not } i \text {-coupled with } m \\
\left(e_{m}^{(i)}\right)_{k} & \text { if } k \text { is } i \text {-coupled with } m
\end{array}\right.  \tag{3.37}\\
\left(\bar{\lambda}_{m}^{(i)}\right)_{k}=\left\{\begin{array}{cc}
0 & \text { if } k \text { is not } i \text {-coupled with } m \\
\left(\bar{e}_{m}^{(i)}\right)_{k} & \text { if } k \text { is } i \text {-coupled with } m
\end{array}\right.  \tag{3.38}\\
\left(\delta_{m}\right)_{k}= \begin{cases}0 & \text { if } k \neq m \\
1 & \text { if } k=m\end{cases} \tag{3.39}
\end{gather*}
$$

and the spaces

$$
\chi_{m ; m_{12}}^{(i)}=\left\{\begin{array}{cc}
\left\langle\alpha_{m ; m_{12}}^{(i)} \delta_{m} \otimes \delta_{m_{12}}\right\rangle & \text { if } d_{i}(m)= \pm 1 \text { and } d_{i}\left(m_{12}\right)= \pm 1  \tag{3.40}\\
\left\langle\lambda_{m}^{(i)} \otimes \delta_{m_{12}}\right\rangle & \text { if } d_{i}(m) \neq \pm 1 \text { and } d_{i}\left(m_{12}\right)=1 \\
\left\langle\bar{\lambda}_{m}^{(i)} \otimes \delta_{m_{12}}\right\rangle & \text { if } d_{i}(m) \neq \pm 1 \text { and } d_{i}\left(m_{12}\right)=-1 \\
\left\langle\delta_{m} \otimes \lambda_{m_{12}}^{(i)}\right\rangle & \text { if } d_{i}(m)=1 \text { and } d_{i}\left(m_{12}\right) \neq \pm 1 \\
\left\langle\delta_{m} \otimes \bar{\lambda}_{m_{12}}^{(i)}\right\rangle & \text { if } d_{i}(m)=-1 \text { and } d_{i}\left(m_{12}\right) \neq \pm 1 \\
\left\langle\lambda_{m}^{(i)} \otimes \lambda_{m_{12}}^{(i)}, \bar{\lambda}_{m}^{(i)} \otimes \bar{\lambda}_{m_{12}}^{(i)}\right\rangle & \text { if } d_{i}(m) \neq \pm 1 \text { and } d_{i}\left(m_{12}\right) \neq \pm 1
\end{array}\right.
$$

denoted by $P^{(i)}$ the set of the poles for the $i$-layer and observing that the set of the configurations for the $i$-layer is a partition of the grid, we have

$$
\begin{equation*}
\chi^{(i)}=\bigoplus_{\left\langle m ; m_{12}\right\rangle \in P^{(i)}} \chi_{m ; m_{12}}^{(i)} \tag{3.41}
\end{equation*}
$$

So the general solution of (3.10) is the intersection of $n-2$ subspaces, i.e.

$$
\begin{equation*}
\chi=\bigcap_{i \in K} \chi^{(i)}, \tag{3.42}
\end{equation*}
$$

with $K=\left\{1, \ldots, n_{1}-1, n_{1}+1, \ldots, n-1\right\}$.
Now we can outline an algorithm (in pseudo-code) to determine the SDCs for $[\lambda] \downarrow\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]:$

1. for $i \in K$ :
(a) construct the $i$-layer;
(b) choose poles;
(c) for each pole (configuration):
construct the space $\chi_{p}^{(i)}$ by (3.40);
(d) construct $\chi^{(i)}$ by (3.41);
2. determine $\chi$ as intersection of all $\chi^{(i)}$.

Step (ii) can be performed by using the subduction graph to obtain a minimal number of equations. In fact, one may associate a suitable equation deriving from (3.42) to each edge (two for the crossing) of the graph (nodes represents the unknown SDCs). Then, starting from a suitable node in the graph, we can extract such equations by applying a graph searching algorithm which is able to reach every edge [100]. In this regard it is useful to notice that equations associated to closed loops of bridge configurations are always linearly dependent.

### 3.5 Orthonormalization and form

The subduction space given by (3.42) has dimension $\mu$ equal to the multiplicity of $[\lambda] \downarrow\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$. Then SDCs are not univocally determined. A choice of orthonormality between the different copies of multiplicity imposes a precise form for the multiplicity separations.

Let $\left\{\chi_{1}, \ldots, \chi_{\mu}\right\}$ be a basis in the subduction space. Orthonormality implies for the scalar products:

$$
\begin{equation*}
\left(\chi_{\eta}, \chi_{\eta^{\prime}}\right)=f^{\lambda_{1}} f^{\lambda_{2}} \delta_{\eta \eta^{\prime}} . \tag{3.43}
\end{equation*}
$$

If we denote by $\chi$ the matrix which has the basis vectors of the subduction space as columns, we may orthonormalize it by a suitable $\mu \times \mu$ matrix $\sigma$, i.e.

$$
\begin{equation*}
\tilde{\chi}=\chi \sigma . \tag{3.44}
\end{equation*}
$$

In (3.44) $\tilde{\chi}$ is the matrix which has the orthonormalized basis vectors of the subduction space as columns. Now we can write (3.43) as

$$
\begin{equation*}
\sigma^{t} \tau \sigma=I \tag{3.45}
\end{equation*}
$$

where $I$ is the $\mu \times \mu$ identity matrix and $\tau$ is the $\mu \times \mu$ positive defined quadratic form given by

$$
\begin{equation*}
\tau=\frac{1}{f^{\lambda_{1}} f^{\lambda_{2}}} \chi^{t} \chi \tag{3.46}
\end{equation*}
$$

From (3.45) we can see $\sigma$ as the Sylvester matrix of $\tau$, i.e. the matrix for the change of basis that reduces $\tau$ in the identity form. We can express $\sigma$ in terms of the orthonormal matrix $O_{\tau}$ that diagonalizes $\tau$

$$
\begin{equation*}
\sigma=O_{\tau} D_{\tau}^{-\frac{1}{2}} O \tag{3.47}
\end{equation*}
$$

where $D_{\tau}^{-\frac{1}{2}}$ is the diagonal matrix with eigenvalues given by the inverse square root of the eigenvalues of $\tau$ and $O$ a generic orthogonal matrix. Thus, the general form for the orthonormalized $\chi$ is

$$
\begin{equation*}
\tilde{\chi}=\chi O_{\tau} D_{\tau}^{-\frac{1}{2}} O \tag{3.48}
\end{equation*}
$$

(3.48) suggests some considerations on the form of the SDCs. First we notice that in case of multiplicity-free subduction, only one choice of global phase has to be made (for
example Young-Yamanouchi phase convention [99]). It derives from the trivial form of the orthogonal $1 \times 1$ matrices $O$ and $O_{\tau}$.

In the general case of multiplicity $\mu>1,2^{\mu-1}$ phases deriving from the $O_{\tau}$ matrix and 1 phase from the matrix $O$ have to be fixed. Therefore we have $2^{\mu-1}+1$ phases to choose. Furthermore we have other $\frac{\mu(\mu-1)}{2}$ degrees of freedom deriving from $O$. In sum we have a total of $\left(2^{\mu-1}+1\right)+\frac{\mu(\mu-1)}{2}$ choices to make. We agree with [21] for the case of multiplicity 2 , in which we need three phases and one extra parameter to govern the multiplicity separation.

Other aspects have to be considered if we want to find the simplest and most natural form for these symmetric group transformation coefficients. In [21] the authors expose the following suitable requirements:

1. the trasformation coefficients should be chosen to be real if possible;
2. phases and the multiplicity separation should be chosen to be indipendent from $n$;
3. the multiplicity separation is to be chosen so that a maximal number of zero coefficients is obtained;
4. it is desirable to have the coefficients written as a single surd of the form $a \sqrt{b} / c$, with $a, b, c$ integers;
5. the prime numbers which occur in the surds should be as small as possible.

The first two statements are automatically verified if we assume (3.48). The last three heavily depend on the form of $\tau$. This can be an interesting mathematical point to study (but it is not really relevant from a purely physical point of view). We think the form of eigenvalues and eigenvectors of $\tau$ are the only important factors in this regard. Nonnormalized SDCs deriving from (3.42) seem always to be in a simple form.

## Chapter 4

## A reduced $\mathfrak{S}_{f}$ subduction graph and an example of higher multiplicity

In this chapter we first provide a selection rule and an identity rule for the subduction coefficients in symmetric groups which allow to decrease the number of unknowns and equations arising from the linear method by Pan and Chen. Thus, by using the reduced subduction graph approach, we may look at higher multiplicity instances. As a significant example, an orthonormalized solution for the first multiplicity-three case, which occurs in the decomposition of the irreducible representation $[4,3,2,1]$ of $\mathfrak{S}_{10}$ into $[3,2,1] \otimes[3,1]$ of $\mathfrak{S}_{6} \times \mathfrak{S}_{4}$, is presented and discussed. The layout of the chapter is the following (we refer the reader to chapter 3 for definitions, notations and details on the subduction graph method). In section 1, we analyze the structure of the subduction space and we prove two theorems which are useful to reduce the number of unknowns and, consequently, the number of equations for the subduction problem. That is fundamental for an optimazed approach to very high dimension decompositions. According to McAven et al [21, pg 8372], we think that "the next steps in a search for a combinatorial recipe for a multiplicity separation could be to look at other multiplicity two cases and the first multiplicity three case". Therefore, in section 2 , we present our determination for the significant first multiplicity-three examples
in the reduction $\mathfrak{S}_{10} \downarrow \mathfrak{S}_{6} \times \mathfrak{S}_{4}$.

### 4.1 Selection and identity rules

### 4.1.1 Crossing and bridge pairs of standard Young tableaux

Let $\lambda$ be a Young diagram relative to a partition of $n$ and ( $m, m^{\prime}$ ) a pair of standard Young tableaux with the same diagram $\lambda$. Furthermore, we denote by $d_{k}(m)$ the usual axial distance between the numbers $k$ and $k+1$ in the tableau $m$.

If $m \neq m^{\prime}$, we name cut the minimum $i \in\{1, \ldots, n-1\}$ such that $d_{i}(m) \neq d_{i}\left(m^{\prime}\right)$. We give the following useful definitions:

Definition 4.1.1. We say that $\left(m, m^{\prime}\right)$ is a crossing pair of standard Young tableaux if there exists $i \in\{1, \ldots, n-1\}$ such that one of the following cases is verified:

1. $d_{i}(m) \neq d_{i}\left(m^{\prime}\right), g_{i}(m) \neq m$ and $g_{i}\left(m^{\prime}\right) \neq m^{\prime}$;
2. $d_{i}(m) \neq d_{i}\left(m^{\prime}\right), g_{i}(m)=m$ and $g_{i}\left(m^{\prime}\right)=m^{\prime}$.

We call separation for $\left(m, m^{\prime}\right)$ the minimum $i$ where one of the previous cases occurs.

Definition 4.1.2. We say that $\left(m, m^{\prime}\right)$ is a bridge pair of standard Young tableaux if it is not $a$ crossing pair, i.e. for all $i \in\{1, \ldots, n-1\}$ one of the following cases is verified:

1. $d_{i}(m)=d_{i}\left(m^{\prime}\right)$;
2. $g_{i}(m)=m$ and $g_{i}\left(m^{\prime}\right) \neq m^{\prime}$;
3. $g_{i}(m) \neq m$ and $g_{i}\left(m^{\prime}\right)=m^{\prime}$.

Lemma 4.1.1. Let $\left(m, m^{\prime}\right)$ be a bridge pair with $m \neq m^{\prime}$ and let $\bar{i}$ be the relative cut. Let us consider the application defined by

$$
\begin{equation*}
g_{\bar{i}}\left(m, m^{\prime}\right)=\left(g_{\bar{i}}(m), g_{\bar{i}}\left(m^{\prime}\right)\right) \tag{4.1}
\end{equation*}
$$

Then, by iteratively applying (4.1), we always obtain a crossing pair.

Proof. We first observe that, after one application of $g_{\bar{i}}$ on $\left(m, m^{\prime}\right)$, we have the following situation

$$
\left\{\begin{array}{cc}
d_{j}\left(g_{\bar{i}}(m)\right)=d_{j}\left(g_{\bar{i}}\left(m^{\prime}\right)\right) & \text { if } j \notin\{\bar{i}-1, \bar{i}, \bar{i}+1\}  \tag{4.2}\\
d_{j}\left(g_{\bar{i}}(m)\right)=d_{j}\left(g_{\bar{i}}\left(m^{\prime}\right)\right)+d_{j+1}\left(g_{\bar{i}}\left(m^{\prime}\right)\right) & \text { if } j=\bar{i}-1 \\
d_{j}\left(g_{\bar{i}}(m)\right)=-d_{j}\left(g_{\bar{i}}\left(m^{\prime}\right)\right) & \text { if } j=\bar{i} \\
d_{j}\left(g_{\bar{i}}(m)\right)=d_{j-1}\left(g_{\bar{i}}\left(m^{\prime}\right)\right)+d_{j}\left(g_{\bar{i}}\left(m^{\prime}\right)\right) & \text { if } j=\bar{i}+1
\end{array}\right.
$$

thus $g_{\bar{i}}\left(m, m^{\prime}\right)$ has cut in $\bar{i}-1$ because obviously $d_{\bar{i}}\left(g_{\bar{i}}\left(m^{\prime}\right)\right) \neq 0$.
Then, at each step of the iteration of (4.1), two cases may occur:

1. $g_{\bar{i}}\left(m, m^{\prime}\right)$ is a crossing pair and we have the assertion.
2. $g_{\bar{i}}\left(m, m^{\prime}\right)$ is a bridge pair with cut in $\bar{i}-1$.

If case ( $i$ ) never occurs, after $\bar{i}-1$ iterations we should reach a bridge pair ( $\tilde{m}, \tilde{m}^{\prime}$ ) with cut $i=1$. But $\left(\tilde{m}, \tilde{m}^{\prime}\right)$ always is a crossing pair because $g_{1}(\tilde{m})=\tilde{m}$ and $g_{1}\left(\tilde{m}^{\prime}\right)=\tilde{m}^{\prime}$ for each standard Young tableaux $\tilde{m}$ and $\tilde{m}^{\prime}$.

### 4.1.2 Islands

Let $m, m_{1}$ and $m_{2}$ be three standard Young tableaux with $n, n_{1}$ and $n_{2}$ boxes such that $n_{1}+n_{2}=n$ and shapes $\lambda, \lambda_{1}$ and $\lambda_{2}$, respectively. Denoted by $m^{\left(n_{1}\right)}$ the standard Young tableau obtained from $m$ by removing the boxes with numbers $n_{1}+1, \ldots, n$, we say that $m$ and $m_{1}$ are compatible if $m_{1}=m^{\left(n_{1}\right)}$. The number of standard Young tableaux which are compatible with $m_{1}$ is equal to the number of standard skew-tableaux [101] of shape $\lambda / \lambda_{1}$ filled with the numbers $n_{1}+1, \ldots, n$. We denote it by $f^{\lambda / \lambda_{1}}$.

Denoted by $G$ the grid relative to $\left(\lambda ; \lambda_{1}, \lambda_{2}\right)$, we give the following

Definition 4.1.3. Fixed the standard tableau $\sigma$ with Young diagram $\lambda_{1}$ and varying $m$ and $m_{2}$, with fixed Young diagrams $\lambda$ and $\lambda_{2}$ respectively, the subset of $G$ given by

$$
\begin{equation*}
I_{\sigma}(G)=\left\{\left\langle m ; \sigma, m_{2}\right\rangle \in G \mid m \text { is compatible with } \sigma\right\} \tag{4.3}
\end{equation*}
$$

is named $\sigma$-island of $G$.

We refer to the $\sigma$-island simply saying island if it is not necessary to make an explicit reference to $\sigma$. Of course, the number of islands of $G$ is given by the number of standard Young tableaux with diagram $\lambda_{1}$, i.e. $f^{\lambda_{1}}$.

Lemma 4.1.2. Let $\left\langle m ; m_{12}\right\rangle \in G$ be a node such that $\left(m^{\left(n_{1}\right)}, m_{1}\right)$ is a crossing pair. Then the corresponding $S D C,\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$, vanishes.

Proof. Let $i \in\left\{1, \ldots, n_{1}-1\right\}$ be the separation of $\left(m^{\left(n_{1}\right)}, m_{1}\right)$. From definition 4.1.1, we need to destinguish the following situations:

- $g_{i}(m) \neq m$ and $g_{i}\left(m_{1}\right) \neq m_{1}$ (or, equivalently, $d_{i}(m) \neq \pm 1$ and $\left.d_{i}\left(m_{1}\right) \neq \pm 1\right)$.

The action of the generator $g_{i}$ on the standard base vector $|\lambda ; m\rangle$ is given by [18]

$$
\begin{equation*}
g_{i}|\lambda ; m\rangle=\frac{1}{d_{i}(m)}|\lambda ; m\rangle+\beta_{m}^{(i)}\left|\lambda ; g_{i}(m)\right\rangle \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{m}^{(i)}=\sqrt{1-\frac{1}{d_{i}^{2}(m)}} \tag{4.5}
\end{equation*}
$$

In an analogous way, the action on the split base vector $\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$ is

$$
\begin{equation*}
g_{i}\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\frac{1}{d_{i}\left(m_{1}\right)}\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle+\beta_{m_{1}}^{(i)}\left|\lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.6}
\end{equation*}
$$

From (4.4) and (4.6), using $g_{i}^{2}=1$ and $g_{i}=g_{i}{ }^{\dagger}$, we get

$$
\begin{align*}
& \left(1-\frac{1}{d_{i}(m) d_{i}\left(m_{1}\right)}\right)\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle-\frac{\beta_{m_{1}}^{(i)}}{d_{i}(m)}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle+ \\
- & \frac{\beta_{m}^{(i)}}{d_{i}\left(m_{1}\right)}\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle-\beta_{m}^{(i)} \beta_{m_{1}}^{(i)}\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle=0 . \tag{4.7}
\end{align*}
$$

Writing (4.7) also for the $\operatorname{SCDs}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle,\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$ and $\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle$, and by using the fact that $d_{i}\left(g_{i}(m)\right)=-d_{i}(m)$ and $d_{i}\left(g_{i}\left(m_{12}\right)\right)=-d_{i}\left(m_{12}\right)$, we obtain the homogeneous linear system described by the matrix

$$
\left(\begin{array}{cccc}
1-\frac{1}{d_{i}(m) d_{i}\left(m_{1}\right)} & -\frac{\beta_{m_{1}}^{(i)}}{d_{i}(m)} & -\frac{\beta_{m}^{(i)}}{d_{i}\left(m_{1}\right)} & -\beta_{m}^{(i)} \beta_{m_{1}}^{(i)}  \tag{4.8}\\
-\frac{\beta_{m}^{(i)}}{d_{i}(m)} & 1+\frac{1}{d_{i}(m) d_{i}\left(m_{1}\right)} & -\beta_{m}^{(i)} \beta_{m_{1}}^{(i)} & \frac{\beta_{m}^{(i)}}{d_{i}\left(m_{1}\right)} \\
-\frac{\beta_{m}^{(i)}}{d_{i}\left(m_{1}\right)} & -\beta_{m}^{(i)} \beta_{m_{1}}^{(i)} & 1+\frac{1}{d_{i}(m) d_{i}\left(m_{1}\right)} & \frac{\beta_{m_{1}}^{(i)}}{d_{i}(m)} \\
-\beta_{m}^{(i)} \beta_{m_{1}}^{(i)} & \frac{\beta_{m}^{(i)}}{d_{i}\left(m_{1}\right)} & \frac{\beta_{m_{1}}^{(i)}}{d_{i}(m)} & 1-\frac{1}{d_{i}(m) d_{i}\left(m_{1}\right)}
\end{array}\right)
$$

Thereby $\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle,\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle,\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$ and $\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle$ are the coordinates of a kernel vector for the matrix (4.8). It is easy to see that (4.8) has rank 3.

1. If $d_{i}(m) \neq-d_{i}\left(m_{1}\right)$;
the kernel space for (4.8) is generated by the vector

$$
\left(\begin{array}{c}
1  \tag{4.9}\\
\frac{d_{i}(m) d_{i}\left(m_{1}\right)\left(\beta_{m}^{(i)}+\beta_{m}(i)\right.}{d_{i}(m)+d_{i}\left(m_{1}\right)} \\
\left.\frac{d_{i}(m) d_{i}\left(m_{1}\right)\left(\beta_{m}^{(i)}+\beta_{m}(i)\right.}{(i)}\right) \\
d_{i}(m)+d_{i}\left(m_{1}\right) \\
-1
\end{array}\right),
$$

which implies

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=-\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.11}
\end{equation*}
$$

Because $d_{i}\left(g_{i}(m)\right)=-d_{i}(m), d_{i}(m) \neq-d_{i}\left(m_{1}\right) \Rightarrow d_{i}\left(g_{i}(m)\right) \neq d_{i}\left(m_{1}\right)$ and $d_{i}(m) \neq d_{i}\left(m_{1}\right) \Rightarrow d_{i}\left(g_{i}(m)\right) \neq-d_{i}\left(m_{1}\right)$. Therefore relation (4.11), written for $\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$, yelds (remember that $g_{i}^{2}=1$ )

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle . \tag{4.12}
\end{equation*}
$$

From (4.10) and (4.12), we get

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=0 \tag{4.13}
\end{equation*}
$$

2. If $d_{i}(m)=-d_{i}\left(m_{1}\right)$;
the kernel space for (4.8) is generated by the vector

$$
\left(\begin{array}{l}
0  \tag{4.14}\\
1 \\
1 \\
0
\end{array}\right)
$$

which directly implies

$$
\begin{equation*}
\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle=0 \tag{4.16}
\end{equation*}
$$

- $g_{i}(m)=m$ and $g_{i}\left(m_{1}\right)=m_{1}$ (or, equivalently, $\left|d_{i}(m)\right|=1$ and $\left.\left|d_{i}\left(m_{1}\right)\right|=1\right)$.

The action of the generator $g_{i}$ on the standard base vector $|\lambda ; m\rangle$ is given by

$$
\begin{equation*}
g_{i}|\lambda ; m\rangle= \pm|\lambda ; m\rangle \tag{4.17}
\end{equation*}
$$

and the action on the split base vector $\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$ is

$$
\begin{equation*}
g_{i}\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\mp\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle . \tag{4.18}
\end{equation*}
$$

Thus (because $g_{i}^{2}=1$ and $g_{i}=g_{i}^{\dagger}$ )

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=-\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle \tag{4.19}
\end{equation*}
$$

from which

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=0 \tag{4.20}
\end{equation*}
$$

Lemma 4.1.3. Let $\left\langle m ; m_{12}\right\rangle \in G$ be a node such that $\left(m^{\left(n_{1}\right)}, m_{1}\right)$ is a bridge pair and $m^{\left(n_{1}\right)} \neq m_{1}$. Then the corresponding $S D C,\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$, vanishes.

Proof. Let $i \in\left\{1, \ldots, n_{1}-1\right\}$ be the cut of $\left(m^{\left(n_{1}\right)}, m_{1}\right)$. For semplicity, let us suppose $g_{i}(m)=m$ and $g_{i}\left(m_{1}\right) \neq m_{1}$.
The action of the generator $g_{i}$ on the standard base vector $|\lambda ; m\rangle$ is given by

$$
\begin{equation*}
g_{i}|\lambda ; m\rangle= \pm|\lambda ; m\rangle \tag{4.21}
\end{equation*}
$$

and the action on the split base vector $\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$ is

$$
\begin{equation*}
g_{i}\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\frac{1}{d_{i}\left(m_{1}\right)}\left|\lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle+\beta_{m_{1}}^{(i)}\left|\lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.22}
\end{equation*}
$$

Because $d_{i}\left(m_{1}\right) \neq \pm 1$, (4.21) and (4.22) imply

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=b_{i, m_{1}}^{\prime}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.23}
\end{equation*}
$$

with $b_{i, m_{1}}^{\prime}$ a suitable numerical factor.
In an analogous way, the case $g_{i}(m) \neq m$ and $g_{i}\left(m_{1}\right)=m_{1}$ provides

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=b_{i, m}^{\prime \prime}\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle \tag{4.24}
\end{equation*}
$$

with $b_{i, m}^{\prime \prime}$ another suitable numerical factor.
From lemma 4.1.1, by iterating the previous derivation, we may write

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=b\left\langle\lambda ; \bar{m} \mid \lambda_{1}, \lambda_{2} ; \bar{m}_{1}, m_{2}\right\rangle \tag{4.25}
\end{equation*}
$$

with $\left(\bar{m}, \bar{m}_{1}\right)$ a crossing pair and $b$ a total numerical factor . But, from lemma 4.1.2,

$$
\begin{equation*}
\left\langle\lambda ; \bar{m} \mid \lambda_{1}, \lambda_{2} ; \bar{m}_{1}, m_{2}\right\rangle=0 \tag{4.26}
\end{equation*}
$$

thus

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=0 \tag{4.27}
\end{equation*}
$$

It is now possible to give the following theorems:

Theorem 4.1.1 (Selection Rule). Let $\left\langle m ; m_{12}\right\rangle$ be a node of $G$ which does not belong to any island of $G$. Then $\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle$ vanishes.

Proof. Because $\left\langle m ; m_{12}\right\rangle$ does not belong to any island, we have $m^{\left(n_{1}\right)} \neq m_{1}$. If ( $m^{\left(n_{i}\right)}, m_{1}$ ) is a crossing pair, we have the assertion by lemma 4.1.2. If $\left(m^{\left(n_{i}\right)}, m_{1}\right)$ is not a crossing pair (i.e. it is a bridge pair), we use lemma 4.1 .3 and we have the proof.

The previous theorem allows us to say that only $f^{\lambda_{1}} f^{\lambda_{2}} f^{\lambda / \lambda_{1}}$ SDCs may not vanishes. It provides a selection rule for the subduction coefficients which is based on the Littlewood-Richardson rule. Furthermore, we observe that, in our graph approach, it is analogous to the block-selective rule given in [102] and [103]. Therefore we may somehow associate our definition of island to the concept of "block" given by McAven and Butler.

Theorem 4.1.2 (Identity Rule). All islands of $G$ have the same corresponding $S D C$, i.e.

$$
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle
$$

for all $i \in\left\{1, \ldots, n_{1}-1\right\}$.

Proof. Suppose $\left\langle m ; m_{12}\right\rangle$ belongs to the $m_{1}$-island. Thus $m$ is compatible with $m_{1}$ and we have $d_{i}(m)=d_{i}\left(m_{1}\right)=d_{i}$ for all $i \in\left\{1, \ldots, n_{1}-1\right\}$. We again distinguish two cases:

- $d_{i} \neq \pm 1$.

It is straightforward that (4.8) is a rank 2 matrix and the kernel space is generated by the vectors

$$
\left(\begin{array}{l}
1  \tag{4.28}\\
0 \\
0 \\
1
\end{array}\right), \quad\left(\begin{array}{c}
\frac{2}{\sqrt{d_{i}^{2}-1}} \\
1 \\
1 \\
0
\end{array}\right)
$$

therefore we have

$$
\begin{equation*}
\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.29}
\end{equation*}
$$

and

$$
\begin{gather*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle+ \\
+\frac{2}{\sqrt{d_{i}^{2}-1}}\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle \tag{4.30}
\end{gather*}
$$

Because $d_{i}\left(g_{i}(m)\right)=-d_{i}(m)=-d_{i}\left(m_{1}\right),(4.16)$ becomes

$$
\begin{equation*}
\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=0 \tag{4.31}
\end{equation*}
$$

and, from (4.30),

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle \tag{4.32}
\end{equation*}
$$

Thus the $m_{1}$-island and the $g_{i}\left(m_{1}\right)$-island have the same corresponding SDCs.

- $d_{i}= \pm 1$.

In this case $g_{i}(m)=m$ and $g_{i}\left(m_{12}\right)=m_{12}$, thus both $\left\langle m ; m_{12}\right\rangle$ and $\left\langle g_{i}(m) ; g_{i}\left(m_{12}\right)\right\rangle$ trivially belong to the same $m_{1}$-island and, of course,

$$
\begin{equation*}
\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle=\left\langle\lambda ; g_{i}(m) \mid \lambda_{1}, \lambda_{2} ; g_{i}\left(m_{1}\right), m_{2}\right\rangle . \tag{4.33}
\end{equation*}
$$

So the proof directly follows from the fact that the $m_{1}$-island can be transformed in to another $m_{1}^{\prime}$-island by a suitable composition of $g_{i}$ transformations $\left(i \in\left\{1, \ldots, n_{1}-1\right\}\right)$, the same one which transforms the standard Young tableau $m_{1}$ to $m_{1}^{\prime}$.

### 4.1.3 Reduced subduction graph

From the previous theorems, the only SDCs we need to evaluate are the $f^{\lambda_{2}} f^{\lambda / \lambda_{1}}$ ones relative to a single island. We have a reduced linear system with $\left(n_{2}-1\right) f^{\lambda_{2}} f^{\lambda / \lambda_{1}}$ equations and $f^{\lambda_{2}} f^{\lambda / \lambda_{1}}$ unknowns instead of the $(n-2) f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}$ and $f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}$ primal ones.

In fact, fixed an island, the relative reduced subduction graph is sufficient to provide the required transformation coefficients. Such a graph is obtained by the action of the $g_{i}$ trasformations, with $i \in\left\{n_{1}+1, \ldots, n-1\right\}$, on the island nodes only, and thus it allows further on reducing the number of dependent linear equations. On the other hand, the $g_{i}$ transformations with $i \in\left\{1, \ldots, n_{1}-1\right\}$ link the corresponding nodes of two different islands and thus, by the identity rule, we do not need to consider them.

In table 4.1 we deal with some subduction cases, the relative multiplicity, the number of unknowns involved in the primal linear equation system and the effective number of needed SDCs, after the application of the selection and identity rules. It is evident the drastic reduction of the number of unknowns for the subduction problem.

### 4.2 A higher dimension example: the first multiplicity-three case

The first multiplicity-three case for the subduction problem in symmetric groups accours in $[4,3,2,1] \downarrow[3,2,1] \otimes[3,1]$ of $\mathfrak{S}_{10} \downarrow \mathfrak{S}_{6} \times \mathfrak{S}_{4}$. From the hook rule [101], the

| $[\lambda] \downarrow\left[\lambda_{1}\right] \otimes\left[\lambda_{2}\right]$ | $\left\{\lambda ; \lambda_{1}, \lambda_{2}\right\}$ | $f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}$ | $f^{\lambda / \lambda_{1}} f^{\lambda_{2}}$ |
| :---: | :---: | :---: | :---: |
| $[4,2] \downarrow[2,1] \otimes[2,1]$ | 1 | 36 | 6 |
| $[3,2,1] \downarrow[2,1] \otimes[2,1]$ | 2 | 64 | 12 |
| $[4,2,1] \downarrow[3,1] \otimes[2,1]$ | 2 | 210 | 12 |
| $[4,3,2] \downarrow[3,2] \otimes[3,1]$ | 2 | 2520 | 36 |
| $[4,3,2,1] \downarrow[3,2,1] \otimes[3,1]$ | 3 | 36864 | 72 |
| $[5,4,3,2] \downarrow[4,3,2] \otimes[3,2]$ | 3 | 40360320 | 300 |
| $[5,4,3,2,1] \downarrow[4,3,2,1] \otimes[4,1]$ | 4 | 899678208 | 480 |
| $[6,5,4,3,2,1] \downarrow[5,4,3,2,1] \otimes[5,1]$ | 5 | 1611839486033920 | 3600 |

Table 4.1: Some examples of subduction with the relative multiplicity, the primal number of involved SDCs and the island dimension.
representation $[4,3,2,1]$ has dimension $f^{\lambda}=768,[3,2,1]$ has dimension $f^{\lambda_{1}}=16$ and $[3,1]$ dimension $f^{\lambda_{2}}=3$. Thus we have $f^{\lambda} f^{\lambda_{1}} f^{\lambda_{2}}=36864$ SDCs to evaluate. Many of such coefficients are zero via the selection rule provided in the previous section. Now, the number of islands is given by the dimension of $[3,2,1]$, i.e. 16 . But, from theorem 2 , we only need to determine the SDCs corresponding to one island. Because the number of standard skew-tableaux of shape $[4,3,2,1] /[3,2,1]$ is $f^{\lambda / \lambda_{1}}=24$, the island is composed of $f^{\lambda / \lambda_{1}} f^{\lambda_{2}}=72$ nodes which correspond to our unknowns.

We organize the nodes by the lexicographic ordering: first we order the tableaux and then the triplet which forms each node. We choose the usual Yamanouchi convention [99] to fix the phase freedom: we impose the first non-zero SDC to be positive.

From subduction graph and by using a suitable Mathematica program [104], we generate the homogeneous linear sistem required to obtain the SDCs. Then we find the kernel of the subduction matrix which provides a non-orthonormalized form for the coefficients. The solution space has dimension 3 (multiplicity). We orthonormalize the SDCs in such a way that the conditions (3.5) and (3.6) hold.

In table 4.2 we deal with the three copies for the SDCs (with multiplicity labels 1,2 and 3 , respectively). Such coefficients are listed in the lexicographic ordering (when they are read from left to right and up to down) and they have a fixed $m$ along the rows and $m_{2}$ down the coloumns. Multiplicity separation can be choosen in such a way that the

| $1^{\text {st }}$ multiplicity copy |  |  | $2^{n d}$ multiplicity copy |  |  | $3^{r d}$ multiplicity copy |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sqrt{14}$ | $-\frac{\sqrt{7}}{16}$ | $\sqrt{21}$ | $5 \sqrt{2}$ | 5 | 5 $\frac{\sqrt{3}}{6}$ | $3 \sqrt{6}$ | $3 \sqrt{3}$ | 3 |
| $64$ | $-\frac{\sqrt{16}}{16}$ | 32 | 64 | $-\frac{54}{64}$ | $-\frac{5 \sqrt{3}}{64}$ | 64 | 64 | 64 |
| $-\frac{5 \sqrt{42}}{192}$ | $-\frac{\sqrt{21}}{48}$ | $3 \sqrt{7}$ | $-\frac{5 \sqrt{6}}{192}$ | $\frac{5 \sqrt{3}}{192}$ | - 15 | $\frac{5 \sqrt{2}}{64}$ | 13 | $3 \sqrt{3}$ |
| $\frac{192}{}$ | $-\frac{48}{48}$ | $\frac{32}{32}$ | $-\frac{\sqrt{6}}{192}$ | 192 | $-\frac{15}{64}$ | 64 | 64 | 64 |
| $\sqrt{42}$ | $\frac{\sqrt{21}}{32}$ | 0 | $5 \sqrt{6}$ | $-\frac{5 \sqrt{3}}{64}$ | - 15 | $\frac{9 \sqrt{2}}{64}$ | 3 | $\frac{5 \sqrt{3}}{64}$ |
| 64 | $\frac{32}{35}$ | 0 | 64 | 64 | 64 | 64 | 64 | 64 |
| $\sqrt{70}$ | $\sqrt{35}$ | 0 | $3 \sqrt{10}$ | $3 \sqrt{5}$ | $-\frac{5 \sqrt{15}}{6}$ | $\sqrt{30}$ | $11 \sqrt{15}$ | $5 \sqrt{5}$ |
| $\sqrt{64}$ | $3 \sqrt{35}$ | $\sqrt{105}$ | $\sqrt{64}$ | 64 | $\sqrt{64}$ | 192 | 192 | 64 |
| $-\frac{5 \sqrt{70}}{192}$ | $\sqrt{35}$ | $\sqrt{105}$ | $5 \sqrt{10}$ | $-\frac{19 \sqrt{5}}{102}$ | $-\frac{7 \sqrt{15}}{192}$ | $\frac{5 \sqrt{30}}{102}$ | $\sqrt{15}$ | $7 \sqrt{5}$ |
| 192 | 24 | 96 | 192 | $-192$ | $-\frac{192}{}$ | 192 | 192 | 64 |
| $\frac{\sqrt{210}}{64}$ | 0 | $\frac{\sqrt{35}}{32}$ | $-\frac{3 \sqrt{30}}{64}$ | $-\frac{5 \sqrt{15}}{64}$ | $-\frac{7 \sqrt{5}}{64}$ | $\frac{\sqrt{10}}{64}$ | $\frac{5 \sqrt{5}}{64}$ | $7 \sqrt{15}$ |
|  | 0 | 32 | 64 | $-\frac{54}{64}$ | $-\frac{1}{64}$ | 64 | 64 | 64 |
| $\sqrt{42}$ | $-\frac{\sqrt{21}}{16}$ | $-\frac{\sqrt{7}}{3}$ | $5 \sqrt{6}$ | $-\frac{5 \sqrt{3}}{64}$ | 5 | $\underline{9 \sqrt{2}}$ | 9 | $-\frac{\sqrt{3}}{64}$ |
| 64 | $-\frac{16}{16}$ | - 32 | 64 | $-\frac{54}{64}$ | $\overline{64}$ | 64 | $\overline{64}$ | $-\frac{}{64}$ |
| $-\underline{5 \sqrt{14}}$ | $-\frac{\sqrt{7}}{16}$ | - $\sqrt{21}$ | $5 \sqrt{2}$ | 5 | $5 \sqrt{3}$ | $5 \sqrt{6}$ | $\underline{13 \sqrt{3}}$ | - 3 |
| 64 | 16 | 32 | 64 | $\overline{64}$ | 64 | 64 | 64 | 64 |
| $\sqrt{70}$ | 0 | $-\frac{\sqrt{105}}{32}$ | $5 \sqrt{10}$ | $3 \sqrt{5}$ | $-\frac{\sqrt{15}}{6}$ | $3 \sqrt{30}$ | $-\sqrt{15}$ | $3 \sqrt{5}$ |
| $\sqrt[64]{2}$ | 0 | 32 | 64 | $\sqrt[64]{7}$ | 64 | $\sqrt[64]{42}$ | - 64 | 64 |
| $-\sqrt{2}$ | 1 | $7 \sqrt{3}$ | $\sqrt{14}$ | $7 \sqrt{7}$ | $-\frac{\sqrt{21}}{}$ | $-\sqrt{42}$ | $3 \sqrt{21}$ | $3 \sqrt{7}$ |
| $-\frac{64}{10}$ | $\overline{8}$ | 32 | 64 | 64 | 64 | 64 | 64 | 64 |
| $-\frac{7 \sqrt{10}}{64}$ | $-\frac{\sqrt{5}}{32}$ | $-\frac{\sqrt{15}}{16}$ | $-\frac{\sqrt{70}}{64}$ | $\sqrt{35}$ | $\sqrt{105}$ | $\sqrt{210}$ | $-\frac{\sqrt{105}}{64}$ | $3 \sqrt{35}$ |
| 64 | 32 | 16 | 64 | 64 | 64 | 64 | 64 | 64 |
| $-\frac{\sqrt{6}}{64}$ | $-\frac{7 \sqrt{3}}{32}$ | $-\frac{5}{16}$ | $\sqrt{42}$ | $-\frac{\sqrt{21}}{64}$ | $\frac{5 \sqrt{7}}{64}$ | $-3 \sqrt{14}$ | $3 \sqrt{7}$ | $5 \sqrt{21}$ |
| $\frac{64}{70}$ | $\sqrt{32}$ | 16 | 54 | 64 | 64 | $\sqrt{64}$ | 64 | 64 |
| $\frac{\sqrt{70}}{64}$ | $\frac{\sqrt{35}}{32}$ | 0 | $\frac{5 \sqrt{10}}{64}$ | $-\frac{5 \sqrt{5}}{64}$ | $\frac{3 \sqrt{15}}{64}$ | $\frac{3 \sqrt{30}}{64}$ | $\frac{\sqrt{15}}{64}$ | $-\frac{3 \sqrt{5}}{64}$ |
| $5 \sqrt{64}$ | $5 \sqrt{32}$ | - | 64 $5 \sqrt{6}$ | 5 54 | 64 15 | ${ }^{64} \sqrt{2}$ | 64 55 | 64 $5 \sqrt{3}$ |
| $\frac{5 \sqrt{42}}{192}$ | $\frac{5 \sqrt{21}}{96}$ | 0 | $-\frac{5 \sqrt{6}}{64}$ | $\frac{5 \sqrt{3}}{64}$ | $\frac{15}{64}$ | $\frac{5 \sqrt{2}}{192}$ | $\frac{55}{192}$ | $-\frac{5 \sqrt{3}}{64}$ |
| $\sqrt{210}$ | 0 | $\sqrt{35}$ | $5 \sqrt{30}$ | $3 \sqrt{15}$ | $\sqrt{5}$ | $9 \sqrt{10}$ | $-\frac{3 \sqrt{5}}{6}$ | $\sqrt{15}$ |
| 64 |  | 32 | 64 | 64 | 64 | 64 | 64 | $-\frac{104}{64}$ |
| $-\frac{\sqrt{6}}{64}$ | $\frac{\sqrt{3}}{8}$ | $\frac{7}{32}$ | $\sqrt{42}$ | $7 \sqrt{21}$ | $\sqrt{7}$ | $3 \sqrt{14}$ | $\underline{9 \sqrt{7}}$ | $-\frac{\sqrt{21}}{64}$ |
| - 64 | 8 | 32 | 64 | 64 | $6 \sqrt{34}$ | $\sqrt{64}$ | $\sqrt[64]{ }$ | $\sqrt{64}$ |
| $7 \sqrt{30}$ | $-\sqrt{15}$ | $3 \sqrt{5}$ | $-\sqrt{210}$ | $\sqrt{105}$ | $3 \sqrt{35}$ | $\sqrt{70}$ | $7 \sqrt{35}$ | $\sqrt{105}$ |
| 192 | $\sqrt{5}$ | 32 | 64 | 64 | 64 | 192 | 192 | 64 |
| $-\frac{\sqrt{10}}{64}$ | $\frac{\sqrt{5}}{16}$ | $\underline{3 \sqrt{15}}$ | $\sqrt{ } 70$ | $-\frac{\sqrt{35}}{64}$ | $3 \sqrt{105}$ | $-\frac{\sqrt{210}}{64}$ | $-\frac{\sqrt{105}}{64}$ | $3 \sqrt{35}$ |
|  | 16 |  |  | - 64 | 54 | 5 64 | $\frac{64}{21}$ | 64 |
| $-\frac{35 \sqrt{2}}{192}$ | $\frac{7}{24}$ | $-\frac{5 \sqrt{3}}{06}$ | $-\frac{5 \sqrt{14}}{192}$ | $-\frac{19 \sqrt{7}}{192}$ | $\frac{5 \sqrt{21}}{192}$ | $\frac{5 \sqrt{42}}{192}$ | $\sqrt{21}$ | $\frac{5 \sqrt{7}}{64}$ |
| 192 | 24 | 96 | 192 | 192 | 192 | 192 | 192 | 64 |
| $\frac{7 \sqrt{6}}{64}$ | 0 | $-\frac{5}{22}$ | $-\frac{3 \sqrt{42}}{64}$ | $-\frac{5 \sqrt{21}}{64}$ | $\frac{5 \sqrt{7}}{64}$ | $\sqrt{14}$ | $\frac{5 \sqrt{7}}{64}$ | $-\frac{5 \sqrt{21}}{64}$ |
| 64 |  | 32 | $-\frac{3 \sqrt{64}}{5 \sqrt{42}}$ | - $\frac{64}{21}$ | 64 | 64 | 64 | 64 |
| $-\frac{35 \sqrt{6}}{192}$ | $-\frac{5 \sqrt{3}}{96}$ | $\frac{3}{16}$ | $-\frac{5 \sqrt{42}}{192}$ | $\frac{5 \sqrt{21}}{192}$ | $-\frac{3 \sqrt{7}}{64}$ | $\frac{5 \sqrt{14}}{64}$ | $-\frac{5 \sqrt{7}}{64}$ | $\frac{3 \sqrt{21}}{64}$ |
| 192 | 96 | 16 | 192 | 192 | 64 | 64 | $\frac{64}{105}$ | 64 |
| $-\frac{\sqrt{10}}{64}$ | $-\frac{7 \sqrt{5}}{32}$ | $\sqrt{15}$ | $\sqrt{70}$ | $-\frac{\sqrt{35}}{64}$ | $-\frac{\sqrt{105}}{}$ | $-\frac{\sqrt{210}}{64}$ | $\sqrt{105}$ | $-\frac{3 \sqrt{35}}{64}$ |
| $\begin{array}{r} 64 \\ 7 \sqrt{10} \\ \hline \end{array}$ | $\begin{array}{r} 32 \\ \hline \end{array}$ | $\begin{aligned} & 16 \\ & \sqrt{15} \\ & \hline \end{aligned}$ | $\begin{aligned} & 64 \\ & -3 \sqrt{70} \\ & \hline \end{aligned}$ | $3 \sqrt{64}$ | $\frac{64}{\sqrt{105}}$ | $\frac{64}{\sqrt{210}}$ | $\begin{aligned} & 64 \\ & 7 \sqrt{105} \end{aligned}$ | $\sqrt{64}$ |
| 64 | $-\frac{\sqrt{16}}{}$ | $-\frac{\sqrt{15}}{32}$ | 64 | $\frac{64}{}$ | $-\frac{\sqrt{105}}{64}$ | 192 | $\frac{192}{}$ | $-\frac{\sqrt{35}}{64}$ |
| $-\frac{\sqrt{30}}{64}$ | $\sqrt{15}$ | $-\frac{3 \sqrt{5}}{32}$ | $\underline{\sqrt{210}}$ | $-\underline{\sqrt{105}}$ | $-\frac{3 \sqrt{35}}{64}$ | $-\frac{3 \sqrt{70}}{64}$ | $-\frac{3 \sqrt{35}}{64}$ | $-\frac{\sqrt{105}}{64}$ |
| 64 | 16 | 32 | 64 | 64 | 64 | 64 | 64 | 64 |

Table 4.2: Island subduction coefficients of $[4,3,2,1] \downarrow[3,2,1] \otimes[3,1]$ for each multiplicity copy. The coefficients are listed in the lexicographic ordering (when they are read from left to right and top to bottom) and they have the same $m$ along the rows and $m_{2}$ down the coloumns.
coefficients are expressed as a single surd of the form $a \sqrt{b} / c$, with $a, b$ and $c$ integers.
By conjugation of $[4,3,2,1] \downarrow[3,2,1] \otimes[3,1]$, i.e. $[4,3,2,1] \downarrow[3,2,1] \otimes[2,1,1]$, we have another multiplicity three case for the subduction problem. The new SDCs are related to the previous ones. Denoted by $\tilde{m}$ the skew-tableau conjugate to $m$ and by $\tilde{m}_{1}$ and $\tilde{m}_{2}$ the tableaux conjugate to $m_{1}$ and $m_{2}$ respectively, we have, for the $m_{1}$-island, the following symmetry conditions

$$
\begin{align*}
& \left\langle\tilde{\lambda} ; \tilde{m} \mid \tilde{\lambda}_{1}, \tilde{\lambda}_{1} ; \tilde{m}_{1}, \tilde{m}_{2}\right\rangle_{1}=\Lambda_{m / m_{1}}^{[4,3,2,1] /[3,2,1]} \Lambda_{m_{2}}^{[3,1]}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{3}  \tag{4.34}\\
& \left\langle\tilde{\lambda} ; \tilde{m} \mid \tilde{\lambda}_{1}, \tilde{\lambda}_{2} ; \tilde{m}_{1}, \tilde{m}_{2}\right\rangle_{2}=\Lambda_{m / m_{1}}^{[4,3,2,1] /[3,2,1]} \Lambda_{m_{2}}^{[3,1]}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{2}  \tag{4.35}\\
& \left\langle\tilde{\lambda} ; \tilde{m} \mid \tilde{\lambda}_{1}, \tilde{\lambda}_{2} ; \tilde{m}_{1}, \tilde{m}_{2}\right\rangle_{3}=\Lambda_{m / m_{1}}^{[4,3,2,1] /[3,2,1]}\left\langle\lambda ; m \mid \lambda_{1}, \lambda_{2} ; m_{1}, m_{2}\right\rangle_{1} \tag{4.36}
\end{align*}
$$

where $\Lambda_{m}^{\lambda}$ are the phase factors of the Yamanouchi basis [105] for the irrep $[\lambda]$ and

$$
\Lambda_{m / m_{1}}^{\lambda / \lambda_{1}}=\Lambda_{m}^{\lambda} \Lambda_{m_{1}}^{\lambda_{1}} \quad \mathrm{~m} \text { compatible with } m_{1}
$$

(observe that, if $m$ and $m_{1}$ are compatible, $m / m_{1}$ represents the skew-tableau of shape $\lambda / \lambda_{1}$ obtained by removing the first $n_{1}$ boxes from $m$ ). Denoted by $m^{\prime}$ and $m_{2}^{\prime}$ the ordering number (by lexicografic ordering) for $m / m_{1}$ and $m_{2}$ respectively, our Mathematica computation provides

$$
\begin{array}{cc}
\Lambda_{m^{\prime}}^{[4,3,2,1] /[3,2,1]}=-(-1)^{\frac{m^{\prime}\left(m^{\prime}-1\right)}{2}} & \text { with } m^{\prime} \in\{1,2,3, \ldots, 24\} \\
\Lambda_{m_{2}^{\prime}}^{[3,1]}=-(-1)^{m_{2}^{\prime}} & \text { with } m_{2}^{\prime} \in\{1,2,3\} \tag{4.37}
\end{array}
$$

## Chapter 5

## The subduction problem for Brauer algebras

In this chapter, we follow the structure of the chapter 3 to get a suitable combinatorial and algebraic description of the linear equation method for Brauer algebras. In section 1, we give the irreducible representation of Brauer algebras and, by introducing the concept of generalized permutation lattice, we present the explicit action of the generators on the irreducible representations. In section 2, we provide the explicit form for the subduction equations and, in section 3, we link such equations to the concept of a generalized subduction graph. By using the subduction graph approach, in section 4 we are able to describe the structure of the solution space for the subduction problem. We recognize that the subduction space can be built on four tipical configurations in the $i$-layer: the crossing, the horizontal and vertical bridges and the singlet. Finally, in section 5, as in the case of the subduction problem in symmetric groups, we discuss the general orthonormalized form for the subduction coefficients in Brauer algebras and we define a suitable ordering relation on permutation lattices and on the grid (and thus on the set of the subduction coefficients) which is necessary to fix the choice of phases (i.e. the Young-Yamanouchi phase convention) and free factors governing the multiplicity separations.

### 5.1 Irreducible representations of Brauer algebras

In chapter 2, we have introduced the abstract Brauer algebras by the definition of $f$-diagram and the relative composition operation. Theorem 2.2.1 provides a construction of the Brauer algebra $\mathfrak{B}_{f}(x)$ by the contraction operators $e_{i, j}$ operators and the elements of the symmetric group $\mathfrak{S}_{f}$. A minimal set of generators of $\mathfrak{B}_{f}(x)$ is given by $\left\{g_{1}, g_{2}, \ldots, g_{f-2}, g_{f-1}, e_{1}, e_{2} \ldots, e_{f-2}, e_{f-1}\right\}$, where $g_{i}$ represents the elementary transposition of the symmetric group which interchanges the elements $i$ and $i+1$ and $e_{i}=e_{i, i+1}$. It is clear that $\left\{g_{1}, g_{2}, \ldots, g_{f-2}, g_{f-1}\right\}$ generates $\mathfrak{S}_{f} \subset \mathfrak{B}_{f}(x)$.

As we have pointed out in chapter 2 , it is known that $\mathfrak{B}_{f}(x)$ is semisimple, i.e. it is a direct sum of full matrix algebras over $\mathbb{C}$, when $x$ is not an integer or is an integer with $x \geq f-1$, otherwise $\mathfrak{B}_{f}(x)$ is not semisimple. Whenever $\mathfrak{B}(x)$ is semisimple, its irreducible representation can be labelled by a Young diagram with $f, f-2$, $f-4, \ldots$, lor 0 boxes. It can be seen that by removing the generators $e_{f-1}$ and $g_{f-1}$, $\left\{g_{1}, g_{2}, \ldots, g_{f-2}, e_{1}, e_{2} \ldots, e_{f-2}\right\}$ generate $\mathfrak{B}_{f-1}(x)$. By doing so repeatedly, one can establish the standard Gelfand-Tzetlin chain $\mathfrak{B}_{f}(x) \subset \mathfrak{B}_{f-1}(x) \subset \ldots \subset \mathfrak{B}_{2}(x)$. It defines the standard basis of $\mathfrak{B}_{f}(x)$. Let $\Upsilon_{f}$ be the set of all Young diagrams with $k \leq f$ boxes such that $k \geq 0$ and $f-k$ is even. If $\mathfrak{B}_{f}(x)$ is semisimple, it decomposes into a direct sum of full matrix algebras $\mathfrak{B}_{f, \lambda}(x)$, where $\lambda \in \Upsilon_{f}$. If $[f, \lambda]$ is a simple $\mathfrak{B}_{f, \lambda}(x)$ irreducible representation, it decomposes as a $\mathfrak{B}_{f-1, \lambda}(x)$ in to a direct sum

$$
\begin{equation*}
[f, \lambda]=\bigoplus_{\mu \leftrightarrow \lambda}[f-1, \mu] \tag{5.1}
\end{equation*}
$$

where $[f-1, \mu]$ is a $\mathfrak{B}_{f-1, \mu}(x)$ irrep and $\mu$ runs through all diagrams obtained by removing or (if $\lambda$ contains less than $f$ boses) adding a box to $\lambda$.

In what follows, we always assume that $\mathfrak{B}_{f}(x)$ is semisimple.

### 5.1.1 Generalized tableaux

The branching rule given in (5.1) allow us to label the elements of the standard basis for an irrep $[f, \lambda]$ of the Brauer algebra $\mathfrak{B}_{f}(x)$ by defining a generalized Young tableau which is associated to the concept of Bratteli diagram [19].
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Figure 5.1: First five levels of the Bratteli diagram describing the branching rule of $\mathbb{C S}_{f}$ centralizer algebras. $\check{A}_{k}$ is the set of the partitions of $k$. So, the shapes are Young diagrams and $\lambda \in \check{A}_{k}$ is connected to $\mu \in \check{A}_{k+1}$ by an edge if $\mu$ can be obtained from $\lambda$ by adding one box.

A Bratteli diagram $A$ is a graph with vertices from a collection of sets $\check{A}_{k}, k \geq 0$, and edges that connect vertices in $\check{A}_{k}$ to vertices in $\check{A}_{k+1}$. One assumes that the set $\check{A}_{0}$ contains a unique vertex denoted by $\emptyset$. It is possible that there are multiple edges connecting any two vertices. We shall call the vertices shapes. The set $\check{A}_{k}$ is the set of shapes on level $k$. If $\lambda \in \check{A}_{k}$ is connected by an edge to a shape $\mu \in \check{A}_{k+1}$ we usually write $\lambda \leq \mu$.

A multiplicity free Bratteli diagram is a Bratteli diagram such that there is at most one edge connecting any two vertices. Here, we assume that all Bratteli diagrams are multiplicity free. In fact, the Bratteli diagrams, which are more interesting for our purposes, are multiplicity free and arise naturally in the representation theory of centralizer algebras. In figure 5.1 we show the Bratteli diagram describing the branching rule for the Gelfand-Tzetlin chain of $\mathbb{C}_{f}$ centralizer algebras.

Let $A$ be a multiplicity free Bratteli diagram and let $\lambda \in \check{A}_{k}$ and $\mu \in \check{A}_{l}$ where $k<l$. A path from $\lambda$ to $\mu$ is e sequence of shapes $\lambda^{(i)}, k \leq i \leq l, P=\left(\lambda^{(k)}, \lambda^{(k+1)}, \ldots, \lambda^{(l)}\right)$ such that $\lambda=\lambda^{(k)} \leq \lambda^{(k+1)}, \ldots, \lambda^{(l)}=\mu$ and $\lambda^{(i)} \in \check{A}_{i}$.


Figure 5.2: First four levels of the Bratteli diagram describing the branching rule of $\mathfrak{B}_{f}(x)$ centralizer algebras. Here, the shapes are Young diagrams such that $\lambda \in \check{A}_{k}$ is connected to $\mu \in \check{A}_{k+1}$ by an edge if $\mu$ can be obtained from $\lambda$ by adding or deleting one box.

Definition 5.1.1. A generalized tableau $\tau$ of shape (diagram) $\lambda$ is a path from $\emptyset$ to $\lambda$, $\sigma=\left(\lambda^{(0)}, \lambda^{(1)}, \ldots, \lambda^{(k)}\right)$, such that $\emptyset=\lambda^{(0)} \leq \lambda^{(1)}, \ldots, \lambda^{(k-1)} \leq \lambda^{(k)}=\lambda$ and $\lambda^{(i)} \in \check{A}_{i}$ for each $1 \leq i \leq l$.

The branching rule for Brauer algebras given in the previous subsection can also be described by a suitable multiplicity free Bratteli diagram, as shown in figure 5.2.

### 5.1.2 Permutation lattices

Let $\mathcal{W}$ be the set of all finite words composed of elements of $\mathbb{Z} \backslash\{0\}$. We define a counting function on $\mathcal{W}$ as follows:

$$
\begin{equation*}
\hat{\#}_{w}(k)=\#_{w}(k)-\#_{w}(-k), \tag{5.2}
\end{equation*}
$$

where $\#_{w}(k)$ represents the number of times that $k \in \mathbb{Z} \backslash\{0\}$ appears in the word $w$.
Observe that, if $w$ is the empty word $\emptyset, \#_{w}(k)$ vanishes by definition for all $k \in$ $\mathbb{Z} \backslash\{0\}$. Denoting by $w^{(i)}$ the word obtained from $w$ only considering the first $i$ elements and neglecting the other ones, we give the following definition:

Definition 5.1.2. A permutation lattice of order $f$ is a word $w$ composed of $f$ elements such that

$$
\begin{equation*}
\hat{\#}_{w^{(i)}}(1) \geq \hat{\#}_{w^{(i)}}(2) \geq \hat{\#}_{w^{(i)}}(3) \geq \ldots \geq 0 \tag{5.3}
\end{equation*}
$$

for all $1 \leq i \leq f\left(\right.$ note that $\left.w^{(f)}=w\right)$. The tuple $\lambda=\left[\hat{\#}_{w}(1), \hat{\#}_{w}(2), \hat{\#}_{w}(3), \ldots, \hat{\#}_{w}(l)\right]$, where $\hat{\#}_{w}(l)$ is the last element different from zero in the sequence (5.3), is called shape or diagram of $w$.

For istance, the word $w=(1,1,2,-1,1,-2,2)$ is a permutation lattice of order 7 with diagram $[2,1]$, but $v=(1,2,1,-1,2,1,3)$ is not a permutation lattice because $\hat{\#}_{v^{(5)}}(1) \nsupseteq \hat{\#}_{v^{(5)}}(2)$.

We observe that if $w$ has only positive elements, the previous definition of permutation lattice becomes the usual one given, for example, in [101].

### 5.1.3 Labelling for the Gelfand-Tzetlin base

For each tableau $\tau=\left(\lambda^{(0)}, \lambda^{(1)}, \lambda^{(2)}, \ldots, \lambda^{(f-1)}, \lambda^{(f)}\right)$, where $\lambda^{(0)}=\emptyset$ and $\lambda^{(f)}=\lambda$ being the shape, we can associate the $f$-tuple (or word) $w(\tau)=\left(w_{1}, w_{2}, \ldots, w_{f}\right)$ as follows:

$$
w_{k}=\left\{\begin{array}{c}
h \quad \text { if the Young diagram } \lambda^{(k+1)} \text { is obtained from the Young diagram } \lambda^{(k)}  \tag{5.4}\\
\text { by adding one box to the } h \text { th row (from the top of the diagram); } \\
-h \quad \text { if the Young diagram } \lambda^{(k+1)} \text { is obtained from the Young diagram } \lambda^{(k)} \\
\text { by deleting one box from the } h \text { th row (from the top of the diagarm). }
\end{array}\right.
$$

For istance, the word $w(\tau)$ associated to the tableau $\tau=(\emptyset,[1],[2],[2,1],[1,1],[1,1,1],[1,1])$, with shape (diagram) $[1,1]$, is $w(\tau)=(1,1,2,-1,3,-3)$.

Building on the previous definitions, the following proposition is straightforward:
Proposition 5.1.1. $\tau$ is a tableau of the Bratteli diagram for the Brauer algebra $\mathfrak{B}_{f}(x)$ (see figure 5.2) if and only if $w(\tau)$ is a permuation lattice of order $f$. Furthemore, the diagram of $\tau$ coincides with the diagram of $w(\tau)$.

Therefore, permutation lattices provide a labelling scheme for the irreducible representations of Brauer algebras. In fact, given the irrep $[f, \lambda]$ of $\mathfrak{B}_{f}(x)$, the relative Gelfand-

Tzetlin base vectors can be labelled by all permutation lattices of order $f$ and diagram $\lambda$ (denoted by $\lambda_{f}$ if we need to specify the level $f$ in the Bratteli diagram).

The dimensions of irreps of $\mathfrak{B}_{f}(x)$, $[f, \lambda]$, can be computed by using Bratteli diagrams inductively. One can prove that the dimension formula can be espressed [106] as

$$
\begin{equation*}
\operatorname{dim}\left(\mathfrak{B}_{f}(x) ;[f, \lambda]\right)=\frac{f!}{(f-2 k)!(2 k)!!} \operatorname{dim}\left(\mathfrak{S}_{f-2 k} ;[\lambda]\right) \tag{5.5}
\end{equation*}
$$

where $f-2 k$ is the number of boxes which compose the diagram $\lambda$ and $\operatorname{dim}\left(\mathfrak{S}_{f-2 k} ;[\lambda]\right)$ is the dimension for the irrep $[\lambda]$ of $\mathfrak{S}_{f-2 k}$ which can be further be espressed, for example, by Littlewood-Robinson formula for irreps of symmetric groups.

It should be noted that (5.5) provides the number of permutation lattices of order $f$ and diagram $\lambda$ once we know the number of Standard Young tableaux with diagram $\lambda$. Furthermore, the labelling scheme and the decomposition for $\mathfrak{B}_{f}(x)$ are the same as those for Birman-Wenzl algebras if the quantum deformation parameters $q$ and $r$ are not roots of unity. Thus (5.5) also applies to Birman-Wenzl algebras when $q$ and $r$ are not roots of unity.

### 5.1.4 Transpose permutation lattice

It is easily seen that the following proposition holds for any permutation lattice $w=\left(w_{1}, w_{2}, \ldots, w_{f}\right)$ of order $f$.

Proposition 5.1.2. The word $\bar{w}=\left(\bar{w}_{1}, \bar{w}_{2}, \ldots, \bar{w}_{f}\right)$ defined by

$$
\begin{equation*}
\bar{w}_{i}=\hat{\#}_{w^{(i-1)}}\left(w_{i}\right)+\theta\left(w_{i}\right), \tag{5.6}
\end{equation*}
$$

where

$$
\theta\left(w_{i}\right)= \begin{cases}1 & \text { if } w_{i}>0  \tag{5.7}\\ 0 & \text { if } w_{i}<0\end{cases}
$$

is a permutation lattice of order $f$ (note that $w^{(0)}$ is the empty word $\emptyset$ and $\hat{\#}_{w^{(0)}}\left(w_{i}\right)=0$ for all $0 \leq i \leq f$ ).

We call $\bar{w}$ the transpose permutation lattice of $w$ and denote it by $w^{t}$. One may show the following desired involution property

$$
\begin{equation*}
\left(w^{t}\right)^{t}=w \tag{5.8}
\end{equation*}
$$

Relation (5.8) generalizes the corresponding one for a standard Young tableau written as permutation lattice.

### 5.1.5 Some combinatoric functions for permutation lattices

Following [19] and rewriting in our permutation lattice language, we define

$$
\begin{equation*}
\nabla_{i}(w)=\left(w_{i}^{t}-w_{i}-x\right)+x \theta\left(w_{i}\right) \tag{5.9}
\end{equation*}
$$

where $w=\left(w_{1}, w_{2}, \ldots, w_{f}\right)$ is, as usual, a permutation lattice of order $f$ and $1 \leq i \leq f$. Here $x \in \mathbb{C}$ is a parameter (the same defining $\mathfrak{B}_{f}(x)$ ).

Given two permutation lattices of order $f, u$ and $v$, with the same diagram $\lambda$, we can construct the "diamond" function as follows:

$$
\begin{equation*}
\diamond_{i}(u, v)=\nabla_{i+1}(u)-\nabla_{i}(v) \tag{5.10}
\end{equation*}
$$

We note that, if $u_{h}=v_{h}$ for all $h \neq i$ and $h \neq i+1$, the following simmetry property holds:

$$
\begin{equation*}
\diamond_{i}(u, v)=\diamond_{i}(v, u) . \tag{5.11}
\end{equation*}
$$

Further, the diamond function is related to the usual axial distance for standard Young tableaux. Precisely, given a tableau $\sigma$ and the associated permutation lattice $w$, we have that

$$
\begin{equation*}
d_{i}(w)=\diamond_{i}(w, w) \tag{5.12}
\end{equation*}
$$

where $d_{i}(w)$ denotes the axial distance between the boxes $i$ and $i+1$ in the Young diagram of $\sigma$. So, the diamond function provides a way to extend the definition of axial distance to permutation lattices. In fact, the axial distance between $i$ and $j$ in the permutation lattice $w$ can be defined by

$$
d_{i j}(w)=\left\{\begin{array}{cc}
\sum_{h=i}^{j-1} \diamond_{i}(w, w) & \text { if } i<j  \tag{5.13}\\
0 & \text { if } i=j \\
-\sum_{h=j}^{i-1} \diamond_{i}(w, w) & \text { if } i>j
\end{array}\right.
$$

Finally, following [107], for each Young diagram $\lambda$, one can define the polinomials

$$
\begin{equation*}
P_{\lambda}(x)=\prod_{(i, j) \in \lambda} \frac{x-1+d(i, j)}{h(i, j)} \tag{5.14}
\end{equation*}
$$

where $h(i, j)$ is the the "hook" function evaluated for the box in the $i$ th row and $j$ th column of $\lambda$ :

$$
\begin{equation*}
h(i, j)=\lambda_{i}+\lambda_{j}^{\prime}-i-j+1 \tag{5.15}
\end{equation*}
$$

and $d(i, j)$ is given by

$$
d(i, j)=\left\{\begin{array}{cc}
\lambda_{i}+\lambda_{j}-i-j+1 & \text { if } i \leq j  \tag{5.16}\\
-\lambda_{i}^{\prime}-\lambda_{j}^{\prime}+i+j-1 & \text { if } i>j
\end{array}\right.
$$

with $\lambda_{i}$ denoting the length of the $i$ th row and $\lambda_{j}^{\prime}$ the length of the $j$ th column in $\lambda$.
We remark that the polinomial function (5.14) has the property that $P_{\lambda}(2 n+1)$ is the dimension of each irreducible representation $V^{\lambda}$ of the orthogonal group $S O(2 n+1)$.

### 5.1.6 Explicit actions

Now we can give the explicit action [19] for the generators of Brauer algebras $\mathfrak{B}_{f}(x)$ on the Gelfand-Tzetlin basis parameterized by permutation, but first we need the following definitions:

Definition 5.1.3. Let $u=\left(u_{1}, u_{2}, \ldots, u_{f}\right)$ and $v=\left(v_{1}, v_{2}, \ldots, v_{f}\right)$ be two permutation lattices of order $f$ which have the same diagram $\lambda$. We say that $u$ is $i$-coupled to $v$ (or that $u$ and $v$ are $i$-coupled) if

$$
\begin{equation*}
u_{h}=v_{h} \tag{5.17}
\end{equation*}
$$

for all $h \in\{1, \ldots, i-1, i+2, \ldots, f\}$ and we denote such a relation by $u \stackrel{i}{\leftrightarrow} v$.
Definition 5.1.4. Let $u=\left(u_{1}, u_{2}, \ldots, u_{f}\right)$ and $v=\left(v_{1}, v_{2}, \ldots, v_{f}\right)$ be two $i$-coupled permutation lattices. We say that $u$ is $\bar{i}$-coupled to $v$ (or that $u$ and $v$ are $\bar{i}$-coupled) if

$$
\begin{equation*}
u_{i}=-u_{i+1}, v_{i}=-v_{i+1} \tag{5.18}
\end{equation*}
$$

and we denote such a relation by $u \stackrel{\bar{i}}{\leftrightarrow} v$.

Finally, it will be useful to introduce the ( $i \backslash \bar{i}$ )-coupling as follow: given two pemutation lattices $u$ and $v$, we say that $u$ is $(i \backslash \bar{i})$-coupled to $v$ (or that $u$ and $w$ are $(i \backslash \bar{i})$-coupled $)$ if it results $u \stackrel{i}{\leftrightarrow} v$ but not $u \stackrel{\bar{i}}{\leftrightarrow} v$. We denote such a relation by $u \stackrel{i \backslash \bar{i}}{\leftrightarrow} v$.

Of course the previous definitions can also be given for tableaux. We simply say that two tableau $\sigma$ and $\tau$ are $i$-coupled or $\bar{i}$-coupled if the corresponding permutation lattices $w(\sigma)$ and $w(\tau)$ are $i$-coupled or $\bar{i}$-coupled, respectively. Note that the $i$-coupling relation just given coincides with the classical $i$-coupling relation given in chapter three if $\sigma$ and $\tau$ are standard Young tableaux.

Let $[f, \lambda]$ be an irrep for the Brauer algebras $\mathfrak{B}_{f}(x)$. The standard Gelfand-Tzetlin base for such an irrep can be parameterized by all permutation lattices $w$ of order $f$ and diagram $\lambda$ : $\{|f ; \lambda ; w\rangle\}$. The explicit action of the $\mathfrak{B}_{f}(x)$ generators $g_{i}$ and $e_{i}$ on such vectors is described by the following theorem:

Theorem 5.1.1. Let $u$ and $v$ two permutation lattices of order $f$ and diagram $\lambda$ and $|f ; \lambda ; u\rangle,|f ; \lambda ; v\rangle$ two standard base vectors for the irrep $[f, \lambda]$ of $\mathfrak{B}_{f}(x)$.

- If $u$ and $v$ are not $i$-coupled, then

$$
\begin{equation*}
\langle f ; \lambda ; u| g_{i}|f ; \lambda ; v\rangle=\langle f ; \lambda ; u| e_{i}|f ; \lambda ; v\rangle=0 . \tag{5.19}
\end{equation*}
$$

- If $u$ and $v$ are $i$-coupled but not $\bar{i}$-coupled, then

$$
\langle f ; \lambda ; u| g_{i}|f ; \lambda ; v\rangle=\left\{\begin{array}{cl}
\frac{1}{d_{i}(u)} & \text { if } u=v  \tag{5.20}\\
\sqrt{1-\frac{1}{d_{i}^{2}(u)}} & \text { if } u \neq v
\end{array}\right.
$$

and

$$
\begin{equation*}
\langle f ; \lambda ; u| e_{i}|f ; \lambda ; v\rangle=0, \tag{5.21}
\end{equation*}
$$

where $d_{i}(u)=\diamond_{i}(u, u)$ (as in (5.12)).

- If $u$ and $v$ are $\bar{i}$-coupled, then

$$
\langle f ; \lambda ; u| g_{i}|f ; \lambda ; v\rangle=\left\{\begin{array}{cl}
\frac{1}{\widehat{\nabla}_{i}(u, u)}\left(1-\frac{P_{Y\left(u^{(i)}\right)}(x)}{\left.P_{Y\left(u^{(i-1)}\right)}\right)}\right. \text { ) } & \text { if } u=v  \tag{5.22}\\
-\frac{1}{\widehat{i}_{i}(u, v)} \frac{\sqrt{P_{Y\left(u^{(i)}\right)}(x) P_{Y\left(v^{(i)}\right)}(x)}}{\left.P_{Y(u}(i-1)\right)}(x) & \text { if } u \neq v
\end{array}\right.
$$

and

$$
\begin{equation*}
\langle f ; \lambda ; u| e_{i}|f ; \lambda ; v\rangle=\frac{\sqrt{P_{Y\left(u^{(i)}\right)}(x) P_{Y\left(v^{(i)}\right)}(x)}}{P_{Y\left(u^{(i-1)}\right)}(x)} \tag{5.23}
\end{equation*}
$$

where $Y(w)$ denotes the diagram of the permutation lattice $w$.

We observe that the previous theorem provides the same action for $g_{i}$ given in chapter three if $u$ and $v$ are not $\bar{i}$-coupled (as the case of standard Young tableaux). Furthermore, we can easily verify that both $g_{i}$ and $e_{i}$ are hermitian operator on the invariant irreducible spaces of Brauer algebras.

### 5.2 The subduction problem

Subdction coefficients for the reduction $[f, \lambda] \downarrow \mathfrak{B}_{f_{1}}(x) \times \mathfrak{B}_{f_{2}}(x)\left(f_{1}+f_{2}=f\right)$ define the base changing matrix which makes explicit the decomposition in block-diagonal form:

$$
\begin{equation*}
[f, \lambda]=\bigoplus_{\lambda_{1}, \lambda_{2}}\left\{f_{1}, f_{2} ; \lambda ; \lambda_{1}, \lambda_{2}\right\}\left[f_{1}, \lambda_{1}\right] \otimes\left[f_{2}, \lambda_{2}\right] . \tag{5.24}
\end{equation*}
$$

Therefore, each non-standard base vector for $[f, \lambda]$ is given by the tensor product of two standard base vectors for the irreps $\left[f_{1}, \lambda_{1}\right]$ and $\left[f_{2}, \lambda_{2}\right]$. $\left\{f_{1}, f_{2} ; \lambda ; \lambda_{1}, \lambda_{2}\right\}$ denotes the ClebschGordan series which provide the multiplicity of $\left[f_{1}, \lambda_{1}\right] \otimes\left[f_{2}, \lambda_{2}\right]$ in $[f, \lambda]$.

The irreps of $\mathfrak{B}_{f_{1}}(x) \times \mathfrak{B}_{f_{2}}(x)$ may be labelled by $\left(f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}\right)$ with $\lambda_{1}$ and $\lambda_{2}$ suitable partitions (shapes). In the same way, each element of the basis is labelled by pairs of permutation lattices.

As in the case of subduction problem for $\mathfrak{S}_{f}$ (described in chapter three), we write the non-standard base vectors $\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle$ of $\left[f_{1}, \lambda_{1}\right] \otimes\left[f_{2}, \lambda_{2}\right]$ in terms of the standard base vectors $|f ; \lambda ; w\rangle$ of $[f, \lambda]\left(f_{1}+f_{2}=f\right)$ :

$$
\begin{equation*}
\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle_{\eta}=\sum_{w \in \Xi_{f}^{\lambda}}|f ; \lambda ; w\rangle\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle_{\eta} \tag{5.25}
\end{equation*}
$$

where $\Xi_{f}^{\lambda}$ represents the set of all permutation lattices of order $f$ and diagram $\lambda$. Thus $\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle_{\eta}$ are the SDCs (subduction coefficients) of $[f, \lambda] \downarrow\left[f_{1}, \lambda_{1}\right] \otimes$ [ $f_{2}, \lambda_{2}$ ] with given multiplicity label $\eta$.

Again, the SDCs satisfy the following unitary conditions:

$$
\begin{gather*}
\sum_{w}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle_{\eta}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}^{\prime} ; w_{1}, w_{2}^{\prime}\right\rangle_{\eta^{\prime}}=\delta_{\lambda_{2} \lambda_{2}^{\prime}} \delta_{w_{2} w_{2}^{\prime}} \delta_{\eta \eta^{\prime}}  \tag{5.26}\\
\sum_{\lambda_{2} w_{2} \eta}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle_{\eta}\left\langle f ; \lambda ; w^{\prime} \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle_{\eta}=\delta_{w w^{\prime}} \tag{5.27}
\end{gather*}
$$

### 5.2.1 Subduction system

Following the guidelines given for the subduction problem in symmetric groups, we now construct a matrix in such a way that the SDCs are the components of the kernel basis vectors. The dimension of such a kernel space is equal to the multiplicity for the subduction issue we are considering.

The action of $g_{i}$ and $e_{i}$ on the non-standard base vectors is given by

$$
g_{i}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle=\left\{\begin{array}{l}
\left(g_{i}\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle\right) \otimes\left|f_{2} ; \lambda_{2} ; w_{2}\right\rangle \quad \text { if } 1 \leq i \leq f_{1}-1  \tag{5.28}\\
\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle \otimes\left(g_{i}\left|f_{2} ; \lambda_{2} ; m_{2}\right\rangle\right) \quad \text { if } f_{1}+1 \leq i \leq f-1
\end{array}\right.
$$

and

$$
e_{i}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle=\left\{\begin{array}{lc}
\left(e_{i}\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle\right) \otimes\left|f_{2} ; \lambda_{2} ; w_{2}\right\rangle & \text { if } 1 \leq i \leq f_{1}-1  \tag{5.29}\\
\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle \otimes\left(e_{i}\left|f_{2} ; \lambda_{2} ; m_{2}\right\rangle\right) & \text { if } f_{1}+1 \leq i \leq f-1
\end{array} .\right.
$$

From (5.28) and (5.29), for $1 \leq l \leq f_{1}-1$, we get

$$
\begin{equation*}
\langle f ; \lambda ; w| g_{l}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle=\langle f ; \lambda ; w|\left(g_{l}\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle\right) \otimes\left|f_{2} ; \lambda_{2} ; w_{2}\right\rangle \tag{5.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle f ; \lambda ; w| e_{l}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle=\langle f ; \lambda ; w|\left(e_{l}\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle\right) \otimes\left|f_{2} ; \lambda_{2} ; w_{2}\right\rangle . \tag{5.31}
\end{equation*}
$$

Writing $\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle$ and $g_{l}\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle$ in the standard basis of $[f, \lambda]$ and $\left[f_{1}, \lambda_{1}\right]$ respectively, (5.30) and (5.31) become

$$
\begin{align*}
& \sum_{u \in \Theta_{i}(w)}\langle f ; \lambda ; w| g_{l}|f ; \lambda ; u\rangle\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle= \\
& \sum_{v \in \Theta_{i}\left(w_{1}\right)}\left\langle f_{1} ; \lambda_{1} ; v\right| g_{l}\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; v, w_{2}\right\rangle \tag{5.32}
\end{align*}
$$

$$
\begin{align*}
& \sum_{u \in \bar{\Theta}_{i}(w)}\langle f ; \lambda ; w| e_{l}|f ; \lambda ; u\rangle\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle= \\
& \sum_{v \in \bar{\Theta}_{i}\left(w_{1}\right)}\left\langle f_{1} ; \lambda_{1} ; v\right| e_{l}\left|f_{1} ; \lambda_{1} ; w_{1}\right\rangle\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; v, w_{2}\right\rangle \tag{5.3.3}
\end{align*}
$$

where $\Theta_{i}(w)$ and $\bar{\Theta}_{i}(w)$ denote the sets of all permutation lattices which are $i$-coupled and $\bar{i}$-coupled with $w$ respectively.

In an analogous way, for $f_{1}+1 \leq l \leq f-1$, we get

$$
\begin{align*}
& \sum_{u \in \Theta_{i}(w)}\langle f ; \lambda ; w| g_{l}|f ; \lambda ; u\rangle\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle= \\
& \quad \sum_{v \in \Theta_{i}\left(w_{2}\right)}\left\langle f_{2} ; \lambda_{2} ; v\right| g_{l}\left|f_{2} ; \lambda_{2} ; w_{2}\right\rangle\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, v\right\rangle \tag{5.34}
\end{align*}
$$

$$
\begin{align*}
& \sum_{u \in \bar{\Theta}_{i}(w)}\langle f ; \lambda ; w| e_{l}|f ; \lambda ; u\rangle\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle= \\
& \quad \sum_{v \in \bar{\Theta}_{i}\left(w_{2}\right)}\left\langle f_{2} ; \lambda_{2} ; v\right| e_{l}\left|f_{2} ; \lambda_{2} ; w_{2}\right\rangle\left\langle f_{1}, f_{2} ; \lambda ; w \mid f_{1} ; \lambda_{1}, \lambda_{2} ; w_{1}, v\right\rangle . \tag{5.35}
\end{align*}
$$

Then, once we know the explicit action of the generators of $\mathfrak{B}_{f_{1}}(x) \times \mathfrak{B}_{f_{2}}(x)$ on the standard basis, (5.32), (5.33), (5.34) and (5.35) (written for all $l \in\left\{1, \ldots, f_{1}-1, f_{1}+1, \ldots, f-1\right\}$ and all permutation lattices $w, w_{1}, w_{2}$ of order $f$ and diagrams $\lambda, \lambda_{1}$ and $\lambda_{2}$ respectively) define a linear equation system of the form:

$$
\begin{equation*}
\Omega\left(\lambda ; f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}\right) \chi=0 \tag{5.36}
\end{equation*}
$$

where $\Omega\left(\lambda ; f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}\right)$ is the subduction matrix and $\chi$ is a vector with components given by the SDCs of $[f, \lambda] \downarrow\left[f_{1}, \lambda_{1}\right] \otimes\left[f_{2}, \lambda_{2}\right]$. (5.36) is a linear equation system with $\operatorname{dim}\left(\mathfrak{B}_{f}(x) ;[f, \lambda]\right) \cdot \operatorname{dim}\left(\mathfrak{B}_{f_{1}}(x) ;\left[f_{1}, \lambda_{1}\right]\right) \cdot \operatorname{dim}\left(\mathfrak{B}_{f_{2}}(x) ;\left[f_{2}, \lambda_{2}\right]\right)$ unknowns (the SDCs) and $2(f-2) \cdot \operatorname{dim}\left(\mathfrak{B}_{f}(x) ;[f, \lambda]\right) \cdot \operatorname{dim}\left(\mathfrak{B}_{f_{1}}(x) ;\left[f_{1}, \lambda_{1}\right]\right) \cdot \operatorname{dim}\left(\mathfrak{B}_{f_{2}}(x) ;\left[f_{2}, \lambda_{2}\right]\right)$ equations.

### 5.2.2 Explicit form of the subduction system

It will be useful to give the following definitions of $i$-coupling and $\bar{i}$-coupling on pairs of permutation lattices:

Definition 5.2.1. Given two pairs $w_{12}=\left(w_{1}, w_{2}\right)$ and $w_{12}^{\prime}=\left(w_{1}^{\prime}, w_{2}^{\prime}\right)$, each one composed of two permutation lattices of order $f_{1}$ and $f_{2}$ respectively, we say that $w_{12}$ is $i$-coupled to $w_{12}^{\prime}$ (or that $w_{12}$ and $w_{12}^{\prime}$ are $i$-coupled) when

$$
\left\{\begin{array}{rr}
w_{1} \stackrel{i}{\leftrightarrow} w_{1}^{\prime} \\
w_{2}=w_{2}^{\prime} & \quad \text { if } 1 \leq i \leq f_{1}-1 \\
& \\
w_{1}=w_{1}^{\prime} \\
w_{2} \stackrel{i-f_{1}}{\leftrightarrow} w_{2}^{\prime}
\end{array} \quad \text { if } f_{1}+1 \leq i \leq f_{1}+f_{2}-1\right.
$$

and we denote such a relation by $w_{12} \stackrel{i}{\leftrightarrow} w_{12}^{\prime}$.
Definition 5.2.2. Given two pairs $w_{12}=\left(w_{1}, w_{2}\right)$ and $w_{12}^{\prime}=\left(w_{1}^{\prime}, w_{2}^{\prime}\right)$, each one composed of two permutation lattices of order $f_{1}$ and $f_{2}$ respectively, we say that $w_{12}$ is $\bar{i}$-coupled to $w_{12}^{\prime}$ (or that $w_{12}$ and $w_{12}^{\prime}$ are $\bar{i}$-coupled) when

$$
\left\{\begin{array}{ll}
w_{1} \stackrel{\bar{i}}{\leftrightarrow} w_{1}^{\prime} \\
w_{2}=w_{2}^{\prime} & \quad \text { if } 1 \leq i \leq f_{1}-1 \\
\\
w_{1}=w_{1}^{\prime} \\
w_{2} \stackrel{\overline{i-f_{1}}}{\leftrightarrow} w_{2}^{\prime}
\end{array} \quad \text { if } f_{1}+1 \leq i \leq f_{1}+f_{2}-1\right.
$$

and we denote such a relation by $w_{12} \stackrel{\bar{i}}{\leftrightarrow} w_{12}^{\prime}$.
Of course, the $(i \backslash \bar{i})$-coupling relation on pairs of permutation lattices is defined by

$$
w_{12} \stackrel{i \backslash \bar{i}}{\longleftrightarrow} w_{12}^{\prime} \Longleftrightarrow\left\{\begin{array}{cc}
w_{1} \stackrel{i \backslash \bar{i}}{\longleftrightarrow} w_{1}^{\prime} & \text { if } 1 \leq i \leq f_{1}-1 \\
w_{2}=w_{2}^{\prime} & \\
w_{1}=w_{1}^{\prime} & \text { if } f_{1}+1 \leq i \leq f_{1}+f_{2}-1 \\
w_{2} \stackrel{i \backslash \overline{i-f_{1}}}{\longleftrightarrow} w_{2}^{\prime} &
\end{array}\right.
$$

Denoted by $\Theta_{i}\left(w_{12}\right)$ the set of all pairs of permutation lattices which are $i$-coupled to the pair $w_{12}=\left(w_{1}, w_{2}\right)$ and by $\bar{\Theta}_{i}\left(w_{12}\right)$ the set of all pairs of permutation lattices which
are $\bar{i}$-coupled to the pair $w_{12}=\left(w_{1}, w_{2}\right)$, equations (5.32), (5.33), (5.34) and (5.35) can be written as

$$
\begin{align*}
& \left(\left\langle f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right| g_{i}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle-\langle f ; \lambda ; w| g_{i}|f ; \lambda ; w\rangle\right)- \\
& \sum_{u \in \Theta_{i}^{\prime}(w)}\langle f ; \lambda ; w| g_{i}|f ; \lambda ; u\rangle\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle+ \\
& \sum_{\left(u_{1}, u_{2}\right) \in \Theta_{i}^{\prime}\left(w_{12}\right)}\left\langle f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right| g_{i}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{1}, u_{2}\right\rangle\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{1}, u_{2}\right\rangle=0 \tag{5.37}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\left\langle f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right| e_{i}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle-\langle f ; \lambda ; w| e_{i}|f ; \lambda ; w\rangle\right)- \\
& \sum_{u \in \bar{\Theta}_{i}^{\prime}(w)}\langle f ; \lambda ; w| e_{i}|f ; \lambda ; u\rangle\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle+ \\
& \sum_{\left(u_{1}, u_{2}\right) \in \bar{\Theta}_{i}^{\prime}\left(w_{12}\right)}\left\langle f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right| e_{i}\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{1}, u_{2}\right\rangle\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{1}, u_{2}\right\rangle=0, \tag{5.38}
\end{align*}
$$

where $\Theta_{i}^{\prime}(w)$ and $\Theta_{\bar{i}}^{\prime}(w)$ represent the sets $\Theta_{i}(w) \backslash\{w\}$ and $\Theta_{\bar{i}}(w) \backslash\{w\}$, respectively (and analogously for $\Theta_{i}^{\prime}\left(w_{12}\right)$ and $\left.\Theta_{\bar{i}}^{\prime}\left(w_{12}\right)\right)$.

By remembering the statement of theorem 5.1.1, we can distinguish four possible cases for the structure of the equations (5.37) and (5.38).

1. Crossing: $w \stackrel{i \backslash \bar{i}}{\leftrightarrow} w$ and $w_{12} \stackrel{i \backslash \bar{i}}{\leftrightarrow} w_{12}$.

The subduction equations become of the form given in (3.12):

$$
\begin{align*}
& \alpha_{w, w_{12}}^{(i \backslash \bar{i})}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle-\beta_{w}^{(i \backslash \bar{i})}\left\langle f ; \lambda ; g_{i}(w) \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle+ \\
& +\beta_{w_{12}}^{(i \backslash \bar{i})}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; g_{i}\left(w_{1}\right), w_{2}\right\rangle=0 \quad \text { if } i \in\left\{1, \ldots, n_{1}-1\right\},  \tag{5.39}\\
& \alpha_{w, w_{12}}^{(i \backslash \bar{i})}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle-\beta_{w}^{(i \backslash \bar{i})}\left\langle f ; \lambda ; g_{i}(w) \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, w_{2}\right\rangle+ \\
& +\beta_{w_{12}}^{(i \bar{i})}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{1}, g_{i}\left(w_{2}\right)\right\rangle=0 \quad \text { if } i \in\left\{n_{1}+1, \ldots, n-1\right\} \tag{5.40}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{w, w_{12}}^{(i \backslash \bar{i})}=\frac{1}{d_{i}\left(w_{12}\right)}-\frac{1}{d_{i}(w)} \tag{5.41}
\end{equation*}
$$

$$
\begin{align*}
\beta_{w}^{(i \backslash \bar{i})} & =\sqrt{1-\frac{1}{d_{i}^{2}(w)}}  \tag{5.42}\\
\beta_{w_{12}}^{(i \backslash \bar{i})} & =\sqrt{1-\frac{1}{d_{i}^{2}\left(w_{12}\right)}} . \tag{5.43}
\end{align*}
$$

Notice that, by definition,

$$
d_{i}\left(w_{12}\right)=\left\{\begin{array}{cc}
d_{i}\left(w_{1}\right) & \text { if } 1 \leq i \leq f_{1}-1  \tag{5.44}\\
d_{i-f_{1}}\left(w_{2}\right) & \text { if } f_{1}+1 \leq i \leq f-1
\end{array},\right.
$$

where the axial distance $d_{i}$ is the same of (5.12) and, given a permutation lattice $w=\left(w_{1}, \ldots, w_{i}, w_{i+1}, \ldots, w_{f}\right)$, the $g_{i}$ action is naturally defined in the following way: consider the word $\tilde{w}=\left(w_{1}, \ldots, w_{i-1}, w_{i+1}, w_{i}, w_{i+2}, \ldots, w_{f}\right)$ obtained by $w$ interchanging the elements $w_{i}$ and $w_{i+1}$. If $\tilde{w}$ is another permutation lattice then we put $g_{i}(w)=\tilde{w}$, otherwise we set $g_{i}(w)=w$. In an analogous way, it is defined a $g_{i}$ action on pairs of permutation lattices of order $f_{1}$ and $f_{2}$, respectively:

$$
g_{i}\left(w_{1}, w_{2}\right)=\left\{\begin{array}{cc}
\left(g_{i}\left(w_{1}\right), w_{2}\right) & \text { if } 1 \leq i \leq f_{1}-1  \tag{5.45}\\
\left(w_{1}, g_{i}\left(w_{2}\right)\right) & \text { if } f_{1}+1 \leq i \leq f_{1}+f_{2}-1
\end{array} .\right.
$$

2. Horizontal bridge: $w \stackrel{\bar{i}}{\leftrightarrow} w$ and $w_{12} \stackrel{i \backslash \bar{i}}{\leftrightarrow} w_{12}$.

In this case, we get the equations:

$$
\begin{align*}
& \alpha_{w, w_{12}}^{(i \backslash i \bar{i}}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle+\beta_{w_{12}}^{(i \backslash i \bar{i})}\left\langle\lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; g_{i}\left(w_{12}\right)\right\rangle= \\
& \quad-\frac{\sqrt{P_{Y\left(w^{(i)}\right)}(x)}}{P_{Y\left(w^{(i-1)}\right)}(x)} \sum_{u \in \bar{\Theta}_{i}(w)} \frac{\sqrt{P_{Y\left(u^{(i)}\right)}(x)}}{\diamond_{i}(w, u)}\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle \tag{5.46}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{u \in \bar{\Theta}_{i}(w)} \sqrt{P_{Y\left(u^{(i)}\right)}(x)}\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle=0 \tag{5.47}
\end{equation*}
$$

where we have used the usual notation $w_{12}=\left(w_{1}, w_{2}\right)$ in the mathematical symbol of SDC.
3. Vertical bridge: $w \stackrel{i \backslash \bar{i}}{\longleftrightarrow} w$ and $w_{12} \stackrel{\bar{i}}{\longleftrightarrow} w_{12}$.

In an analogous way as the previous case, we have:

$$
\begin{align*}
& \alpha_{w, w_{12}}^{(i \backslash \bar{i})}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle-\beta_{w}^{(i \backslash \bar{i})}\left\langle\lambda ; g_{i}(w) \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle= \\
& \frac{\sqrt{P_{Y\left(w_{12}^{(i)}\right)}(x)}}{P_{Y\left(w_{12}^{(i-1)}\right)}(x)} \sum_{u_{12} \in \bar{\Theta}_{i}\left(w_{12}\right)} \frac{\sqrt{P_{Y\left(u_{12}^{(i)}\right)}(x)}}{\diamond_{i}\left(w_{12}, u_{12}\right)}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{12}\right\rangle \tag{5.48}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{u_{12} \in \bar{\Theta}_{i}\left(w_{12}\right)} \sqrt{P_{Y\left(u_{12}^{(i)}\right)}(x)}\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle=0 . \tag{5.49}
\end{equation*}
$$

Here, as in the definition of axial distance for pairs of permutation lattices, we have set:

$$
\diamond_{i}\left(w_{12}, u_{12}\right)=\left\{\begin{array}{cc}
\diamond_{i}\left(w_{1}, u_{1}\right) & \text { if } 1 \leq i \leq f_{1}-1  \tag{5.50}\\
\diamond_{i-f_{1}}\left(w_{2}, u_{2}\right) & \text { if } f_{1}+1 \leq i \leq f-1
\end{array}\right.
$$

and

$$
w_{12}^{(i)}=\left\{\begin{array}{cc}
w_{1}^{(i)} & \text { if } 1 \leq i \leq f_{1}-1  \tag{5.51}\\
w_{2}^{\left(i-f_{1}\right)} & \text { if } f_{1}+1 \leq i \leq f-1
\end{array}\right.
$$

4. Singlet: $w \stackrel{\bar{i}}{\leftrightarrow} w$ and $w_{12} \stackrel{\bar{i}}{\leftrightarrow} w_{12}$.

In this last case, the subduction equations take the form of:

$$
\begin{align*}
& \alpha_{w, w_{12}}^{(i \backslash \bar{i})}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle= \\
& - \\
& \quad \frac{\sqrt{P_{Y\left(w^{(i)}\right)}(x)}}{P_{Y\left(w^{(i-1)}\right)}(x)} \sum_{u \in \bar{\Theta}_{i}(w)} \frac{\sqrt{P_{Y\left(u^{(i)}\right)}(x)}}{\diamond_{i}(w, u)}\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle+  \tag{5.52}\\
& \\
& \quad \frac{\sqrt{P_{Y\left(w_{12}^{(i)}\right)}(x)}}{P_{Y\left(w_{12}^{(i-1)}\right)}(x)} \sum_{u_{12} \in \bar{\Theta}_{i}\left(w_{12}\right)} \frac{\sqrt{P_{Y\left(u_{12}^{(i)}\right)}(x)}}{\diamond_{i}\left(w_{12}, u_{12}\right)}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{12}\right\rangle
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\sqrt{P_{Y\left(w^{(i)}\right)}(x)}}{P_{Y\left(w^{(i-1)}\right)}(x)} \sum_{u \in \tilde{\Theta}_{i}(w)} \sqrt{P_{Y\left(u^{(i)}\right)}(x)}\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle= \\
& \frac{\sqrt{P_{Y\left(w_{12}^{(i)}\right)}(x)}}{P_{Y\left(w_{12}^{(i-1)}\right)}(x)} \sum_{u_{12} \in \bar{\Theta}_{i}\left(w_{12}\right)} \sqrt{P_{Y\left(u_{12}^{(i)}\right)}(x)}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{12}\right\rangle . \tag{5.53}
\end{align*}
$$

### 5.3 Subduction graph

Let us now consider the three shapes $\left(f ; \lambda ; f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}\right)$ with $f_{1}+f_{2}=f$. We call node each ordered sequence of three permutation lattices $\left(w ; w_{1}, w_{2}\right)$ such as $w \in \Xi_{f}^{\lambda}$, $w \in \Xi_{f_{1}}^{\lambda_{1}}$ and $w \in \Xi_{f_{2}}^{\lambda_{2}}$. We denote it by $\left\langle w ; w_{1}, w_{2}\right\rangle$ or $\left\langle w ; w_{12}\right\rangle$. The set of all nodes of ( $f ; \lambda ; f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}$ ) is called subduction grid (or simply grid) and it is as usual denoted by $G$. Building on the case of permutation lattices, the following definition extends the $i$-coupling relation to the nodes of the grid.

Definition 5.3.1. Fixed the grid $\left(f ; \lambda ; f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}\right)$, and given two nodes $n=\left(w ; w_{12}\right)$ and $n^{\prime}=\left(w^{\prime} ; w_{12}^{\prime}\right)$, we say that $n$ is $i$-coupled to $n^{\prime}$ (or that $n$ and $n^{\prime}$ are $i$-coupled) if $w \stackrel{i}{\leftrightarrow} w^{\prime}$ and $w_{12} \stackrel{i}{\leftrightarrow} w_{12}^{\prime}$. Then we write $n \stackrel{i}{\leftrightarrow} n^{\prime}$.

Once $i$ is fixed, it easy to see that the $i$-coupling is an equivalence relation on the grid. We name $i$-layer the partition of $G$ which is associated to such a relation and we denote it by $G^{(i)}$. If $n$ and $n^{\prime}$ are two distinct nodes of the grid such that $n \stackrel{i}{\leftrightarrow} n^{\prime}$, then they are connected by an edge with a label for $i$.

Following the structure of explicit form for the subduction equations given in the previous section, we note that there are only four possible kinds of $i$-layer configurations beetween nodes in $G$ :

1. crossing $i$-layer: $G^{(i \backslash \bar{i})}=\left\{\left\langle w ; w_{12}\right\rangle \in G \mid w \stackrel{i \backslash \bar{i}}{\longleftrightarrow} w\right.$ and $\left.w_{12} \stackrel{i \backslash \bar{i}}{\leftrightarrow} w_{12}\right\}$;
2. horizontal bridge $i$-layer: $G^{(i-\bar{i})}=\left\{\left\langle w ; w_{12}\right\rangle \in G \mid w \stackrel{\bar{i}}{\leftrightarrow} w\right.$ and $\left.w_{12} \stackrel{i \backslash \bar{i}}{\leftrightarrow} w_{12}\right\}$;
3. vertical bridge $i$-layer: $G^{(\bar{i}-i)}=\left\{\left\langle w ; w_{12}\right\rangle \in G \mid w \stackrel{i \backslash \bar{i}}{\longleftrightarrow} w\right.$ and $\left.w_{12} \stackrel{\bar{i}}{\longleftrightarrow} w_{12}\right\}$;
4. singlet $i$-layer: $G^{(\bar{i})}=\left\{\left\langle w ; w_{12}\right\rangle \in G \mid w \stackrel{\bar{i}}{\longleftrightarrow} w\right.$ and $\left.w_{12} \stackrel{\bar{i}}{\longleftrightarrow} w_{12}\right\}$;

Clearly, $G^{(i \backslash \bar{i})}, G^{(i-\bar{i})}, G^{(\bar{i}-i)}$ and $G^{(\bar{i})}$ are disjoint sets and we have $G^{(i)}=G^{(i \backslash \bar{i})} \cup G^{(i-\bar{i})} \cup$ $G^{(\bar{i}-i)} \cup G^{(\bar{i})}$. The crossing $i$-layer corresponds to the $i$-layer defined in chapter three for the subduction problem in symmetric groups. So, crossing, bridge and singlet configurations for the $i$-coupling relation are also defined in an analogous way for such a set.

Definition 5.3.2. We call subduction graph the overlap of all i-layers obtained by identification of the corresponding nodes.

The definition just given is a good definition of subduction graph, because there is at most one edge connecting two distinct nodes. This is ensured by the osservation that if $n$ and $n^{\prime}$ are two distinct nodes which are $i$-coupled and $j$-coupled then we necessarily have $i=j$.

We remark that if the grid defined by $\left(f ; \lambda ; f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}\right)$ is such that $f$ is equal to the number of boxes of $\lambda, f_{1}$ is equal to the number of boxes of $\lambda_{1}$ and $f_{3}$ to the number of boxes $\lambda_{3}$, then the definition of subduction graph just given becomes that one given for the subduction problem in symmetric groups (chapter three).

### 5.4 Structure of the subduction space

The solution of (5.36) can be seen as an intersection of $f-2$ subspaces $\chi^{(i)}$ such that each one satisfies

$$
\begin{equation*}
\Omega^{(i)}\left(f_{1}, f_{2} ; \lambda ; \lambda_{1}, \lambda_{2}\right) \chi^{(i)}=0 \tag{5.54}
\end{equation*}
$$

Here, $\Omega^{(i)}\left(f_{1}, f_{2} ; \lambda ; \lambda_{1}, \lambda_{2}\right)$ is defined by the equations (5.32), (5.33), (5.34) and (5.35) written for a fixed $i \in\left\{1, \ldots, f_{1}-1, f_{1}+1, \ldots f-1\right\}$. The definitions of grid, $i$-layer and the explicit form for the subduction equations, given in the previous sections, provide a suitable way to describe the solution space of (5.54) by the one-to-one corrispondence between the nodes of $\left(f_{1}, f_{2} ; \lambda ; \lambda_{1}, \lambda_{2}\right)$ and the SDCs for the subduction $\left[f_{1}+f_{2}, \lambda\right] \downarrow\left[f_{1}, \lambda_{1}\right] \otimes\left[f_{2}, \lambda_{2}\right]$. To find the structure of the subduction space $\chi^{(i)}$ which is associated to the $i$-layer we only need to describe the structure of the spaces which are associated to $G^{(i \backslash \bar{i})}, G^{(i-\bar{i})}, G^{(\bar{i}-i)}$ and $G^{(\bar{i})}$ that we call crossing space, horizontal bridge space, vertical bridge space and singlet space, respectively.

### 5.4.1 Crossing space

The solution for the crossing equations was already described in chapters three and four by the subduction graph method. In fact, we observe that the structure of the two subduction systems are quite similar. For the Brauer algebras case, we only need to pay attention to use the new definition of axial distance given in (5.12) because such a definition leads to expressions for the coefficients $\alpha_{w ; w_{12}}^{(i \backslash \bar{i})}, \beta_{w}^{(i \backslash \bar{i})}$ and $\beta_{w_{12}}^{(i \backslash \bar{i})}$ which are algebraic
functions of $\mathbb{C}(x)$ instead of simple real numbers (see theorem 5.1.1). However, relations and conditions of the subduction graph method for symmetric groups still remain valid for Brauer algebras subduction issue.

### 5.4.2 Bridge spaces

Let us now consider the case of the horizontal bridge space. From equation (5.47), for each node $\left\langle w ; w_{12}\right\rangle \in G^{(i-\bar{i})}$, we find that subduction coefficients of the horizontal bridge type, $\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle$, are the components of vectors of a vectorial space that is the kernel of the operator $e_{i}$ acting on the invariant irreducible subspace defined by all the permutation lattices $u$ which are $\bar{i}$-coupled to $w$. From the relation $e_{i}^{2}=x e_{i}$, we note that the eigenvalues of $e_{i}$ are 0 and $x$. Therefore $\chi^{(i-\bar{i})}$ in general is not the trivial space. So, finding such SDCs is equivalent to determind the kernel space of $e_{i}$ in the explicit form given in theorem 5.1.1.

Once we now the SDCs of the form $\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle$, we can determine the coefficients $\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; g_{i}\left(w_{12}\right)\right\rangle$ by using (5.46):

$$
\begin{align*}
& \left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; g_{i}\left(w_{12}\right)\right\rangle=-\frac{\alpha_{w, w}^{i(i)}}{(i) \bar{i})} \\
& \beta_{w 12}^{(i \bar{i})}
\end{aligned} f ; \lambda ; w\left|f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle-\quad \begin{aligned}
& \frac{1}{\left.\beta_{w}^{(i) i} \bar{i}\right)} \frac{\sqrt{P_{Y\left(w^{(i)}\right)}(x)}}{P_{Y\left(w^{(i-1)}\right)}(x)} \sum_{u \in \bar{\Theta}_{i}(w)} \frac{\sqrt{P_{Y\left(u^{(i)}\right)}(x)}}{\diamond_{i}(w, u)}\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle \tag{5.55}
\end{align*}
$$

(note that if $g_{i}\left(w_{12}\right) \neq w_{12}$ then $\beta_{w_{12}}^{(i \backslash \bar{i})} \neq 0$ ).
In an analogous way for the vertical bridge space, from equation (5.49) we find that subduction coefficients $\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{12}\right\rangle$, are the components of vectors of a vectorial space that is the kernel of the operator $e_{i}$ acting on the invariant irreducible subspace defined by all pairs of the permutation lattices $u_{12}$ which are $\bar{i}$-coupled to $w_{12}$.

Again, once we now the SDCs of the form $\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{12}\right\rangle$, we can de-
termine the coefficients $\left\langle f ; \lambda ; u \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; g_{i}\left(w_{12}\right)\right\rangle$ by using (5.48):

$$
\begin{align*}
\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; g_{i}\left(u_{12}\right)\right\rangle & =\frac{\alpha_{w, w 12}^{(i \backslash i)}}{\beta_{w}^{(i \backslash i)}}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; w_{12}\right\rangle- \\
\frac{1}{\beta_{w}^{(i \backslash \bar{i})}} \frac{\sqrt{P_{Y\left(w_{12}^{(i)}\right)}(x)}}{P_{Y\left(w_{12}^{(i-1)}\right)}(x)} & \sum_{u_{12} \in \bar{\Theta}_{i}\left(w_{12}\right)} \frac{\sqrt{P_{Y\left(u_{12}^{(i)}\right)}(x)}}{\widehat{\nabla}_{i}\left(w_{12}, u_{12}\right)}\left\langle f ; \lambda ; w \mid f_{1}, f_{2} ; \lambda_{1}, \lambda_{2} ; u_{12}\right\rangle \tag{5.56}
\end{align*}
$$

(if $g_{i}(w) \neq w$ then $\beta_{w}^{(i \backslash \bar{i})} \neq 0$ )

### 5.4.3 Singlet space

To understand the structure of the solution for singlet equations, it is useful to introduce the intertwining operators:

$$
\begin{equation*}
\Omega_{w, w_{12}}^{(i)}=I_{w} \otimes \rho_{w_{12}}^{(i)}-\rho_{w}^{(i)} \otimes I_{w_{12}} . \tag{5.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\Omega}_{w, w_{12}}^{(i)}=I_{w} \otimes \bar{\rho}_{w_{12}}^{(i)}-\bar{\rho}_{w}^{(i)} \otimes I_{w_{12}} \tag{5.58}
\end{equation*}
$$

Here, $\rho_{w}^{(i)}$ (resp. $\rho_{w_{12}}^{(i)}$ ) represents the action of the generators $g_{i}$ on the invariant irreducible space defined by all permutation lattices (resp. pairs of permutation lattices) which are $\bar{i}$ coupled to $w$ (risp. $w_{12}$ ). In an analogous way, $\bar{\rho}_{w}^{(i)}$ (resp. $\bar{\rho}_{w_{12}}^{(i)}$ ) represents the action of the generators $e_{i}$ on the invariant irreducible spaces defined by all permutation lattices (resp. pairs of permutation lattices) which are $\bar{i}$-coupled to $w$ (resp. $w_{12}$ ). Further, $I_{w}$ and $I_{w_{12}}$ represent the identity operators on the previous invariant irreducible spaces, respectively. Solving the singlet equations is equivalent to find the kernel space of $\Omega_{w, w_{12}}^{(i)}$ and the kernel space of $\bar{\Omega}_{w, w_{12}}^{(i)}$.

The operator $\rho_{w}^{(i)}$ (resp. $\rho_{w_{12}}^{(i)}$ ) has eigenvalues 1 and -1 , as we can see by the relation $g_{i}^{2}=1$. Denoted by $g_{w, 1}^{(i)}$ (resp. $g_{w_{12}, 1}^{(i)}$ ) the eigenvector relative to the eigenvalue 1 and by $g_{w,-1}^{(i)}$ (resp. $g_{w_{12},-1}^{(i)}$ ) that one relative to the eigenvalue -1 , the eigenvectors of the intertwining operator $\Omega_{w, w_{12}}^{(i)}$ are:

1. $g_{w, 1}^{(i)} \otimes g_{w_{12}, 1}^{(i)}$ with eigenvalue 0 ;
2. $g_{w,-1}^{(i)} \otimes g_{w_{12}, 1}^{(i)}$ with eigenvalue 2 ;
3. $g_{w, 1}^{(i)} \otimes g_{w_{12},-1}^{(i)}$ with eigenvalue -2 ;
4. $g_{w,-1}^{(i)} \otimes g_{w_{12},-1}^{(i)}$ with eigenvalue 0 .

Therefore, the kernel space is given by $\operatorname{span}\left(g_{w, 1}^{(i)} \otimes g_{w_{12}, 1}^{(i)}, g_{w,-1}^{(i)} \otimes g_{w_{12},-1}^{(i)}\right)$.
The operator $\bar{\rho}_{w}^{(i)}$ (resp. $\bar{\rho}_{w_{12}}^{(i)}$ ) has eigenvalues $x$ and 0 (remember that $e_{i}{ }^{2}=x e_{i}$ ). Denoted by $e_{w, x}^{(i)}$ (resp. $e_{w_{12}, x}^{(i)}$ ) an eigenvector relative to the eigenvalue $x$ and by $e_{w, 0}^{(i)}$ (resp. $e_{w_{12}, 0}^{(i)}$ ) one relative to the eigenvalue -1 , the eigenvectors of the intertwining operator $\Omega_{w, w_{12}}^{(i)}$ have the form:

1. $e_{w, x}^{(i)} \otimes e_{w_{12}, x}^{(i)}$ with eigenvalue 0 ;
2. $e_{w, 0}^{(i)} \otimes e_{w_{12}, x}^{(i)}$ with eigenvalue $x$;
3. $e_{w, x}^{(i)} \otimes e_{w_{12}, 0}^{(i)}$ with eigenvalue $-x$;
4. $e_{w, 0}^{(i)} \otimes e_{w_{12}, 0}^{(i)}$ with eigenvalue 0 .
from which we can construct the kernel space for $\bar{\Omega}_{w, w_{12}}^{(i)}$.
The singlet space is the intersaction of the two kernel spaces just given.

### 5.5 Orthonormalization and phase conventions

The subduction space given by (5.36) has dimension $\mu$ equal to the multiplicity of $[f, \lambda] \downarrow\left[f_{1}, \lambda_{1}\right] \otimes\left[f_{2}, \lambda_{2}\right]$. Then SDCs are not univocally determined. A choice of orthonormality between the different copies of multiplicity imposes a precise form for the multiplicity separations.

Following the notation given in chapter three, let $\left\{\chi_{1}, \ldots, \chi_{\mu}\right\}$ be a basis in the subduction space. Orthonormality implies for the scalar products:

$$
\begin{equation*}
\left(\chi_{\eta}, \chi_{\eta^{\prime}}\right)=\operatorname{dim}\left(\mathfrak{B}_{f_{1}}(x),\left[f_{1}, \lambda_{1}\right]\right) \operatorname{dim}\left(\mathfrak{B}_{f_{2}}(x),\left[f_{2}, \lambda_{2}\right]\right) \delta_{\eta \eta^{\prime}} . \tag{5.59}
\end{equation*}
$$

If we denote by $\chi$ the matrix which has the basis vectors of the subduction space as columns, we may orthonormalize it by a suitable $\mu \times \mu$ matrix $\sigma$, i.e.

$$
\begin{equation*}
\tilde{\chi}=\chi \sigma . \tag{5.60}
\end{equation*}
$$

In (5.60) $\tilde{\chi}$ is the matrix which has the orthonormalized basis vectors of the subduction space as columns. Now we can write (5.59) as

$$
\begin{equation*}
\sigma^{t} \tau \sigma=I \tag{5.61}
\end{equation*}
$$

where $I$ is the $\mu \times \mu$ identity matrix and $\tau$ is the $\mu \times \mu$ positive defined quadratic form given by

$$
\begin{equation*}
\tau=\frac{1}{\operatorname{dim}\left(\mathfrak{B}_{f_{1}}(x),\left[f_{1}, \lambda_{1}\right]\right) \operatorname{dim}\left(\mathfrak{B}_{f_{2}}(x),\left[f_{2}, \lambda_{2}\right]\right)} \chi^{t} \chi \tag{5.62}
\end{equation*}
$$

From (5.61) we can see $\sigma$ as the Sylvester matrix of $\tau$, i.e. the matrix for the change of basis that reduces $\tau$ in the identity form. We can express $\sigma$ in terms of the orthonormal matrix $O_{\tau}$ that diagonalizes $\tau$

$$
\begin{equation*}
\sigma=O_{\tau} D_{\tau}^{-\frac{1}{2}} O \tag{5.63}
\end{equation*}
$$

where $D_{\tau}^{-\frac{1}{2}}$ is the diagonal matrix with eigenvalues given by the inverse square root of the eigenvalues of $\tau$ and $O$ a generic orthogonal matrix. Thus, the general form for the orthonormalized $\chi$ is

$$
\begin{equation*}
\tilde{\chi}=\chi O_{\tau} D_{\tau}^{-\frac{1}{2}} O \tag{5.64}
\end{equation*}
$$

We notice that in case of multiplicity-free subduction, only one choice of global phase has to be made (for example Young-Yamanouchi phase convention [99]). It derives from the trivial form of the orthogonal $1 \times 1$ matrices $O$ and $O_{\tau}$.

To fix the Young-Yamanouchi phase convention we need an ordering relation on permutation lattices (or pair of permutation lattices) and on nodes of the subduction graph. A possible natural choice is the following: given two distinct permutation lattices of order $f$ and diagram $\lambda, w=\left(w_{1}, w_{2}, \ldots, w_{f}\right)$ and $w^{\prime}=\left(w_{1}^{\prime}, w_{2}^{\prime}, \ldots, w_{f}^{\prime}\right)$, we say that $w<w^{\prime}$ if the first non-zero element of the word $w-w^{\prime}=\left(w_{1}-w_{1}^{\prime}, w_{2}-w_{2}^{\prime}, \ldots, w_{f}-w_{f}^{\prime}\right)$ is a negative number. Such a relation can be extended to pairs of permutation lattices alphabetically: given two distinct pairs of permutation lattices $w_{12}=\left(w_{1}, w_{2}\right)$ and $w_{12}^{\prime}=\left(w_{1}^{\prime}, w_{2}^{\prime}\right)$, we say that $w_{12}<w_{12}^{\prime}$ if $w_{1}<w_{1}^{\prime}$ or $w_{1}=w_{1}^{\prime}$ and $w_{2}<w_{2}^{\prime}$. Resulting from the previous ordering relations, we can provide the ordering relation for nodes of the grid $G=\left(f ; \lambda ; f_{1}, f_{2} ; \lambda_{1}, \lambda_{2}\right)$. For two distinct nodes $n=\left\langle w ; w_{12}\right\rangle \in G, n^{\prime}=\left\langle w^{\prime} ; w_{12}^{\prime}\right\rangle \in G$ we say $n<n^{\prime}$ if $w<w^{\prime}$ or $w=w^{\prime}$ and $w_{12}<w_{12}^{\prime}$.

Thus, the Young-Yamanouchi phase convention can be stated as follows: we fix to be positive the first non-zero SDC with respect to the ordering relation defined on the corresponding nodes.

We conclude by observing that, in the general case of multiplicity $\mu>1,2^{\mu-1}$ phases deriving from the $O_{\tau}$ matrix and 1 phase from the matrix $O$ have to be fixed. Therefore we have $2^{\mu-1}+1$ phases to choose. Furthermore we have other $\frac{\mu(\mu-1)}{2}$ degrees of freedom deriving from $O$. In sum we have a total of $\left(2^{\mu-1}+1\right)+\frac{\mu(\mu-1)}{2}$ choices to make.

## Bibliography

[1] H. Fukutome, M. Yamamura, and A. Nishiyama, A new fermion many-body theory based on the $S O(2 N+1)$ Lie algebra of the fermion operators, Prog. Theor. Phys. 57 (1977), 1554-1571.
[2] M. Gell-Mann, Color embeddings, charge assignments, and proton stability in unified gauge theories, Rev. Mod. Phys. 50 (1978), 721-744.
[3] E. Cremmer and B. Julia, The $S O(8)$ supergravity, Nucl. Phys. B 159 (1979), 141-212.
[4] A. Arima and F. Iachello, Interacting boson model of collective states I. The vibrational limit, Ann. Phys. NY 99 (1976), 253-317.
[5] P. Navratil, H. B. Geyer and J. Dobaczewski, SDG fermion-fair algebraic $S O(12)$ and Sp(10) models and their boson realizations, Ann. Phys. NY 243 (1995), 218-246.
[6] G. Rosensteel and D. J. Rowe, Nuclear $S p(3, R)$ model, Phys. Rev. Lett. 38 (1977), 10-14.
[7] O. Castaños, P. Hess, J. P. Draayer and P. Pochford, Pseudo-symplectic model for strongly deformed heavy nuclei, Nucl. Phys. A 424 (1991), 469-478.
[8] B. R. Judd, R. C. Leavitt and G. M. Lister, $6 j$-symbols for $S O(2 l+1)$ and a structural analysis in terms of atomic quasiparticles, J. Phys. A: Math. Gen. 23 (1990), 385-405.
[9] B. R. Judd, G. M. S. Lister and M. A. Suskind, Some $6 j$ symbols for symplectic and orthogonal groups by Cerkaski's method, J. Phys. A: Math. Gen. 23 (1990), 5707-5716.
[10] V. Vanagas and J. A. Castilho Alcaras, On the evaluation of the $U(3)$ content of the matrix elements of one- and two-body operators, J. Math. Phys. 33 (1992), 1550-1565.
[11] K. T. Hecht, A simple class of $U(N)$ Racah coefficients and their application, Commun. Math. Phys. 41 (1975), 135-156.
[12] V. Petkova and J. B. Zuber, Conformal Field Theories, Graphs and Quantum Algebras, preprint hep-th/0108236 (2001).
[13] I. Schur, Über die rationalen Darstellung der allgemeinen linearen Gruppe (1927). Reprinted in Schur I., Gesammelte Abhandlungen, Vol. III, pp. 68-85, Springer-Verlag, Berlin, 1973.
[14] R. Brauer, On algebras which are connected with the semisimple continuous groups, Annals of Math. 38 (1937), 867-872.
[15] P. Kramer, Recoupling coefficients of the symmetric group for shell and cluster model configurations, Z. Phys. 216 (1968), 68-83.
[16] F. Pan and L. Dai, Subduction coefficients of Brauer algebras and Racah coefficients of $O(n)$ and $S p(2 m):$ II. Racah coefficients, J. Phys. A: Math. Gen. 29 (1996), 5093-5102.
[17] J. P. Elliot, J. Hope and H. A. Jahn, Theoretical Studies in Nuclear Structure. IV. Wave Functions for the Nuclear p-Shell. Part B. $\left\langle p^{n} \mid p^{n-2} p^{2}\right\rangle$ Fractional Parentage Coefficients, Phil. Trans. R. Soc. A 246 (1953), 241-279.
[18] F. Pan and J. Q. Chen, Irreducible representations of Hecke algebras in the nonstandard basis and subduction coefficients, J. Phys. A: Math. Gen. 26 (1993), 4299-4310.
[19] R. Leduc and A. Ram, A ribbon Hopf algebra approach to the irreducible representations of centralizer algebras: the Brauer, Birman-Wenzl, and type A Iwahory-Hecke algebras, Adv. in Math. 125 (1997), 1-94.
[20] K. Koike, Spin representations and centralizer algebras for spinor groups, preprint math.RT/0502397 (2005).
[21] L. F. McAven, P. H. Butler, and A. M. Hamel, Split bases and multiplicity separations in symmetric group transformation coefficients, J. Phys. A: Math. Gen. 31 (1998), 8363-8372.
[22] V. Chilla, On the linear equation method for the subduction problem in symmetric groups, J. Phys. A: Math. Gen. 39 (2006), 7657-7668.
[23] V. Chilla, A reduced subduction graph and higher multiplicity in $S_{n}$ transformation coefficients, J. Phys. A: Math. Gen. 39 (2006), 12395-12405.
[24] N. Bourbaki, Groupes et algèbres de Lie, Chapitres 4,5 et 6, Hermann, Paris, 1968.
[25] J. Dixmier, Algèbres Enveloppantes, Gauthier-Villars, Paris, 1974.
[26] J. E. Humphreys, Introduction to Lie algebras and Representation Theory, Graduate Texts in Mathematics 9, Springer, New York, 1972.
[27] R. Goodman and N. R. Wallach, Representations and invariants of the classical groups, Cambridge University Press, 1998.
[28] I. M. Gelfand and M. L. Tsetlin, Finite-dimensional representations of the group of unimodular matrices, Dokl. Akad. Nauk SSSR 71 (1950), 825-828 (Russian). English transl. in: I. M. Gelfand, "Collected papers". Vol II, Berlin: Springer-Verlag 1988, pp. 653-656.
[29] I. M. Gelfand and M. L. Tsetlin, Finite-dimensional representations of groups of orthogonal matrices, Dokl. Akad. Nauk SSSR 71 (1950), 1017-1020 (Russian). English transl. in: I. M. Gelfand, "Collected papers". Vol II, Berlin: Springer-Verlag 1988, pp. 657-661.
[30] D. P. Zhelobenko, The classical groups. Spectral analysis of their finite-dimensional representations, Russ. Math. Surv. 17 (1962), 1-94.
[31] J. G. Nagel and M. Moshinsky, Operators that lower or raise the irreducible vector spaces of $U_{n-1}$ contained in an irreducible vector space of $U_{n}$, J. Math. Phys. 6 (1965), 682-694.
[32] Hou Pei-yu, Orthonormal bases and infinitesimal operators of the irreducible representations of group $U_{n}$, Scientia Sinica 15 (1966), 763-772.
[33] D. P. Želobenko, Compact Lie groups and their representations, Transl. of Math. Monographs 40 AMS, Providence RI, 1973.
[34] S. C. Pang and K. T. Hecht, Lowering and raising operators for the orthogonal group in the chain $O(n) \supset O(n-1) \supset \cdots$, and their graphs, J. Math. Phys. 8 (1967), 1233-1251.
[35] M. K. F. Wong, Representations of the orthogonal group. I. Lowering and raising operators of the orthogonal group and matrix elements of the generators, J. Math. Phys. 8 (1967), 1899-1911.
[36] M. D. Gould, The characteristic identities and reduced matrix elements of the unitary and orthogonal groups, J. Austral. Math. Soc. B 20 (1978), 401-433.
[37] M. D. Gould, On an infinitesimal approach to semisimple Lie groups and raising and lowering operators of $O(n)$ and $U(n)$, J. Math. Phys. 21 (1980), 444-453.
[38] M. D. Gould, On the matrix elements of the $U(n)$ generators, J. Math. Phys. 22 (1981), 15-22.
[39] M. D. Gould, Wigner coefficients for a semisimple Lie group and the matrix elements of the $O(n)$ generators, J. Math. Phys. 22 (1981), 2376-2388.
[40] A. J. Bracken and H. S. Green, Vector operators and a polynomial identity for $S O(n)$, J. Math. Phys. 12 (1971), 2099-2106.
[41] H. S. Green, Characteristic identities for generators of $G L(n), O(n)$ and $S p(n)$, J. Math. Phys. 12 (1971), 2106-2113.
[42] R. M. Asherova, Yu. F. Smirnov and V. N. Tolstoy, Projection operators for simple Lie groups, Theor. Math. Phys. 8 (1971), 813-825.
[43] R. M. Asherova, Yu. F. Smirnov and V. N. Tolstoy, Projection operators for simple Lie groups. II. General scheme for constructing lowering operators. The groups $\operatorname{SU}(n)$, Theor. Math. Phys. 15 (1973), 392-401.
[44] R. M. Asherova, Yu. F. Smirnov and V. N. Tolstoy, Description of a certain class of projection operators for complex semisimple Lie algebras, Math. Notes 26 (1979), no. 1-2, 499-504.
[45] D. P. Zhelobenko, An introduction to the theory of $S$-algebras over reductive Lie algebras, in: "Representations of Lie groups and related topics" (A. M. Vershik and D. P. Zhelobenko, Eds), Adv. Studies in Contemp. Math. 7 (1979), New York, Gordon and Breach Science Publishers, 155-221.
[46] D. P. Zhelobenko, Representations of reductive Lie algebras, VO "Nauka", Moscow, 1994 (Russian).
[47] M. Nazarov and V. Tarasov, Yangians and Gelfand-Zetlin bases, Publ. RIMS, Kyoto Univ. 30 (1994), 459-478.
[48] A. I. Molev, Gelfand-Tsetlin basis for representations of Yangians, Lett. Math. Phys. 30 (1994), 53-60.
[49] G. James and A. Kerber, The representation theory of the symmetric group, AddisonWesley, 1981.
[50] B. E. Sagan, The symmetric group. Representations, combinatorial algorithms, and symmetric functions, 2nd edition, Grad. Texts in Math. 203, Springer-Verlag, New York, 2001.
[51] A. Okounkov and A. Vershik, A new approach to representation theory of symmetric groups, Selecta Math. (N.S.) 2 (1996), 581-605.
[52] G. C. Hegerfeldt, Branching theorem for the symplectic groups, J. Math. Phys. 8 (1967), 1195-1196.
[53] I. M. Gelfand and A. Zelevinsky, Models of representations of classical groups and their hidden symmetries, Funct. Anal. Appl. 18 (1984), 183-198.
[54] R. Proctor, Odd symplectic groups, Invent. Math. 92 (1988), 307-332.
[55] V. V. Shtepin, Intermediate Lie algebras and their finite-dimensional representations, Russian Akad. Sci. Izv. Math. 43 (1994), 559-579.
[56] M. D. Gould, Representation theory of the symplectic groups. I, J. Math. Phys. 30 (1989), 1205-1218.
[57] M. D. Gould and E. G. Kalnins, A projection-based solution to the $S p(2 n)$ state labeling problem, J. Math. Phys. 26 (1985), 1446-1457.
[58] A. R. Edmonds, Angular Momentum in Quantum Mechanics, Princeton University Press, Princeton, 1957.
[59] L. C. Biedenharn and J. D. Louck, The Racah-Wigner Algebra in Quantum Theory, Reading, MA: Addison-Wesley, 1981.
[60] E. Wigner, Group Theory, Academic Press, New York, 1959.
[61] E. U. Condon and G. H. Shortley, The Theory of Atomic Spectra, Cambridge University Press, New York, 1953.
[62] M. E. Rose, Elementary Theory of Angular Momentum, Wiley, New York, 1957.
[63] E. R. Cohen, Tables of the Clebsch-Gordan Coefficients, North American Rockwell Science Center, Thousand Oaks, Calif., 1974.
[64] H. A. Jahn, Theoretical Studies in Nuclear Structure. II. Nuclear d ${ }^{2}$, $d^{3}$ and $d^{4}$ Configurations. Fractional Parentage Coefficients and Central Force Matrix Elements, Proc. R. Soc. A 205 (1951), 192-237.
[65] E. P. Wigner, Group Theory and Its Application to the Quantum Mechanics of Atomic Spectra, expanded and improved ed., Academic Press, New York, 1959.
[66] R. P. Bickerstaff and B. G. Wybourne, Dissociation calculations $S$-wave multiquark systems, J. Phys. G: Nucl. Phys. 7 (1982), 275-292.
[67] B. G. Searle and P. H. Butler, Calculation of primitive $6 j$-symbols, J. Phys. A: Math. Gen. 21 (1988), 3041-3050.
[68] B. R. Judd and G. M. Lister, A class of generalized $9 j$-symbols for $S p(2 n)$, J. Phys. A: Math. Gen. 20 (1987), 3159-3169
[69] S. Ališauskas, Some coupling and recoupling coefficients for symmetric representations of $S O(n)$, J. Phys. A: Math. Gen. 20 (1987), 35-45.
[70] R. Le Blanc and K. T. Hecht, New perspective on the $U(n)$ Wigner-Racah calculus. II. Elementary reduced Wigner coefficients for $U(n)$, J. Phys. A: Math. Gen. 20 (1987), 4613-4635.
[71] B. R. Judd, G. M. Lister and M. C. M. O'Brian, Algebraic expressions for some generalised 6j-symbols for $S O(n)$ and $G 2$, J. Phys. A: Math. Gen. 19 (1986), 2473-2486.
[72] J. Q. Chen, P. N. Wang, Z. M. Lü and X. B. Wu, Tables of the Clebsch-Gordan, Racah, and Subduction coefficients of $\operatorname{SU}(n)$ groups, World Scientific, Singapore, 1987.
[73] R. W. Carter and G. Lusztig, On the modular representations of the general linear an symmetric groups, Math. Z. 136 (1974), 193-242.
[74] J. A. Green, Polynomial representations of $G L_{n}$, Lecture Notes in Math 830, SpringerVerlag, Berlin-New York, 1980.
[75] C. Ringel, The category of modules with good filtrations over a quasi-hereditary algebra has almost split sequences, Math. Z. 208 (1991), 209-223.
[76] S. Donkin, On tilting modules for algebraic groups, Math. Z. 212 (1993), 39-60.
[77] K. Erdmann, Decomposition numbers for symmetric groups and composition factors of Weyl modules, J. Algebra 180 (1996), 316-320.
[78] G. D. James, The decomposition of tensors over fields of prime characteristic, Math. Z. 172 (1980), 161-178.
[79] S. Donkin, On Schur algebras and related algebras I, J. Algebra 104 (1986), 310-328.
[80] M. Jimbo, A q-analog of $U\left(\mathfrak{g l}_{n}\right)$, Hecke algebras, and the Yang-Baxter equation, Lett. Math. Phys. 11 (1986), 247-252.
[81] R. Dipper and G. James, The $q$-Schur algebra, Proc. London Math. Soc. (3) 59 (1989), 23-50.
R. Dipper and G. James, $q$-tensor space and $q$-Weyl modules, Trans. Amer. Math. Soc 327 (1991), 251-282.
[82] A. Beilinson, G. Lusztig and R. MacPherson, A geometric setting for the quantum deformation of $G L_{n}$, Duke Math. J. 61 (1990), 655-677.
[83] S. V. Kerov, Realizations of representations of the Brauer semigroup, J. of Soviet Math. 47 (1989), 2503-2507.
[84] S. König and C. Xi, A characteristic free approach to Brauer algebras, Trans. Amer. Math. Soc. 353 (2000), 1489-1505.
[85] J. S. Birman and H. Wenzl, Braids, link polynomials and a new algebra, Trans. Amer. Math. Soc. 313 (1989), 249-273.
[86] P. Hanlon and D. Wales, On the decomposition of Brauer's centralizer algebras, J. Algebra 121 (1989), 446-476.
P. Hanlon and D. Wales, Computing the discriminants of Brauer's centralizer algebras, Math. Comp. 54 (1990), 771-796.
[87] S. Donkin, Good filtrations of rational modules fo reductive groups, in: The Arcata Conference of Representations of Finite Groups (Arcata, Calif. 1986), pp 69-80, Proc. Sympos Pure Math, 47, Part 1, Amer. Math. Soc., Providence, RI, 1987.
[88] S. Doty, Polynomial representations, algebric monoids, and Schur algebras of classical type, J. Pure Appl. Algebra 123 (1998), 165-199.
[89] S. Doty, Representation theory of reductive normal algebraic monoids, Trans. Amer. Soc. 351 (1999), 2539-2551.
[90] W. P. Brown, An algebra related to the orthogonal goup, Michigan Math. J. 3 (1955), 1-22.
W. P. Brown, The semisimplicity of $\omega_{f}^{n}$, Ann. of Math. 63 (1956), 324-335.
[91] C. Grood, Brauer algebras and centralizer algebras for $S O(2 n, \mathbb{C})$, J. Algebra 222 (1999), 678-707.
[92] J. S. Birman and H. Wenzl, Braids, link polynomials and a new algebra, Trans. Amer. Math. Soc. 313 (1989), 249-273.
[93] J. Murakami, The Kauffman polynomial of links and representation theory, Osaka J. Math. (1987), 745-758.
J. Murakami, The representations of the $q$-analogue of Brauer centralizer algebras and the Kauffman polynomial of links, Publ. Res. Inst. Math. Sci. 26 (1990), 935-945.
[94] L. H. Kauffman, An invariant of regular isotopy, Trans. Amer. Math. Soc. 318 (1993), 475-507.
[95] T. Halverson and A. Ram, Characters of algebras containing a Jones basic construction: the Temperly-Lieb, Okasa, Brauer, and Birman-Wenzl algebras, Adv. Math. 116 (1995), 263-321.
[96] S. Oehms, Symplektische $q$-Schur-Algebren, Dissertation, Stuttgart Universität, 1997. Berichte aus der Mathemetik, Verlag Shaker, Aachen, 1997.
[97] H. Wenzl, Quantum groups and subfactors of type $B, C$, and $D$, Commun. Math. Phys. 133 (1990), 383-432.
[98] H. Wenzl, On the Structure of Brauer's Centralizer Algebras, Ann. Math. 128 (1988), 173-193.
[99] J. Q. Chen, Group Representation Theory for Physicists, World Scientific, Singapore, 1989.
[100] A. Gibbons, Algorithmic Graph Theory, Cambridge University, Cambridge, 1994.
[101] W. Fulton, Young Tableaux With Applications to Representation Theory and Geometry, London Mathematical Society Student Texts 35, Cambridge University Press, Cambridge, 1997.
[102] L. F. McAven and P. H. Butler, Split-standard transformation coefficients: the blockselective conjecture, J. Phys. A: Math. Gen. 32 (1999), 7509-7522.
[103] L. F. McAven and A. M. Hamel, Calculating symmetric group split-standard transformation coefficients using the block selective method: a proof, J. Phys. A: Math. Gen. 35 (2002), 1719-1725.
[104] S. Wolfram, The Mathematica Book 5th Edition, Wolfram Media, Champaign, 2003.
[105] P. H. Butler, Point Group Symmetry Applications: Method and Tables, Plenum, New York, 1981.
[106] F. Pan, Irreducible representations of Brauer Algebras, J. Phys. A: Math. Gen. 28 (1995), 3139-3156.
[107] N. El-Samra and R. C. King, Dimensions of irreducible representations of the classical Lie groups, J. Phys. A: Math. Gen. 12 (1979), 2317-2328.
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