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Abstract
Immediate serial recall of sentences has been shown to be stpéhiat of unrelated words. The
present study was designed to further explore how this effect mighyemeecall, and to
establish whether it also extends to serial recognition, a diffementof response task that has
relatively reduced output requirements. Using auditory or visual presentdtsequences, we
found a substantial advantage for sentences over lists in seriglaaaffect shown on measures
of recall accuracy, order, intrusion, and omission errors and reflectethgposition gradients. In
contrast however, recognition memory based on a standard change deteetthgnp gave only
weak and inconsistent evidence for a sentence superiority. éfi@eever, when a more sensitive
staircase procedure imported from psychophysics was used, a clear sadt@amtage was found
although the effect sizes were smaller than those observed irrseaithl These findings suggest
that sentence recall benefits from automatic processestiliee long-term knowledge across

encoding, storage, and retrieval.
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Exploring the sentence advantage in working memory: Insights fronh =@l and recognition

Since its introduction by Jacobs (1887), immediate serial recaloméiswed to feature, both as a
measure of individual cognitive differences as initially proposed pb@cause of its theoretical
relevance. This stems from its potential to throw light onftimdamental questions of human
memory, namely how serial order is stored, together with the gqoestthe mechanisms
underlying chunking, the capacity to increase span by combining itearaigeér stored units.
These two questions have tended to generate separate literatutess ficused on
explanations of maintaining serial order, have tended to use adliputd of isolated items, digits,
letters or individual words (see Hurlstone, Hitch & Baddeley, 2014, for a revieWwgnWords are
used, it is their phonological characteristics that dominate yatalbntrast to long-term serial
learning where semantic features are more important (Baddeley, 1966a, 1966file Die
chunking is most clearly seen using sentences, typically testaglarsiopen set in which sentences
are not repeated. This can lead to a substantial increase in spaaipteefrom five unrelated
words to around 15 words within a sentence (Brener, 1940; Baddeley, Allen & Hitch, 2009).
Sentence recall has been extensively explored by Potter and collfaguesrdi & Potter, 1992;
Potter & Lombardi, 1990, 1998) who propose a “regeneration of the sentence from a conceptual
representation using words that have recently been activated” (Potter & Lombardi, 1998, p.633).
They (Potter & Lombardi, 1990) observed that potentially disruptive synonymswestong
with the sentence intrude only when they are consistent with ttexlyimg theme of the sentence,
proposing that recall will be verbatim only when the right set of wigrdstivated. Following this,
effects of syntactic (Potter & Lombardi, 1998) and phonological priming (Schweppe, Rummer,
Bormann, & Martin, 2011; see also Rummer & Engelkamp, 2001, 2003) at retrieval have also been
observed in certain contexts, while Schweppe and Rummer (2007) suggested thasyntaptio
representations may also contribute. Thus, within this approach, a saatpnoerily represented
via its meaning or gist, extracted during comprehension, and this propakigpresentation drives

subsequent regeneration of the sequence at recall via priming at lexieotsc and phonological
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levels. List memory, in contrast, depends on the storage and preseofatisarface phonological
representation.

Stored language knowledge has also been suggested to impact onait@mmeshory tasks
via a process of redintegration. This tdras been proposed to refer to the influence of existing
knowledge on the capacity to recall a word or letter sequence (S&bwei®©93). There are
however two possible modes within which such knowledge can be used. @nef f@dintegration
is more akin to pattern completion and is likely to operate iott@im-up manner at the lexical level
on recall of individual items. The other may represent an expbpitdbwn, conceptually-driven
strategy to utilise such knowledge, and may be closer in naturedornbeptually-based
regeneration proposed by Potter and Lombardi (1998). However, unlike Potter’s approach, which
assumes different types of representation underlying sentencestangrticesses of redintegration
may primarily operate during recall. Under the retrieval-based redintegtatpothesis (Saint-
Aubin & Pairier, 2000), for example, items are held in short-term memoryraadll, at which
point they are repaired by comparison with long-term knowledge. This kind a&fgs;a@pplied in a
top-down manner via conceptual and syntactic knowledge, might providiglgio@al account of
sentence superiority effects in immediate serial recall.

One problem in comparing span for unrelated items with sentencegpeerns the
substantial difference between them in length, typically five weedsus around 15. To study the
influence of a concurrent attentional load on memory for lists andeesteBaddeley et al. (2009;
Allen & Baddeley, 2008) devised what they termed constrained sentences. Treachakway
house between lists and sentences in that they repeatedly uséddidet of words but combined
them into meaningful sentences, a process that involved both consysteattic structure and a
conceptual structure that was impoverished. For example, one sentehtbenigll soldier
follows waiter and old sad teacher, followed by, teacher or tall sad bishopfateetster. Under
these conditions, span was reduced to about two words beyond span for the equoraleim

random order.



Baddeley et al. (2009) compared immediate recall of lists and sentences uadge of
conditions selected to limit the use of the various proposed conigarfemorking memory. We
proposed that if the sentence advantage was attributable tocatddigtdriven forms of chunking
or redintegration, then the sentence advantage should be reduced. Reo#tll $egbence types
exhibited a small effect of concurrent visual processing, a larger effadiaflatory suppression,
preventing verbal rehearsal, with the largest effect occurring when rdheassarevented by an
attentionally demanding task. However, there was no suggestionriteaction between
concurrent task and sequence type. These patterns emerged acrossanali@ual presentation
modalities, indicating that, for recall at least, the natureepdrceptual input does not mediate the
sentence effect. While these findings are also broadly caomisigith theoretical approaches such as
the conceptual regeneration hypothesis (e.g. Potter & Lombardi, 1990), we concaidbd th
sentence advantage was an automatic feature of the involveneng&rm language structure,
resulting in more effective binding of information within the episodiddsBaddeley, 2000;
Baddeley, Allen, & Hitch, 2011).

The experiments that follow focus on establishing the generality of previouglgets
sentence superiority effects. A primary question is whether thenserdelvantage operates at the
level of retrieval, or at some other stage of processing. This was ptbbypseveral studies
concerned with the effects of lexicality on immediate seriallraod recognition. When the item
retrieval process is minimised by using recognition memory paradigmaich the sequence is
re-presented and participants decide whether a change has occurred), yexfiealis appear to be
reduced or absent (Gathercole. Pickering, Hall, & Peaker, 2001, Hulme, Roodenrys¢iSatwe
Brown, Martin, & Stuart, 1997; Jefferies et al., 2006; Macken, Taylor, & Jones, 2014). The present
experimental series therefore examines whether the sentenceasedfilsctdiminished or removed
when moving to a recognition task that places relatively reduced demanelgieval processes. In
addition, there is evidence that the presence or absence ofaitgxtfect in recognition may

depend on whether presentation is auditory or visual (Macken et al., 2014)s Bffpetr to be
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attenuated following auditory presentation, with Macken et albating this to the use of speech-
based pattern-matching during the recognition phase. We therefore usestkaiea sentences
and lists to compare performance on immediate recall and recoguging both auditory

(Experiments 1-2) and visual (Experiments 3-4) presentation.

Experiment 1

Memory for aurally presented short sequences of words that differed dhky mesence or
absence of a meaningful structure was assessed, using immediatesaitiahd recognition of
constrained sentences and word lists. Constrained sentences prayidly aantrolled comparison
with word lists as both sets of materials are derived from the saalemol of nouns, verbs,
adjectives and function words. In constrained sentences a subsetsfriten the pool are
presented in a grammatical order whereas in woig iistns selected using the same constraints
are presented in an ungrammatical order. Constrained sentence=aarnegful, despite being
somewhat unnatural, and lead to a highly reliable sentence sitgesffact in immediate serial
recall (Baddeley et al. (2009). Using such well-controlled materials allals¢o compare detailed
aspects of serial recall such as serial position curves and ts@tispgradients (e.g. Hurlstome
al., 2014; Nairne, 1992). These details of performance are of interest bacapssodic buffer
account generates an expectation of similarities betweemsesatand word lists given a common
binding and the suggestion that one of its functions concerns @elgaing (Burgess & Hitch,
2005). If on the other hand sentence and list recall depend on fundayneiffeaiént
representations, as envisaged by the conceptual regeneration hgyetkasight expect more
substantial differences in the details of serial recall betwessetsequence types.

To assess serial recognition, we used a version of the task in whigedhats featured
switches in word position within sequences that maintained theingéal grammatical structure
of sentences (i.e. noun switched with noun, adjective wittcaage and verb with function woyd

In the recognition conditions, each presentation was immediately ity an identical or
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changed sequence, with participants simply asked to detect whettargeén order had occurred.
This was assumed to reduce the explicit retrieval demands placedrogrineomplex response
phase required by immediate serial recall. Our assumption was tiaséntence advantage
emerges through processes operating during encoding and storage, subfftotaover list recall
should be observed in both recall and recognition measures. Howeverdiopt a strict retrieval-
based account and assume that this effect is solely due to procasbess(seedintegration)
operating exclusively during overt recall, then little or no impaskegience type should be
observed in recognition.

Method
Participants
Twenty undergraduate and postgraduate students (12 female) from the UnofeYsiti took part,
in return for course credit or financial payment. All participantthis and subsequent experiments
were native English speakers.
Materials
Testing was controlled on a Macintosh computer using a SuperCard prograntimuith s
presented through headphones and a 15” monitor. A single set of 15 words, consisting of four nouns
(bishop, soldier, teacher, waiter), four adjectives (fat, old, sad, tall)yéobs (follows, helps,
insults, meets), and three function words (and, not, or) was used in eaeltohtlitions, in all
reported experiments. From this set, two sets of 2 practice sequences andduerstes were
each constructed for the sentence and list conditions. Each sequenstedais words (3 nouns,
3 adjectives, 1 verb, 1 function word). The order of words within senterasegrammatically
correct (e.g. FAT WAITER HELPS TALL SOLDIER NOT OLD BISHQRvhereas the order of
words within lists was always at least two positional swaaieenoved from being correct (e.g.
TALL HELPS NOT WAITER BISHOP FAT OLD SOLDIER). The absolute positiooahstraints

that arose in the sentence sequences were also imposed ajukstcss, in that the first word in a



sequence was always a noun or adjective, the penultimate woréwasamoun, and the final
word was always a noun.

Each of the words in the experiment were individually recorded gitézdd by a male
English speaker. The same individual audio files were used in aitiomsgd meaning that
sequences contained no speech cues such as prosody or co-articulation.

Design and Procedure

Each participant performed all four conditions in turn (serial r&sakerial recognition; sentence
vs. list), with order counter-balanced across the experiment. Theetiw of sentences and lists
were presented equally often in recall and recognition conditionsciPartis were informed at the
start of each condition whether the sequences would consist ofngidsientences or random
lists. The 12 test trials were performed following completion of 2 practqeesees.

Each sequence was presented through headphones, at one word per second. To signal
sequence completion, an abstract visual pattern and a non-verbal andiaoveige presented
following the last word in the sequence. In the recall conditions, jpentics were instructed to
immediately recall as much of the sequence as possible, in the ovd@cimit was presented.
Responses were digitally recorded for transcription.

In the serial order recognition task, the cues at the end of the sequemecenmediately
followed by presentation of a test sequence, again at a rate of one wordopel $edalf the trials,
the test sequence was identical to the first, whereas intieelwlf the sequence was altered so that
two constituent words changed positions. Any word type at any seriibpdgixcept the first)
could change, and positional changes always maintained meargrayfuinatical structure (i.e.
noun switched with noun, adjective with adjective, and verb witbtiom word. Mean ‘swap
distance’ (i.e. the number of positions across which the two words were exchangedquivalent
for the sentenc€8.21, SE=.21) and lis{(3.15, SE = .3Psets. Same order and different order trials

were randomly intermixed.
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Participants were instructed to judge whether the words in the re-preseniedcewere in
the same order as in the original sequence or if the order had chhaiged,been informed of the
nature of the possible order change beforehand. Following completion ecthressequence, a
same/different key press response was made. On responding ‘same’, the program moved on to the
next trial. On responding ‘different’, the eight test words were vertically displayed on screen in the
order of re-presentation, with a check box next to each word. Partgipsad the mouse to select
the check boxes next to the two words they deemed to have switdigadrso with the program
automatically moving on when two were selected. No feedback was pratideg point.

Results

Data were analysed using standard and Bayesian repeated measures ANOp&ed samples t-
tests where appropriate, using JASP (JASP Team, 2017). For each anaysigort the outcomes
from the standard analyses, and the Bayes Factors (BF) indicaisyehgth of evidence for the
inclusion of each effect within the relevant model, relative to the matieut that effect. Finally,
an analysis of chunking patterns in serial recall was also cautgdior this experiment, and
Experiment 3), though for the sake of concision, these analyses aredepameappendix.
Immediate Serial Recall
Each response was scored as correct if it was produced in the appregrialt positioh Correct
recall (as a proportion of the total presented sequence) of sentaddessaat each serial position
is displayed in Figure l1a.

<Figure 1 about here>

A 2x8 repeated measures ANOVA revealed significant effects of sequencE ({pl9) =
101.39,MSE = .04, p < .0015?= .84, serial position (Greenhouse-Geisser corredted),
(3.75,71.27) = 87.24ISE = .02, p < .0014? = .82, and the interactiof, (7,133) =6.52,MSE
= .02, p < .001x? = .26. Further analysis (Bonferroni-Holm corrected) revealed the sequence type
effect to be significant at every serial position, though it wadlena the first and second

positions. A Bayesian ANOVA indicated the best model to conejuence type, serial position,
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and the interactiorBF > 1000 vs. the null model), with Bayes Factors of >1000 supporting both

main effects and the interaction.
Transposition Gradients and Error Analysis

Transposition gradients (e.g. Hurlstone et al., 20ldrne, 1992) were calculated to illustrate
where in relation to the target position each item was recalledeTdradients are set out in Figure
1b, for sentences and lists, as a proportion of all responses, with tasiienpmentred at 0,
anticipation errors at positions -7 to -1, and pegg#ion errors at positions 1-7. Examination of
these gradients indicates that the sequence type manipulatiortathpat only on correct
responses, but also on the probability of producing words in incorredopesit the response
sequence. Increased positional uncertainty was apparent for ligt wetta relatively greater
tendency for participants to erroneously recall words particulayopfere the appropriate
sequence position.

Examining order errors (i.e. recall of an item from the sequence ic@amant sequence
position) produced mean proportional rates of .19 (SE = .02) for sentences and .32 [|€18) fo
indicating a significantly higher order error rate for li$td,9) = 6.12, p <.001, BF > 1000
(Cohen’s d = 1.37). For omissions (i.e. failure to produce any response), we observed mean
proportional rates of .05 (.01) for sentences and .13 (.02) for lists, a significant différe®)e=
5.43, p <.001, BF =798 (d = 1.21). Finally, rates of intra-experiment intrusion errors (i.eofecall
an item from the experimental set that was not present otridiptvere .06 (.01) for sentences and
.09 (.01) for lists, again a meaningful and significant differen(¥) =3.68, p = .002, BF = 25 (d
=.82). Thus, sentential context led to improved recall order, and reductiomgssions and
intrusions from the wider experimental set.

Serial recognition
Performance in the serial recognition task can be examined ind@éansuracy on the initial
change detection task (combining change and no-change trials) randsi trials in which an

order change was correctly detected, accuracy in the subsequentaaeotifof which two words
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switched positions. Firstly, there was no significant difference amgé detection accuracy (see
Figure 2) for sentences and lists, t (19) = 1.07, p =BBG0s .38, or 2.6 in favour of the null, (d
=.24). However, accuracy in the identification of the words that hadyedapositions (following
correct change detection) was .78 (.05) for sentences, and .60 (.05) for lists, a sighiferanice,
t (19) = 3.25, p =.004, BF = 11 (d = )73herefore, while sentential structure only had a small and
non-significant effect on the ability to detect changes in ordeid ihalve a larger and significant
effect on the accuracy of identifying precisely which words had changetpssh a sequence
between presentations.
<Figure 3 about here>
Finally, and acknowledging the issues associated with such arsiar(ely. differing
chance rates), we directly compared recall and change detectignitecowithin a 2x2 repeated
measures ANOVA (see Figure 2). There were significant effects of sedypnck (1,19) = 31.70,
MSE = .01, p < .0014°= .63, and task; (1,19) = 24.26, MSE .02, p < .001»?= .56, with mean
recognition accuracy superior to recall. There was also an interactioedresequence type and
task,F (1,19) = 14.80, MSE .01, p = .0015?= .44, with a substantially larger sentence superiority
effect in recall (d = 2.25), relative to recognition (d = .24). A Bayesian ANOVisaned the best
model to contain sequence type, task, and the intera&ior (000 vs. the null model), with
Bayes Factors of >1000 supporting both main effects, and of 41 to 1 in supiherirgeraction.
Discussion
The recall advantage for constrained sentences over word listsifoprevious studies (e.qg.
Baddeley et al., 2009) was again observed in this experiment. The cons@dtdnseffect across
recall accuracy, order errors, omissions, and intra-experiment insumiggests that the sentence
advantage influences both item and order memory. We also rigdtte first time, transposition
gradients for sentences and lists. §ddlustrate how order errors tend to cluster around the dorrec
serial position (Henson, Norris, Page, & Baddeley, 1996; Hurlstone et al., 2014ppead a

relatively more likely to reflect anticipation errors, that is, thhereeously early recall of items, than
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postponements. The similarities between the shapes of the seiiamourves and the gradients
of transposition errors are surprising, and suggest that serial orderingmsetch exert a similar
effect on recall for both sentences and lists, consistent with a acomnderlying process or storage
capacity (e.g. the episodic buffer).

In contrast to the large sentence effect in recall, we failed to Sigh&icant sentence
effect in the change detection phase of serial order recognitidna®#yes Factor favouring the
null model (i.e. without the inclusion of a sentence effect) bytarfat 2.6 to 1. This relative
absence of an effect on aurally presented serial recognition is wwitmeutcomes of studies
examining the effects of language knowledge at the individual word (lexglGathercole et al.,
2001; Macken et al., 2014). It might indicate that the sentencetadeaas observed in serial recall
emerges primarily during the retrieval process at output. Thesvediprocesses might also have
been responsible for tlsentence advantage that did emerge in the second stage of the recognition
task, in which precise identification of the changed words was regdiltednatively, the absence
of an effect might reflect the ability to make recognition judgmentsaroimg auditory sequences
using perceptual-based sequence matching (Macken et al., 2014), which coulgtatay effects
that arise from stored language knowledge.

A possible alternative explanation of the apparent discrepanceéetive substantial
sentence effects observed in serial recall, and evidence suppbetialgstence of an effect in serial
recognition, is that this reflects the relative insensitivity ofstgal recognition methodology. The
relatively meagre amount of data (1 data point per trial) that thisybsoarect/incorrect measure
provides contrasts with the more data-rich method of serial recall. iShreplancy in potential
sensitivity between response tasks may well have reduced ouitgapaetect a genuine
difference in recognition memory between sentences and listsmBlyi®e particularly problematic
when implemented within a limited number of trials all of whisle the same sequence length for
all participants, thus not allowing for intra-individual variatiorpgrformance levels.

Experiment 2
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This experiment further explored whether the sentence effect emeggrsal recognition of
aurally presented sequences. The methodology implemented in Experimaybg potentially
insensitive to the sequence-type (or indeed, any) manipulation, thesrelative paucity of data
that two-alternative responses provide. This problem is often addressedanyspsychophysics
using the “staircase” or transformed up-down procedure (Levitt, 1971), a method that involves
increasing the difficulty of the discrimination by one step whené&wvo successive correct
responses are made and reducing it by the same amount following an er@icdsdlof serial
recognition memory, each step corresponds to a change in list lehgtreligbility of the
threshold can be increased by requiring more of these directionahasvitefore terminating the
trial, with each switch effectively serving as a within-triallieggion. Experiment 2 therefore
compared sentence and list recognition usingdfa@case’ or transformed up-down span
procedure. This method enables a focus on the sequence length at wiipgaréapant is accurate
at an approximate rate of 70% (see Levitt, 1971), and provides a more sensitive wfeasure
performance. If our previous failure to detect a sentence-list differeitttawditory presentation is
indeed due to lack of power or sensitivity using a simple change detéxsk within a limited
number of set-length trials, then a replication using the staircad®dngtould produce a reliable
sentence advantage. In contrast, if the absence of a senteantagdvn Experiment 1 is genuine,

evidence for the null effect should be observed again.
Method

Participants

Twenty undergraduate and postgraduate students (13 female) from the UnofeYsity took part,
in return for course credit or financial payment.

Materials

Sequences were constructed using the item set, positional and order censindiaidio files
outlined in Experiment 1. Two sets of sentences and two sets ofdisgcveated for each of the

sequence lengths from 6-11 words, with 18 sequences in each set. De¢kalsafitent of



14

sentences and lists at each sequence length are provided in theappetine 18 sequences at
each length, 9 were selected for order change trials and 9 for no change trials

Design and Procedure

All participants performed two blocks of each sequence condition. Bliekaaied between the
two sequence types (e.g. sentences-lists-sentences-lists), witlc@rdeerbalanced across the
experiment. Participants were informed at the start of each conditietiner the sequences would
consist of meaningful sentences or random word lists.

Each block started with 2 practice trials using sequences of 6 words, folloviesl tegt set,
which also started at length 6. Subsequent sequence length was themddtbsnthange
detection accuracy, using a transformed up-down procedure. Two success&geresponses led
to sequence length increasing by 1 word on the following trial. Converséhgla mcorrect
change detection response led to a reduction in sequence length by 1 werigsAf steps in one
direction (constituting either a series of incorrect responses, or agec@sect responses) Iis
termed a ‘run’. A ‘switch’ is defined as a change in step direction, caused by two consecutive
correct responses after an incorrect response (thus terminating a ddwuamaor an incorrect
response after two correct responses (thus ending an upward run). The triabbtooked until 8
‘switches’ in staircase direction were recorded. As such, the total number of trials varied between
participants. If an incorrect detection response was made at length @iccoddiiculty remained
at this level until two correct responses were made. At the upper lanitlsequence length
remained at 11 words until an incorrect response was made.

The presentation and testing procedure within each trial was identibal tecbgnition
method used in Experiment 1. Thus, each trial consisted of changgaretellowed (in the case
of a “different” judgement) by change identification®. Sequences were randomly selected from the
pool of 18 at each length, with each sequence only used once for each pdrfidipee was an
equal probability of change and no change trials being selected. Maprid®tance was equivalent

for the sentence (2.84, SD = 1.46) and list (2.94, SD = 1.30) sets.
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Results
Three measures of change detection accuracy were examinedtiproporrect, mean sequence
length at each switch point, and mean mid-run point (see Figure 3).
<Figure 3 about here>

For change detection proportion correct, change detection perforaideogth 11 was at
chance (< .5) in both sequence conditions, and so was excluded from anaiyleegfs 6-10,
mean proportion correct was .76 (SE = .04) for sentences and .66 (.04) for lists, a significant
difference, t (19) = 3.32, p =.004, BF = 12 (d =).74

The mean sequence length at each switch point represents theengthrof sequence that
elicited each ‘switch’ (i.e. a run of two correct responses, or one incorrect response), with a longer
mean length illustrating that participants had made more corr@cngss and advanced on to
longer sequences within the staircase paradigm. Mean length per switclgoionger for
sentences (8.48, SE = .23) than lists (7.82, SE = .17), a significant difference, t (19) = 4.02, p <.001,
BF =43 (d=.9)

Mean mid-run point score was calculated by taking the 8 switch poiatblock, and for
each one, obtaining the mean sequence length at which that eaedtained and the mean length of
the switch preceding it (Levitt, 1971). For example, if a participant wasreat@t sequence
lengths 10 and 9, and then produced two correct responses atléngth ‘switch’), this response
‘run” would cover length 10 to length 8, with a ‘mid-run point’ score for this run of 9. By then
averaging across the 8 switches, we can obtain a measure of the avegetnm each run of
responses (thus determining the sequence length at which participangevienaing at
approximately 70% correct). The mean mid-run point for sentences was 8.34 (SE = .219rwhile
lists it was 7.72 (.16), a significant difference, t (19) = 3.66, p = .002, BF = 23 (d = .82). The
average mid-point of a run of responses (and therefore the sequence Isvfythatetection was
at 70%) occurred at a longer sequence length for sentences than listsjriditla¢ing a sentence

advantage in change detection.
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Discussion
A sentence advantage was observed in the primary change detesdisurenof serial recognition
in this experiment. This effect also emerged on the additional depesaietiities that the staircase
procedure provides (mean length per switch point and mean mid-point rusg. fifeings contrast
with evidence supporting a null sequence type effect from Experimamd underlines the
importance of optimizing task sensitivity when exploring whether diftereanipulations have a
genuine effect on memory performance, thus minimising the probabiliyyef2 error. On this
broader note, we would suggest that the staircase procedure appeaesdoisdantial utility in a
working memory context.

Based on this methodology, Experiment 2 suggests that the factors urglénlysentence
advantage in memory are in fact not limited to response outputramdiadue solely to processes
such as redintegration operating during recall. Instead, the structure providedmeatmingful
sequences appears to be utilized earlier in the memory task, welhtsrthen emerging on

subsequent memory judgments in tasks that do not have an explitielecent.

Experiment 3

It was of interest to examine whether the patterns of findings usditpey presentation replicate
when sequence presentation is visual. In our earlier seridll egpariments (Baddeley et al., 2009),
comparable sentence effects were observed following both auditoxysaadlpresentation of
sequences. We would therefore predict such an effect to again emerge irs¢im¢ giredy, and
potentially show similar patterns across measures of accuracy, enosostion uncertainty
gradients as were observed in Experiment 1.

However, no previous studies have examined whether and how the sentercuigffec
emerge on serial recognition when sequences are encountered in thenegaktly. Indeed, few
studies have explored serial recognition using visual presentation. Mdacke(2814) observed a
lexicality effect on recognition when presentation was visual, irasinto the absence of such

effects using auditory presentation. Thus, it is apparenattiffierent mechanism may operate on
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serial recognition when presentation is auditory versus visual in pattehat we should establish
whether the same kind of effects emerge across modalities. ExpeBnsethierefore a replication
of Experiment 1, extending to visual presentation. Immediate seri#ll@écanstrained sentences
and lists was assessed, with explorations of accuracy, error typeposion gradients.
Immediate serial recognition was implemented using a set numb&l®find a single sequence
length, as in Experimené.1
Method

Participants
Twenty undergraduate and postgraduate students (13 female) from the UnofeYsiti took part,
receiving course credit or financial payment.
Materials
Sequences of 7 words were used in this experiment. Each sequence contaneoutisetwo
adjectives, one verb, and one function word. The sequence constructsfmomiehe previous
experiment were again implemented here.
Design and Procedure
The design and procedure was almost identical to that used in Experimathit tiyanexceptions.
Firstly, all presentation was visual rather than auditory. Secoseldyjence length was reduced
from 8 to 7 words. Each participant performed all 4 conditions (sentencessysekall vs.
recognition), with 2 practice and 12 test sequences in each condition. Witkgriddeecognition
task, mean swap distance was 2.57 (SE = .25) for sentences and 2.92 (.34) for lists.

Across all conditions, words were presented sequentially just afeentre of the screen
in Arial 28-point font. As with auditory presentation in Experimenpresentation occurred at a

rate of 1 word per second, each remaining on screen for 500ms, and separated by a 500ms delay.
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Results
Immediate Serial Recall
Proportion correétfor each serial position is shown in Figure 4a. A 2x7 repeated measures
ANOVA revealed significant effects of sequence typ€l,19) = 78.43, MSE .07, p < .0015?
= .81, serial position (Greenhouse-Geisser correcke(®.,61,49.49) = 59.6 MISE = .03, p < .001,
»? = 76, and the interactioff, (6,114) = 11.75MSE = .01, p < .001»? = .38. Further analysis
(Bonferroni-Holm corrected) revealed the sequence type effect to be signifieastyaserial
position, though it was smaller at the earlier positions. A BayeS¥D\AA indicated strongest

support for the model containing both main effects and the intera8fion (000 vs. the null).

<Figure 4 about here>
Transposition Gradients and Error Analysis

Transposition gradients were again calculated (centred with the pexgjeon at 0, and running
from -6 to 6), and are illustrated in Figure 4b. As in Experiment 1, exdioin of these gradients
clearly indicates that the sequence type manipulation impactedri@tt responses, and on the
probability of producing words in incorrect sequence positions.

Examination of order errors produced mean proportional rates of .10 (SE = .02) for
sentences and .25 (.02) for lists, indicating a significantly higher orderatedor listst (19) =
6.37, p <.001, BF > 1000 &11.42). For omissions, we observed mean proportional rates of .02
(.01) for sentences and .09 (.02) for lists, a significant differerit@) = 4.95, p <.001, BF = 309
(d = 1.11). Finally, rates of intra-experiment intrusion errors (i.e. recath @ém from the
experimental set that was not present on that trial) were .09 (.01) for seraedcé3 (.02) for
lists, a significant differencé(19) = 2.20, p = .040, BF = 1.7 (d = .49). Thus, sentential context led
to improved recall order, and reductions in omissions and intrusions fromdéeexperimental

set (though the Bayes Factor for this latter outcome only indieatak evidence for the effect).

Serial recognition
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Change detection accuracy averaged at .86 (.02) for sentences, and .76 (.04) for word lists (see
Figure 5). This difference was significant, t (19) = 2.47, p = .023, BF = 2.6, (d = .55). Acauracy i
the identification of the words that had changed positions (following carhecige detection)
was .93 (.02) for sentences, and .77 (.05) for lists, a significant difference, t (19) = 3.92, p <.001,
BF = 39, (d = .88). Thus, sentential structure had significant effects on the tbil#ject changes
in order, and the accuracy to identify the nature of these changes.
<Figure 5 about here>

Finally, we again directly compared recall and change detectogméion within a 2x2
repeated measures ANOVA (see Figure 5). There were significant effects ofcsetyyoer-
(1,19) = 50.80, MSE .01, p < .001;2= .73, and tasks (1,19) = 31.68MSE = .02, p < .001;2
= .63, with mean recognition accuracy superior to recall. There was alsteeaciion between
sequence type and task(1,19) = 13.38MSE = .01, p = .002;?= .41, indicating that the sentence
advantage was larger for recall (d = 1.98) than for recognition (d = .55). A Bayd¢@aviA
indicated the best model to contain sequence type, task, and thetiote@F > 1000 vs. the null
model), with Bayes Factors of >1000 supporting both main effects, and of 22 togportsof the
interaction.

Discussion

A large sentence advantage was again observed in immediateeell, this time using sequential
visual presentation of each constituent word. As in previous studies, tluisadfears to be both
item and order-based, with more order errors, omissions, and intra-expeningsibns during
recall of lists than sentences. Patterns of transposition gtadesembled those observed with
auditory presentation in Experiment 1, with a higher rate of accurate sespfon sentences at each
point in the sequence, and position errors for both sequence types broadlyngpdidatality
constraint (Henson et al., 1996). As in Experiment 1, the similarities beseeil position curves
and transposition gradients point to the involvement of a commomh arelégiing mechanism in

sentence and list recall.
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A sentence advantage was also observed in both initial chamgptialetand subsequent
change identification. This contrasts with Experiment 1 using auditorgmegsn, where some
evidence for a null effect of sequence type was observed, and ismtioeewith the outcomes
using the Staircase method in Experiment 2. However, Bayes Factorisimatie present
experiment still only indicated ‘anecdotal’ evidence for a sentence advantage in serial recognition
change detection (BF = 3.@ herefore, a final experiment was carried out, implementing the
Staircase method with serial recognition of visually presented seguence

Experiment 4

The aims and methodology of the final experiment closely correspdhdde of Experiment 2, but
with sequence presentation changed to the visual modaléyvanted to examine whether the
relatively weak evidence for a sentence advantage that was observedcbarife detection
measure of serial recognition in Experiment 3 using visual presenwgatended and
strengthened using a more sensitive transformed up-down span megfyodol

Method
Participants
There were 22 (7 male and 15 female) undergraduate and postgraduate studenexpetiment,
receiving course credit or financial payment for their participation.
Materials, Design, and Procedure
This experiment was essentially a replication of the stairgasermethod from Experiment 2, using
the same materials from that study, but with visual presentatiamydemcoding and test (see
Experiment 3).

Results
Three measures of change detection accuracy were again exapnopemtion correct, mean
sequence length at each switch point, and mean mid-run(peeéfigure 6). For proportion correct,
as in Experiment 2, change detection performance on sequences of 1ia®atschance in both

conditions, and so was excluded from analysis. Change detection proportiect across lengths
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6-10 was .76 (SE = .04) for sentences and .67 (.02) for listd @b), a significant differencg21)

=4.91, p <.001, BF = 357. For mean length per switch point, this was 8.19 (SE = .17) for sentences
and 7.52 (.17) for lists (d .89), a significant difference t (21) =4.15, p<.001,BF =72, (d ¥ .81
Finally, the mean mid-run point for sentences was 8.19 (.17) while fort ig&si7.52 (.17), agaim
significant difference, t (21) = 4.13, p <.001, BF =69 (d 5..88

<Figure 6 about here>

Cross-experiment comparison
Aside from presentation modality, identical methodologies wapdeimented in Experiments 2 and
4. It was therefore appropriate to combine the data from these expexime series of mixed 2x2
ANOVA, to identify whether the magnitude of the sentence advantaged with modality of
presentation at encoding and test. This produced large and signiffeatd ef sentence type, but
no effect of modality or interaction with sequence type, for all toutdeome measures: Change
detection (sequence type(1,40) = 31.73, MSE .01, p < .0015? = .44; modalityF (1,40) = .003,
MSE = .01, p = .965? = .00; interactiorF (1,40) = .03, MSE= .01, p = .865% = .00); Mean length
per switch point (sequence type1,40) = 33.29MSE = .03, p < .00142 = .45; modalityF (1,40)
=.12,MSE = .02, p = .73»? = .00; interactiorF (1,40) = .003MSE = .03, p = .96y = .00); Mean
mid-run point (sequence tyfe(1,40) = 30.22MSE = .03, p < .00142 = .43; modalityF (1,40)
= .62,MSE = 1.04, p = .4342 = .02; interactiorF (1,40) = .03MSE = .03, p = .86y2 = .00).
Bayesian ANOVA in each case indicated the preferred model toic@eiguence type onlBE >
1000 vs. null), witlBF < 1 for modality and the interaction for all outcome measures.

Discussion

Experiment 4 outcomes resemble those of Experiment 2, showingraefgence advantage in the
recognition task for proportion correct, length per switch point and mideunt, phis time with
visual rather than auditory presentation. Thus, in contrast to the ineonsigt ‘anecdotal’

outcomes observed with the simple change detection procedure usgebimtents 1 and 3, the
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more sensitive staircase methodology used in Experiments 2ginesidconsistent results across
modalities. Direct comparison of these effects across the twoastaiexperiments further
illustrated the consistency of these effects, while indicating nati@rias a function of

presentation modality.

General Discussion

Across four experiments we provide new insights concerning how strucnatechstructured
verbal sequences might be handled in working memory. Examinatiom@&diate serial recall in
Experiments 1 (auditory presentation) and 3 (visual presentation) demonsickadsentence
advantage in terms of correct performance and positional certaiogsaequence positions, item
and order error rates, as well as chunk size and order. In contrast, theseexpgrioduced
mixed and equivocal impacts of sequence structure on serial recognition pe&derilowever,
when recognition was examined using a staircase or transformed up-doeaypeonh Experiment
2 and 4, consistent and reliable sentence effects then emerged aaditsy and visual
modalities.

Effects of sentence structure previously observed on immediaterseatll(Baddeley et al.,
2009) were replicated and extended in the present study. This effect appegradioon both item
and order information. Examination of transposition gradients shdgefdight on how items are
recalled across the different sequence positions. For both the guaditbvisual modalities,
sentential structure appears to reduce positional uncertainty atictiaciie recall of each
presented item in its appropriate position. Both sentences andtsissemething of a locality
constraint (Henson et al. 1996) with reduced probability of displacemésit iéms to more
distant output positions. List recall appears to be less precisepiositional certainty, and it is
primarily at these adjacent positions that order errors (either egpires anticipations or
perseverations) can be observed. Thus, despite large differenceslutealesvels of recall, serial
position curves and distributions of transposition errors for sentandesord lists have very

similar properties. This parallelism is clear and is more inviitle common processes
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underpinning performance in both cases, as in the episodic buftema¢Baddeley et al., 2009,
2011), than with the idea that memory for sentences and lists invohasientally different
representations, as in the conceptual regeneration account (Patterlgardi, 1998). However,
such an interpretation must be viewed with caution as serial order mayober@n problem
solved in the same way within different systems, iiglalso possible that our use of constrained
sentences exaggerates similarities with word lists.

We also considered whether sentential structure might provide & sis@foe of support for
processes of retrieval-based redintegration (Saint-Aubin & Poirier, 208f0)dhld operate at both
the single-word and multi-word sequential level. Thus, when wordsva@redgled into sentences at
presentation, the structure and redundancy this provides might prove usetihm appropriate
responses and inhibiting incorrect responses that might be grammaticadnceptually incorrect.
We therefore extended the current exploration to serial recognition, anttgidces relatively
reduced demands on active output, and in which selection and rediote@fatems in memory
for retrieval is unlikely to play a major role. The equivocal outcopieserved using a more
traditional methodological approach, with anecdotal evidence foruhenodel in Experiment 1
(auditory presentation) and for the presence of an effect in Experimestal(presentation) might
lead us to conclude that the sentence advantage in serial rgcatfiasily output-based.
Alternatively, these results at least somewhat parallel tdengs of Macken et al. (2014), who
observed lexicality effects in the visual but not the auditory miygaind attributed this to the
application of global-level perceptual matching in the auditopgatity and item segmentation
arising from verbal recoding in the visual. Our observations of soatevantrasting sequence-
level linguistic effects (i.e. the sentence advantage) in Bxpets 1 and 3 would on the face of it
fit with these claims, although the strength of evidence (as indicatedyleg Bactor analysis) is
weak in each case.

However, these possible explanations are undermined by stronger endansistent

evidence for sentence effects on serial recognition using a morgveengidown staircase



24

measure (Experiments 2 and 4; see Figure 7 for a comparison of effect sizes).Utbeses
highlight the importance of optimising task sensitivity to dugpe 2 errors. The simple change
detection method (using a set length and a limited number of trials)rusgderiments 1 and 3 is
widely featured in memory studies, but has the drawback that eaemipatsent decision trial
conveys limited information, thus requiring a larger number of data points idvlestesults. The
insensitivity of this task has also been commented upon by Jefétra. (2006) whose evidence
suggested this might account for the apparent discrepancy between thémdimgs of a small
lexicality effect and those of Gathercole et al. (2001) reporting none. Thustattcase method,
used extensively in sensory psychophysics, should perhaps be employdremaatly in
working memory research. If each switch provides a within-trialcapdin, reliability can
therefore be increased by specifying a greater number of reversals before concludingjlee
task is also useful in identifying the optimal level ofswity at an individual participant level,
thus providing more data points at sensitive performance levels andngethied redundancy. It is
thus likely to prove a more robust and reliable measure of the uimgenhemory function, and
might be adopted more widely in working memory research.
<Figure 7 about here>

Given the emergence of strong evidence for a sentence supeifffectyusing this
methodologywe suggest that sentence structure benefits both recognition and remagihth
strengthening of representations during encoding and storage. How Ineigdfprocesses be
captured within working memory? When verbal sequences are initialbyetared, this input
interacts with different levels (e.g. conceptual, lexical, syntanticggammatical) of stored
language knowledge held in long-term memory, thus activating repreésestaf meaning and
structure. Different theoretical perspectives would then provide distinotuats for how the
sentence superiority effect manifests. One possibility is that&igéand conceptual binding
processes stabilise the representation of information about individud$ and word order in

memory, analogous to the way lexical binding processes have beeredd® stabilise
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phonological representations of items (see also Majerus, 2013 for a similarghy.opls outputs
of this processing might then be represented as bound elements in dyygetadral storage
capacity such as the episodic buffer (Baddeley, 2000). As with simple formsialf visding
(Allen, Baddeley, & Hitch, 2006, 2014), or the utilisation of meaningful verbalaed@estsociations
(Calia, Darling, Havelka, & Allen, under review), this would appear to operaealatively
automatic fashion (Baddeley et al., 2009).

While this approach is intended to capture a range of phenomena, otheidakacebunts
have been proposed to more specifically handle mnemonic processimeguoing and linguistic
structure. For example, Potter and Lombardi (1990, 1998; Lombardi & Potter, 1992 psee als
Rummer & Engelkamp, 2001, 2003; Schweppe et al., 2011) propose that sentence meaning is
extracted at a conceptual level during comprehension, which then drivesregganof the
sequence via persisting lexical, syntactic, and phonological primingeXtnaction of conceptual
information from the point of encoding might predict a sentence sujpgeffect across different
tasks, as unstructured list memory, in contrast, is dependent orvpteseof a surface
phonological representation. Alternatively, the sentence superioeist efay reflect more
effective storage within activated long-term memory. For example, MacDonald (285 63cently
described how utterance planning might underlie maintenance anchgratevierbal memory tasks
using either structured sentences or random word lists, characterisagittexance action plans as
activated portions of long-term memory under the focus of attention (C@®88K). Taking a
different approach, Ericsson and Kintsch (1995) developed the concept of ‘long-term working
memory’, suggesting that long-term memory can be used as a form of temporary storage, provided
retrieval cues are actively retained within ‘short-term working memory’ itself. In the case of text
comprehension, incoming text is processed via interactions betwekingvand long-term
memory, with the end products of this multi-level construction agcheat integration process

retained in LTM. Each of these theoretical approaches might pliapsédalict sentence superiority
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effects to emerge across serial recall and recognition tasksuld be useful for future work to
examine which might provide the most parsimonious explanation for suctseffec

It is also worth noting that the sentence superiority effelsile somewhat larger and more
consistent using the staircase methodology in Experiments 2 and 4,weaheless substantially
smaller than that observed in serial recall (see Figureegardless of presentation modality, serial
recall yields sentence superiority effect sizes @240, classed by Sawilowsky (2009) as ‘huge’. In
contrast, recognition measures produce small-medium effest8.@0.5) using set length, and
large effects (&0 .8) within the up-down staircase procedure. Notwithstanding broader
measurement differences between these tasks, these disparat@zftentight indicate the
sentence superiority effect to have an output-based componedid&@armechanisms that migh
capture this includesdintegrative processes operating on degraded representations at recall,
regeneration of the sequence via lexical, syntactic, and phonologioaigyrbased on conceptual
representations formed during encoding (Potter & Lombardi, 1990, 1998), or thenempd¢ion of
utterance plans for recall (MacDonald, 2016). In each case, such processing wasgdrbed to
be qualitatively or quantitatively superior for structured sequencesyeeiatiord lists, and would
be emphasized in serial recall and minimized in serial recogniti@possible, furthermore, that
such retrieval-based processing may also explain outcomes obgergedgnition. Indeed, it is
likely that recall and recognition lie on a continuum regarding the ratré@mands involved in
each task, with recognition reducing but not eliminating the impactsriefvad-based processing. |
could be argued that the change detection task might involve an i@Egal af covertly recalling
the remembered sequence for comparison with the test sequence.t\Whilta possible to strongly
rule out such an explanation based on the current work, it is perhapsyutdikel an effective
strategy given that re-presentation of the sequence immediatelyddlcompletion of the original
sequence. Furthermore, if covert recall were an obligatory stage siomeghase of the recognition
task, we would expect recall accuracy to be at least as high as teeggmnen in fact we

observed the classic finding that recognition was superior (McDip@§84). Therefore, we would
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argue that retrieval-based effects of sentence structure emergdimnaiddhose occurring
upstream, during initial encoding.

In conclusion, it is apparent that sentence superiority effects iedmate serial recall
emerge across multiple forms of analysis, including item recaliracy, ordering, and
transposition gradients. We also show that it produces sizeablts éffeserial recognition, a task
that minimizes explicit recall/output demands, though observation bfeftects on this form of
task are partly dependent on using a sufficiently sensitive para@lggrmagnitude of such effects,
however, remains substantially larger in recall, relative to retognir hese outcomes generally
remain consistent across presentation modality. Overall, thesrgwudittate that sentence structure
beneficially impacts across encoding, storage, and retrieval, rathdvetimay localized at any one

phase of the task.
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Footnotes

1. Note that we also scored performance using the adjacency methodrtedrbp Baddeley et al.
(2009). A 2x8 repeated measures ANOVA revealed significant effects of sequende(tyd®) =
139.49,MSE = .02, p < .00152 = .89, serial positiorfs (7,133)= 51.58, MSE = .02, p < .002

= .73, and the interactiof, (7,133) = 9.79, MSE .01, p < .001»° = .34. The sentence effect was
significant at every serial position, though it was smaller afitsteand final positions, relative to
positions 2-7. Proportion correct, collapsed across serial positions, wagl.&it¢st= .03) for
sentences and .57 (.03) for lis€ofen’s d = 2.64.

2. Experiments 2 and 4 were focused on change detection performancenaathibetsecondary
measure of change identification. In addition, the staircase method meanirttieer of trials at
each length was determined by change detection performance sindtiralanced across
sequence types. Therefore, change identification is not reportedlgsethfurther, although
outcomes on this measure replicated those observed in the fisxpgoments.

3. Experiment 3 was carried out before Experiment 2, but for ease of expositovde¢he which
the experiments are reported has been changed.

4. Using the adjacency scoring method, a 2x7 repeated measures ANOViAd eigaificant
effects of sequence type,(1,19) = 43.21, MSE .08, p < .00152 = .70, serial positiorf (6,114)
= 39.98 MSE = .02, p < .00142 = .68, and the interactiof, (6,114) = 8.95MSE = .01, p < .001,
n? = .32. The sequence type effect was significant at every serial positiurgh it was smaller at
the earlier positions. Proportion correct, collapsed across seriibpsesivas .80 (std error = .03)

for sentences and .58 (.04) for lists (d = .47
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Figure 1. a) Proportion correct (and standard error) in serial recall for semt@md lists as a

function of serial position, and b) Transposition gradients in segall for sentences and lists in

Experiment 1.
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Figure 2. Mean performance in Experiment 1 for serial recall and recogfitiam bars show

standard error.
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Figure 3. Recognition proportion correct, switch point length, and mid-rum jpoExperiment 2.

Error bars show standard error.

Proportion correct

1.00

Proportion correct

.50+

0.25

0.00

Sentences

Lists

Mean switch point length

9_

Switch point length

Sentences

Lists

Mean mid-run point

Mid-run point

Sentences Lists



35

Figure 4. a) Proportion correct (and standard error) in serial recall for sentemt lists as a
function of serial position, and b) Transposition gradients in sedallfer sentences and lists in
Experiment 3.
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Figure 5. Mean performance in Experiment 3 for serial recall and recogfitiam bars show

standard error.
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Figure 6. Recognition proportion correct, switch point length, and mid-run ipdiixXperiment 4.

Error bars show standard error.
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Figure 7. Sentence superioritffet sizes (Cohen’s d) observed on each of the primary outcome

measures in Experiments 1-4
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Appendix: Chunking analyses

Tulving and Patkau (1962) found that participants produced larger ‘adopted chunks’ (groups of

items recalled in the correct sequential order) when recalling texigeassih a relatively higher
approximation to English. Our previous exploration of sentence memory (Bgddell., 2009) did
not allow examination of this issue or application of such methodge ased unbalanced sequence
lengths in most of those experiments. The present use of equal selgugtice therefore enables
us to examine ‘adopted chunking’ within the constrained sentence methodology. In line with

Tulving and Patkau (1962), we classed a recalled ‘chunk’ as an unbroken sequence of words
recalled in the order in which they were originally presented. Thigges a measure of the mean
size of recalled chunks. In addition, we also examined whether theledetainks were
themselves produced in the correct relative order, using Kéntha (t) rank correlation
coefficient (Kendall, 1938). This method can be used to calculate the numbées afffidunks that
are in the correct or incorrect relative order across the respongneegas a function of the total

number of chunks recalled. It is expressed as:

Nc - nd
% n (n-1)

where ris the number of correctly ordered chunk paigss the number of incorrectly ordered
chunk pairs, and n is the total number of chunks. So, for example sétjuence ABCDEF was
realled as “AB D C EF”, this would be scored as 4 chunks, with 5 pairs in the correct relative order
(AB-D, AB-C, AB-EF, D-EF, C-EF) and 1 pair in the incorrect relative order (D-C)ngigit
score of .67.

In Experiment 1, the mean size of recalled chunks was 4.04 words (.34) for sentences an
2.43 words (.21) for lists, a significant differentél9) = 7.44, p < .001, BF > 1000 (d = 1.66). The
Kendall’s tau analysis of chunk order produced a score of .75 (.03) for sentences and .69 (.02) for

lists. This difference was significant(19) = 2.24, p = .037, BF = 1.8 (d = .50).
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In Experiment 2, mean size of recalled chunks was 4.53 words (.30) for sentences,
compared to 2.62 words (.25) for lists, a significant difference, t (19) = 6.50, p <.001, BF > 1000,
(d=1.45). The Kendall’s tau analysis of correct order of chunk recall was .83 (.04) for sentences
and ,66 (.04) for lists. Again, this difference between sequence types was sigriifit@n= 4.02,

p <.001, BF = 48 (d = .90).

Thus, for both modalities, presentation of items within a sentitestructure led to recall
of larger chunks, in a more appropriate order, indicating that ogder@chanisms are important at
the individual item level, within multi-word chunks, and across iplelitems, between chunks. We
acknowledge that this form of chunking analysis is directly basedaatl performance, and is
therefore not independent of recall accuracy. As such, it is not ossitonfidently assert
whether this represents chunking during encoding, or the retrieval k-tike segments at recall.
In either case though, these analyses are instructive intindi¢eow structure impacts on

performance.
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