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Abstract− A Mobile Adhoc Network is a multi-hop self-

configuring network without any fixed infrastructure. Due to 

mobility of nodes, dynamic topology and highly dynamic 

environment, designing and implementing stable routing in 

Mobile Ad-hoc Networking is a major challenge and a critical 

issue. This paper analyses the performance analysis of on 

demand routing protocol, Dynamic Source Routing (DSR), 

Adhoc on Demand Distance Vector Routing (AODV) and table 

driven protocol, Destination-Sequenced Distance Vectoring 

(DSDV) using a network simulator NS2. Different types of test 

scenario have designed with fixed number of nodes but varying 

mobility. Different performance metric values like, throughput, 

delay, normalized network load, end to end delay, dropped 

packets, packets delivery ratio have been observed. The 

experimental results have been analysed and   recommendation 

based on the obtained results has been proposed about the 

significance of each protocol in different scenarios and 

situations. The simulation results show that both protocols are 

good in performance in their own categories. We believe that 

findings of this paper will help the researcher to find the best 

protocol under predefined condition with varied mobility. We 

believe that this research will help the researcher to identify and 

further investigate any particular metrics value of AODV, DSR 

and DSDV.  

 

Index Terms—Mobile Adhoc Networks, Ad Hoc On Demand 

Routing Vector (AODV), Dynamic Source Routing (DSR), 

Destination Sequenced Distance Vector (DSDV), network 

simulator NS-2. 

 

I. INTRODUCTION 

Mobile Adhoc Network (MANET) is a multi-hop self-

configuring network without any fixed infrastructure of 

wireless devices (nodes, computer) connected by 

wireless links. Mobile Adhoc networking is broadly 

categorized into two types: Reactive Routing Protocols 

and Proactive Routing Protocols. AODV (Adhoc on 

Demand Distance Vector) [1], DSR (Dynamic Source 

Routing) [2] and DSDV (Destination-Sequenced 

Distance Vectoring) [3] are major mobile Adhoc network 

(MANET) routing protocols that has been investigated 

and researched for many years. MANET does not require 

centralized command and control. Thus the network is 

suitable for applications requiring rapid deployment. The 

most prominent applications of mobile Adhoc 

networking protocol is military communication network 

in: battle fields, different types of rescue operation in 

emergency, under sea operations, monitoring different 

environmental changes and effects and space study. 

Because of its “in-the-air” arrangement quality and 

reasonably minimal cost of installation, Mobile Adhoc 

Networks are also used in different applications due to its 

reasonable installation price than its infrastructure 

counterparts. [4] 

In past many researchers have performed the 

experimental analysis of table driven protocol and on 

demand routing protocol by analyzing their throughput, 

packet delivery ration, end to end delay and normalized 

routing load based on different predefined constrains. In 

paper [5], table driven protocol DSDV, and On Demand 

Routing protocol AODV and DSR has been analyzed 

with the fixed mobility and increasing number of nodes 

to compare throughput, delay, normalized routing load, 

number of sent packets. The result shows that in less 

dense environment DSR shows better performance than 

AODV and DSDV, but with increasing number of nodes 

AODV slightly changed his behavior and shows better 

result than DSR and DSDV by measuring throughputs, 

packet delivery ration, number of sent and received 

packets, but end to end delay is still better in DSR even 

in more dense situation. Paper [6] shows performance 

investigation of DSDV, AODV and DSR under 
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predefined constraints to evaluate end to end delay, 

packet delivery ratio and throughput. The result and 

graph shows that DSDV and DSR shows better 

performance in term of throughput as compared to 

AODV in less dense situation, but when the number of 

nodes increases, AODV protocol change drastically and 

show its suitability for large environment.  

In paper [7] table driven protocol DSDV, source base 

routing, DSR and table base routing AODV are 

compared under predefined constrains like 100 nodes, 

with 10 m/s mobility, varying pause time between 0 to 

50 seconds and different terrain area of 100 * 100, 1000 

* 1000 meters. Simulation result shows that DSR shows 

more optimal behavior in terms of throughput in terrain 

area of 100 * 100 meter than 1000 * 1000 m.  Result for 

AODV shows the same optimal behavior in small terrain 

area under the same condition, but comparison for both 

AODV and DSR for 100 * 100 meter and 1000 * 1000 

meter terrain area with same condition, DSR Routing 

Protocol shows better performance for 100 * 100 meter 

terrain area than 1000 * 1000 meter terrain area for DSR 

and 100 * 100 meter terrain area and 1000 * 1000 meter 

terrain area for AODV.  

Paper [8] highlights performance analysis for the 

metrics values numbers of packets receive vs. nodes, 

throughput vs. nodes and packets dropped vs. nodes for 

different routing protocols, DSR, AODV and DSDV. 

This paper shows that Received packets for DSR are 

more significant in number than AODV and DSDV with 

varying numbers of nodes and fixed simulation time. 

DSR and OLSR shows much better transfer time than 

AODV and DSDV. Analysing throughput vs. node DSR 

shows slightly better performance than AODV and 

DSDV, and AODV shows better result in terms of 

packets receiving than DSDV. Analysis of packets 

dropped vs. nodes reflects that in DSR less number of 

packets is dropped due to its source based routing nature 

than AODV and DSDV. 

The main objective of this research paper is to 

compare and analyse the performance of DSDV, AODV 

and DSR, [9], by comparing metrics values like 

throughput, packet delivery ratio, number of sent and 

received packets, end to end delay,  normalized routing 

load, number of dropped data packets and number of 

dropped bytes under predefined constraints, like 

simulation area, fixed number of nodes, constant pause 

time, 900 seconds simulation time, 512 bytes packets 

size, 15 number of connections, maximum packets size is 

50 with varying mobility of nodes from 5 m/s to 35 m/s. 

The novelty of this paper is to provide a complete and 

thorough comparison of AODV, DSR and DSDV for 

their different performance parameters under predefined 

constraints, while in past research papers either the two 

or three routing protocols are compared for their few 

performance parameters which just highlight which 

protocol is best in terms of throughput, normalized 

routing load, delay and packet delivery ratio under 

defined constraints. In this paper we include 8 different 

performance metric values on the basis of these different 

matric values we can conclude that which protocol is 

best for a particular metric value under particular 

scenarios at one place 

The remainder of paper is organized in the following 

sections. Section 2 covers working mechanism of 

reactive and proactive routing protocols. Different 

mobile Adhoc routing protocol are discussed in section 3. 

Section 4 highlight the Proactive Protocol, DSDV, and 

Reactive Protocol, AODV and DSR in detail, in section 5 

we described the methodology, which shows simulation 

tool, in our case that will be NS2 environment, 

simulation parameter and Metrics values used in our 

work simulation, Section 6 demonstrate the result and 

analysis, section 7 present conclusion, section 7 

contained references.  

 

II. ROUTING PROTOCOLS FOR ADHOC NETWORKS 

In mobile Adhoc networking, routing means 

exchange/ transfer of information or statistics from one 

node to another; the node may be a device or a computer. 

The main objective of routing is to find and maintain 

routes between source and intended destination in a 

highly dynamic environment where network topology 

varies more frequently. Mobile Adhoc routing protocols 

are classified into two sub types, unicast routing and 

multicast Adhoc routing protocols. In Unicast routing 

protocol, forwarding means that one source node 

transmit data and control packets to a single destination 

node. In Multicast routing protocols a source node may 

wish to transit the same data or control packet to more 

than on destination. Unicast routing protocol are further 

sub divided into proactive, reactive and hybrid routing 

protocols [5] [9]. 

2.1. Proactive Routing Protocols 

The Proactive Routing Protocols maintain the rout 

information proactively. Every node maintained 

information about network and frequent topological 

structure in their respective routing table. A periodic 

update message is required to keep the routing table 

consistent and updated after every significant change in 

the network structure and nodes positions. Among many 

proactive routing protocols, DSDV is one of the most 

prominent table driven routing protocol. 

2.1.1. Destination-Sequenced Distance Vectoring 
DSDV is one of the earliest prominent routing 

MANET protocols proposed for mobile Adhoc 

networking. In DSDV a routing table is sustained at 

every station/ node in the network having shortest path 

information to the entire neighbour‟s node and the first 

node on the shortest path to every other node. Within the 

network data and control packets are transmitted from 

one node/station to other node/station by using routing 

table which store at each node. 

Every station/ node in the network preserves record of 

all neighbouring routes. Since all tables driven routing 

protocol are proactive in nature, their routing table must 

be updated. To maintain the consistency of routing table 

each station/node of the network exchanges its routing 

table with all its neighbour nodes from time to time after 
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particular intervals or any significant topological change 

observed in the network [5] [10]. A random sequence 

number is maintained by each entry in the routing table 

originated by destination node, if this sequence number 

is even it means link is alive, and if link is broken 

sequence number is set to be odd. Destination node set 

the sequence number and then exchanged with the source 

node. The major goal of proactive routing protocol is to 

find path with least hop count to the destination [11]. 

Due to proactive nature, DSDV requires continues 

update of routing table, so if there is no communication 

taking place between the nodes, it still requires battery 

power and bandwidth. That‟s why it is not suitable for 

highly dynamic networks [12]. 

2.2. Reactive Routing Protocols 

Reactive Routing Protocol is also called “On-Demand 

Routing Protocol”, reactive routing protocol establishes a 

path when actually it desires to communicate with 

another node in the network. Reactive routing protocol 

uses the techniques of distance vector routing algorithm, 

where vectors are used to store and maintain information 

about the cost (number of hop count and other resources) 

and route to the intended destination node. AODV and 

DSR are the most prominent routing protocols of reactive 

routing protocols.  

2.2.1. Dynamic Source Routing 
Reactive routing protocols, as compared to proactive 

routing protocols are entirely on-demand routing 

protocol, on- demand routing protocol, DSR is mainly 

functioned using route discovery and route maintenance. 

In DSR, when two nodes want to communicate with the 

intended destination node, it first checks its rout table for 

any available route to the destination, if it is available 

and valid it starts sending the data packets, and if there is 

no available route in the source node route cache, the 

source node initiates process for route discovery (RREQ) 

to find a route to the target destination node. The source 

node initiates and locally broadcasts a route request 

(RREQ) packet, having the following header: the 

intended destination and a unique identifier/sequence 

number from the source node. Each intermediate node 

after receiving the RREQ performs three actions, 1. Is it 

an intended destination node by comparing the 

destination IP address with its own, if yes generate route 

reply (RREP), 2. By comparing he sequence number, the 

intermediate node decides whether it has recently seen 

this request? If yes simply discard the RREQ packet, 3. if 

not, then simply the intermediate node appends its 

information to the packet header and rebroadcast the 

RREQ. The same process will be continue until the 

RREQ reaches to the destination node, when the RREQ 

arrives at destination a reverse process RREP (route 

reply)  is started back to the source node. RREP packet 

includes a copy of accumulated list of address of the all 

the intermediate nodes from the RREQ packet. After 

receiving the source node, the source node caches the 

new route from the RREP packet and store in its route 

cache for future use and to transmit the data packets to its 

target destination. [11] [13] [14] [15]  

Route maintenance process is taking place if the 

source node facing some problem in transmitting the data 

packets along a specified path to the target, if that link/ 

path has damaged. For example if the source node want 

to communicate with the target destination, due to the 

mobility of nodes and topological changes in the network 

topology, the two nodes may move too far apart, leave or 

join the network. Since DSR is source routing, during the 

packet transmutation/sending process, the source node 

lists in the packet header the complete sequence/order of 

node through which the packet has to be travelled, each 

intermediate node on the route forward the packet to its 

neighbours listed in the packet header, and wait for the 

conformation, conformation can be carried out by 

different methods, like a network layer acknowledgment, 

passive acknowledgment, or link-layer acknowledgment, 

after transmission if the sending node does not receive 

any conformation, it retransmit the packet to the next 

node for a limited number of time, and if still the node is 

not acknowledged, the node generate route error (RERR) 

to the initiator/ source node of the packet, which is a 

signal of link failure from itself to the next node. The 

source node than updated its route table and route cache 

by removing this link and broadcasting to the entire 

network that the specific link is no more valid for 

transmission, the source node than check its route cache 

for another route to the destination, if available it start 

using this route, otherwise it generate a new RREQ to 

find a path to the indented destination. [5] [11] 

2.2.2. Adhoc On Demand Distance Vector 

Reactive routing protocol, AODV is completely on-

demand routing protocol like DSR which forms a route 

on demand when a sending node/station desire a route to 

the destination. The main difference between AODV and 

DSR is their source routing features. In DSR everything 

is included in the packet header which is necessary for 

transmission. AODV is derived from both DSR and 

DSDV; AODV use RREQ properties and route 

maintenance procedures from DSR and sequence number, 

hop by count, and periodic update from DSDV routing 

protocol. AODV operates on the functionality of distance 

vector technology. Opposite to the DSR, in AODV each 

node/station maintains a routing table which contains 

routing information to all the nodes in the network. 

When a source node/initiator want to communicate with 

another node in the network, first the source node checks 

its routing table. If there is no route available for the 

intended destination, it will broadcast, but that broadcast 

will be an IP limited broadcast. Every node in the limit of 

hop count of source node will receive the RREQ 

message and will create the route back to the source node 

through the path they get from the RREQ [16]. The route 

request packet header contains the following information: 

Source node IP address, broadcast id, current sequence 

number, and the most current sequence number for the 

destination. The intermediate receiver node can take one 

of the following actions, if it is the intended target node, 

it initiates route reply process (RREP) to the source node 

with matching sequence number greater or equal to that 

contained in the RREQ packet header, if not then the 
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intermediate node will rebroadcast to next hop count 

limit, all the nodes/stations in the broadcast range retain 

trajectory of the RREQ‟s source IP address and broadcast 

id. After some time if the same node receives RREQ, it 

will be discarded if it has been processed earlier. If the 

source node receives a RREP message from another node, 

if this route reply packet is holding a greater sequence 

number or same sequence number as it records from the 

earlier RREP, it may bring up to date its direction-

finding information and record the latest better path for 

future transmission [11]. When a RREP is sent to the 

source node, all the nodes along the path keep records of 

this route to the destination through this packet. The 

source node will use any active link for transmission of 

data to the destination, a link will be considered active if 

it is used for transmitting data or controlled traffic by a 

node to any other node beside the path. In case of link 

failure in the active route, the upstream mobile node 

generates a RRER message to the source node, that this 

link is no more available for transmission. The source 

node then re-initiate the route discovery. Since in AODV 

a node may receive multiple RREQ and RREP, there 

may be a chance of looping, to avoid routing loop a fresh 

route will be used for transmission, for that purpose a 

destination sequence number will be used. Sequence 

number will only by changed by the host in 

monotonically growing mode. A route will be considered 

fresh enough if it contains a larger sequence number or 

equal sequence number with minimum hop count, both 

RREQ and RREP will carry the sequence number. To 

avoid the stale/old path the RREP packets will contains 

larger or equal sequence number to the one that are listed 

in corresponding RREQ packet. If there are several paths 

with the same sequence number the shortest path will be 

used for transmission [5] [17] [18].  

 

III. METHODOLOGY 

To perform our required performance analysis we use 

a network simulation tool, NS-2, list of parameters under 

which performance can be analysed, metrics value, 

which will be analysed and simulation set up. 

3.1 Simulation Tools 

Designing and constructing a model of real system and 

conducting experiments on this model to analyse the 

behaviour of system or to evaluate the system for 

different strategies is called simulation, to analyse the 

behaviour of different routing protocol of wired and 

wireless network different simulator are being used by 

the researcher according to their requirements, like NS-2, 

NS-3, OPNET and OMNet ++. Here in this research 

paper we use NS-2 network simulator. To study the 

dynamic nature of wireless communication we need 

event driven simulator. NS2 is a very good event driven 

simulation tools that can be used to simulate wired and 

wireless network functions and protocols. Different C++ 

classes implemented in NS-2 are using for creation 

different network components like number of nodes in 

the network, different types of queues, link between the 

nodes etc. all the network components are created, 

plugged and configured in NS-2 from TCL [19] [20]. 

3.2 Metrics Value 

To evaluate the performance of proactive routing 

protocol, DSDV and reactive routing protocols, AODV 

and DSR, we evaluate the following metrics values. 

Throughput: Throughput is measured as, average of 

successful message delivery over a network. It is 

measured as the ratio of the amount of received data to 

the total simulation time.  

Delay (end to end delay): Delay is the time taken by a 

bit of data to move across the network. The average end 

to end delay is calculated by taking the sum of all 

packets sent and received divided by total number of 

packets.  

Packet delivery ratio: Packet delivery ratio is the 

ratio of packets generated by CBR resources and the 

number of delivered data packets to the destination.  

Normalized routing load: Ratio of the total number 

of routing packets transmitted from the source node to 

data packets delivered at destination. Each hop wise 

transmission of routing packets is calculated one 

transmission.  

Number of dropped packets: A packet is buffered if 

the destination is not known when it is arrived in a 

network layer otherwise it is forwarded to the destination. 

A packet is lost when buffered becomes full or time limit 

to store the packet in the buffer exceeds. 

3.3 Simulation Setup 

In this paper we tested the packet delivery ratio, 

throughput, normalized routing load, average end to end 

delay, no of dropped packets, no of dropped bytes, no of 

sent packets and the number of received packets using 

AODV, DSR and DSDV routing protocol with self-

created scenarios where the total number of nodes are 50 

uses 15 connections, pause time is 50, traffic type CBR, 

maximum packet size used in simulation is 512 Bytes, 

and the mobility varied starting from 5 m/s, 10 m/s,15 

m/s, 20 m/s,25 m/s,30 m/s,35 m/s in 1000 * 1000 meter 

terrain area. Two ray ground propagation is used in 

wireless channel with Omni antenna and 802-11 Mac 

Type. The simulation is taken to be of 900 seconds. 

 
Number of Nodes 50 

Pause Time 50 sec 

Simulation Time 900 sec 

Mobility 5,10,15,20,25,30,35 m/s 

Traffic Type CBR 

Packet Size 512 Bytes 

Scenario Size 1000 * 1000 m 

Channel Type Wireless Channel 

RadioPropagation Model Two Ray Ground 

Mac Type 802-11 

Link Layer Type LL 

Maximum Packets 50 

Protocols AODV,DSDV,DSR 

Number of Connections 15 

Antenna model Omni Antenna 

Fig. 1. Simulation parameter 
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IV. SIMULATION RESULT 

Here in this section we compare and analyse the result 

of all the three protocols comprehensively, by comparing 

the following metrics values, ratio of packet delivery 

friction, end-to-end delay, the number of sent packets, 

number of received packets, normalized routing load, 

number of dropped data packets, number of dropped data 

bytes and throughput We display all the results in the 

form of graphs. In the following section we discuss each 

graph result to highlight the performance of AODV, 

DSR and DSDV. 

 

Fig. 2. Mobility versus throughput 

 

Under the following constraints of performance 

parameter, when number of nodes are 50, mobility varies 

from 5 to 35 m/s, pause time 50 sec, packet size 512 

bytes and simulation time is 900 sec, The Fig. 2 

highlights that DSR have most consistent throughput 

than AODV and DSDV due to its source base routing, 

whereas AODV show better performance than DSDV. 

With the increasing mobility throughput of DSDV is 

greatly reduces because of more flooding. 

 

Fig. 3. Delay v/s Mobility 

 

Under the following constraints of performance 

parameter, when number of nodes are 50, mobility varies 

from 5 to 35 m/s, pause time 50 sec, packet size 512 

bytes and simulation time is 900 sec, it is concluded in 

Fig. 3 that DSDV have more Delay than DSR and 

AODV, because of its proactive nature DSDV requires to 

establish routes between nodes prior to communication. 

In AODV and DSR, DSR shows better performance than 

AODV in delay property due to its aggressive use of 

route cache. 

 

Fig. 4. Packet delivery frictions vs. Mobility 

 

Fig. 4 highlights simulation results for packet delivery 

ratio using NS-2 simulator. When the number of nodes 

are 50, mobility varies from 5 to 35 m/s, pause time 50 

sec, packet size 512 bytes and the simulation time 900 

sec.  

Fig. 4 shows that DSR is more stable and consistent in 

packets delivery. Throughput and packet delivery ratio 

are correlated to each other. Since DSR is source base 

routing and using route cache mechanism due to which 

multiple routes are available in case of link failure, where 

AODV maintains only on entry for a route in its route 

table. With the changing mobility there is no change in 

packet delivery ratio for DSR, while comparing AODV 

and DSDV result shows that AODV is more prominent 

than DSDV. 

 

Fig. 5. Normalized routing load v/s Mobility 

 

Under the following constraints of performance 

parameter, when number of nodes are 50, mobility varies 

from 5 to 35 m/s, pause time 50 sec, packet size 512 

bytes and simulation time is 900 sec, it is concluded from 

the Fig. 5 that normalized routing load is minimum in 

DSR as compared to AODV and DSDV, whereas DSDV 

shows better result for NRL then AODV. 

Under the following constraints of performance 

parameter, when number of nodes are 50, mobility varies 

from 5 to 35 m/s, pause time 50 sec, packet size 512 

bytes and simulation time is 900 sec, a conclusion can be 

drawn from Fig. 6 that No of dropped packet (bytes) 

ration is very less in DSR then AODV and DSDV, 

whereas DSDV dropped more packets (bytes) than 

AODV, because in both the protocols with greater 
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mobility all the nodes in the network may leave or join 

the network, by losing discovered path and excessive 

hello messages, where as in AODV the destination 

replies only once to the request arriving first and ignores 

the rest and the routing table maintains at most one entry 

per destination. 

 

Fig. 6. No. of dropped data (bytes) v/s Mobility 

 

 

 

Fig 7. Number of dropped packets v/s Mobility 

 

Under the following constraints of performance 

parameter, when number of nodes are 50, mobility varies 

from 5 to 35 m/s, pause time 50 sec, packet size 512 

bytes and simulation time is 900 sec, it is concluded from 

the Fig. 7 that DSR shows better performance than 

AODV and DSDV, whereas DSDV show poor 

performance then AODV. But when mobility getting 

increases from 30 to 35 m/s, DSDV behaviour drastically 

changes and shows better performance than AODV. 

 

Fig. 8. No of sent packets v/s Mobility 

 

Under the same constrained defined in Fig.7,  Fig. 8 

give the following results, Average sending packets rate 

of DSR is slightly better than AODV and DSDV routing 

protocols, because DSR using route cache mechanism 

which improve the route discovery process, and AODV 

inherits route discovery process from DSR, which causes 

significant improvement in sending packets. DSDV 

sending rate suddenly decrease at highest mobility level 

due to table driven approach. 

 

Fig. 9. No of received packets v/s Mobility 

 

Under the same constrained defined in previous 

figures Fig. 9 highlights that amount of packets received 

by destination varies for all routing protocols, with 

varying mobility. The values of received data packets 

values are more stable for DSR as compared to AODV 

and DSDV. As mobility increases amount of received 

packets in AODV protocol increases but in the case of 

the DSDV when mobility reaches 30 m/s it shows very 

poor performance by receiving packets. 

 

V. CONCLUSION 

After plotting graph and tables now we are able to 

discuss, conclude and analyse the performance of table 

driven routing protocol, DSDV and on demand routing 

protocol, AODV and DSR. We analyse the following 

metrics values, packet delivery ratio, throughput, 

normalized routing load, average end to end delay, no of 

dropped packets, no of dropped bytes, no of sent packets 

and the number of received packets are evaluated 

according to varied mobility. Different self-created 

scenario files are used in the simulation; each scenario 

with different mobility time e.g. with 5 m/s, 10 m/s up to 

35 m/s mobility Our study provides the most favourable 

result because it is fully based on simulation and analysis. 

With the help of tables and graphs every case explains 

the evaluation of parameter of three protocols AODV, 

DSDV and DSR. We draw graph and table for each 

metrics value, packet delivery ratio, throughput, 

normalized routing load, average end to end delay,  no of 

dropped packets, no of dropped bytes, no of sent packets 

and the number of received packets for all the three 

protocols. Every protocol has its advantages and 

disadvantages. Our graphs and tables show that on 

demand routing protocol, AODV and DSR performed 

well and provide better results as compared to table 

driven protocol, DSDV. While comparing AODV and 

DSR, result shows that, DSR outclass AODV in number 

of received packets, number of dropped packets, number 

of dropped bytes, normalized routing load, DSR is more 

consistent and shows better packet delivery ratio than 
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AODV, in throughput there is a slight change showing 

again that DSR is better than AODV. The only metrics 

value in which AODV out class DSR is average end to 

end delay. These entire conclusions are made, when the 

numbers of node are fixed, but surely AODV will show 

better performance in denser environment than DSR. It is 

further concluded that each Routing protocol has its own 

significance under specific circumstances and constraints. 

The tables and graphs in this paper only show 

performance analysis based on only one scenario, “under 

varied mobility” and if we change the scenario i.e. 

increase the number of nodes surely all the three 

protocols will show slightly different behaviour. 
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