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1 Introduction

Changes in printing reflect historical turning points: what has been printed,
when, where and by whom are all derivatives of contemporary events and sit-
uations. Excessive need for war propaganda brings out more pamphlets from
the printing presses, the university towns produce dissertations, which scien-
tific development can be deduced from and strict oppression and censorship
might allow only religious publications by government-approved publishers.
History of printing is also important per se: for example, the invention of
printing press enabled scientific revolution (Johns| 2001)), likewise the use of
Lucas Cranach’s woodprints and framed title pages in the Martin Luther’s
books helped spreading the Reformation (Pettegree, 2016) and the shift from
folio-sized books to octavos affected the everyday life of the literate bourgeois
due to the ease of portability of the books, leading to introspective reading
rather than reading aloud from the pulpits (Tolonen et al., [FORTHCOM-
INGJ). The history of printing has been extensively studied and numerous
monographies do exist. However, most of the research has been qualita-
tive studies based on close reading requiring a profound knowledge of the
subject matter, yet still being unable to verify the extent of the new inno-
vations. Close reading the library catalogues does not reveal, at least easily,
the timeline of when the books, that Luther had published were printed, or
how big a portion of books actually were octavo-sized and when the actual
breakthrough happened.

One of the sources for these kinds of studies are national library metadata
catalogues containing information about the physical book sizes, page counts,
publishers, publication places and so forth. These catalogues have been re-
searched for some time for quantitative analysis as well. The advantage of
national library catalogues is, that they often are more or less complete,
having records of practically everything published in a certain country or
linguistic area in a certain time period. The computational approach to
them has enabled researchers to connect historical turning points to the ef-
fect on printing and the impact of a new concept has been measured from the
amount of republications and spreading of the book where the new idea was
first introduced (Lahti et al., [2015; Tolonen et al., 2016, FORTHCOMING).
Linking the library metadata to full texts of the books have made it possible
to analyze the change in the usage of words in a massive corpus, but still
limited to books only from the relevant field (Kanner et al 2017). Compu-
tational methods work better, the more complete the corpora is. However,
library catalogues often lack annotations for one reason or another: anno-
tating resources might have been cut down at a certain point in time or the



annotation rules may have varied between different libraries in cases when the
catalogues have been pooled together, or the rules could have just changed.
The annotation could also be simply erroneous (Karian) 2011)).

Genre information is especially important in defining subcorpora for research.
The genre field, when annotated for each of the metadata records, could be
used to restrict the corpus to contain every one of the books that are needed
and nothing more. From this subset there is a possibility of drawing timelines
or graphs based on bibliographic metadata, or in the case of full texts existing,

the language or contents of a complete corpus could be analysed (Kanner
et al., [2017).

Despite the significance of the genre information, that particular annotation
bit is often lacking. A glance at the English Short-Title Catalogue (ESTC)
shows, that the genre information exists for approximately one fourth of the
records. This should be enough for teaching a model for machine learning
and trying to deduce the genre information, rather than relying solely on the
annotations of librarians. The metadata field containing genre information
in ESTC can contain more than one value. In most cases this means having a
category and its subcategories as different values, but not always. Because of
the complex definition of genre in ESTC I decided to focus on one genre only:
poetry. Besides being a relatively common genre, poetry is also of interest
to literary researchers. Having a nearly complete subset of English poetry
would allow for large-scale quantitative poetry analysis. Also, the ability to
extend the methodology to include other genres, other fields and possibly
other catalogues, would be a huge benefit for the book history project I am
part of.

The main difficulties in applying machine learning techniques to the ESTC
metadata lies in the absence of the complete unabridged texts. Almost all of
the research on genre classification or author attribution is based on full texts.
In library catalogues, the actual content is missing, and only the metadata
exists. Metadata does contain the titles, which is textual and usable in a
similar fashion to the full texts, but the amount of texts per record is merely
a tiny fraction to that of a complete text: as machine learning is based on
statistics, this might pose a problem. The titles themselves can be used
as material for distant reading, as shown by Moretti (2009) in his article
describing the style changes in the titles of English novels and |Elliott, (2014)
analyzing the titles of romance novels. On the other hand, the metadata
also contains additional information, such as topic and information about
the physical book, typed by the librarians, which a full text edition does not.

The assumption behind this task in the first place is, that there does exist



some indicators on the title level or in the book format, that the content
actually is poetry. I would assume, that an occasional buyer would have been
able to interpret a book as a poetry book somehow, even without reading the
contents: the author name could have been familiar, the small book size and
page count, some keywords in the title or perhaps being grouped together
with other poetry books.

There exists full text catalogues as well: Eighteenth Century Collections
Online (ECCO) is even linkable to ESTC. ECCO, however does not contain
the entirety of ESTC records and the selection criteria is unknown. Thus a
quantitative analysis can not be reliably performed on ECCO. There is an
on-going project on combining the two catalogues (Kanner et al., |2017)).

I tackled the shortcoming of the missing full texts by creating several models
each packed with similar features. The feature types ranged from part-of-
speech tags and their trigrams to word frequencies from the book titles, which
all are more or less typical in genre classification tasks. Additionally I tried
some seldom used or arduous features, such as syntactical components, other
catalogue fields and common proper nouns from the Antique literature. The
Antique names I eventually had to discard completely as useless. From these
feature sets I hand-picked the best performing features into one superset,
which I then ran on the unannotated records.

My results were very promising: I found over 13,000 poetry books from the
unannotated part of the corpus, with a precision of 95.0%. This provides a
good basis for statistical analysis on a restricted subset of the corpus.

The extensibility of my methodology to include other genres or other fields of
ESTC is quite good, provided, that there exists enough data for the desired
genre or field. It will require manual supervision, but many process steps
can be automated: quite a few can be omitted completely. The same applies
to other metadata catalogues, but the amount of manual guidance is likely
to be higher, because the catalogues differ in their field contents and levels
and qualities of annotation.

About this thesis

This thesis belongs to the realms of language technology and digital hu-
manism. The main methodological contribution will be the implementation
of machine learning algorithm, namely random random forest, into library
metadata catalogues. The methodology itself is familiar from earlier studies
on author attribution and genre classification, but the material it is applied



on is significantly different from the previous research.

I had three separate main steps involving machine learning runs:

1. qualification rounds: the selection of the most predictive features from
the various feature sets

2. the semifinals: validation of the selection of the feature sets and addi-
tional testing on different definitions of poetry

3. the finals: the search on the part without the genre annotated using
the selected features.

The feature sets are essentially the same for the semifinal and final rounds.

My thesis consists of six chapters. The first one is this introduction, which
establishes the context and the reason for this research.

In the second chapter I will describe earlier research. I focus mostly on the
methodological aspects, describing relevant and interesting ways of extracting
features for machine learning, but I will touch on the research made on library
catalogues as well. I proceed to describe the data: the representation of
MARC fields in ESTC is followed by the problematics of defining the poetry.

The third chapter is dedicated to the computational and more technical as-
pect of the methodology: it is highly descriptive with a low level of speci-
ficity to the classification task at hand. First I will describe the main learning
method of my thesis: random forests. From that I will continue to the generic
methodological principles I have applied to. After that I go through the mea-
sures comparing learning models, and finally I begin talking about features
and feature selection methods.

In the fourth chapter I will talk about the test runs I made. The first sub-
chapter is about the base features, which will be included in the final features
too. The second subchapter contains a detailed description of the qualifica-
tion rounds: the different types of feature sets I handle mostly in their own
subsubchapters. After the qualification rounds come the semifinals. 1 ex-
plain, what kind of effect various parameters have on the results, if any. In
addition I try different ways to define poetry, and see if there is any conse-
quences.

The fifth chapter, results, is the finals. I will elaborate on what kind of results
I got from the run on the records having unannotated genres and discuss the
performance on different feature types.



In the sixth, and last, chapter I extend the discussion further. What kind of
observations can be drawn and how well is this methodology adjustable to
other areas in library catalogue research? What could have been done better
and what are the next logical steps?

In this thesis I will italicize key terms, when they appear in a chapter for the
first time. Field values will also be in italics.

The thesis will contain so many names of different kinds, that besides the
aforementioned italicizations, I will use fixed width to denote R package
names and SMALL CAPS for the predictor names in order for the reader to
more quickly grasp the main category they belong to.

The program code used for and referred to in this thesis is available at
https://github.com/hegroiva/Gradu. Although the code is open source, the
library metadata catalogue is not. The code is of limited use without the
metadata catalogue.

2 Background

Stylometry is the field of using various means to categorize texts by their
stylistic properties. By stylometry in the scope of this thesis, I explicitly
mean computational stylometry, which focuses on countable properties in-
stead of linguistic anomalies resolved by close reading (McEnery and Oakes,
2000). For my purposes the interesting subfields of stylometry are author-
ship attribution and genre classification, by which I will base my classification
methods on.

In works of author attribution the stylistic properties of a text are trans-
formed into something that can be calculated. The main idea behind author
attribution is, that a text contains intrinsic fingerprints left there by the
author, either conciously or unconciously. Similar methods apply to genre
classification as well, but the scope is different: instead of trying to find the
author, the goal is to categorize the text into a pre-defined genre. The proper-
ties to track are hence a bit different: it is not the author’s style that is under
review, but rather the conventions within a genre. According to McEnery and
Oakes (2000) the quantitative feature distinctions are perceived more clearly
between different genres than between different authors. There are problems
in author identification related to features, such as word or sentence lengths,
being easily adjusted to conceal the identity of the author. Also, the style of
an author may differ even within a single text and the school of writing may
hide personal tendencies. (McEnery and Oakes, 2000)



The selection of properties varies case by case: there is no universally valid
feature set, that would suit every occasion. The researches focus on features,
that are appropriate for their own studies. In practice, this often requires
hand-picking features, that could be considered especially relevant for the
subject matter (McEnery and Oakes, |2000; [Holmes, [1998)).

2.1 Earlier research

There have been some earlier studies focusing on various aspects of library
metadata catalogues: for example [Lahti et al.| (2015)); Tolonen et al. (2016,
FORTHCOMING)) treat the library catalogues as a source for distant reading
when researching book history and the turning points of intellectual history.

Previous stylometric studies on author attribution and genre classification
have been based on varying types of features: n-grams of characters and
amounts of punctuation marks (Kjell et al., [1994; Kessler et al., [1997; |Sta-
matatos et al., |2000a; Peng et al., |2003), frequencies of part-of-speech tags
Argamon et all, [1998; Rayson et all, 2002)), n-grams of part-of-speech tags
Argamon et al.,|1998, 2003; Santini, [2004), bag-of-words or n-grams of words
Joachims| [1998} [Aizawa), 2001} Tabata), [2014)), prolific words within a genre
Argamon et all [2007; Kim and Ross|, 2008), common word frequencies from
a huge corpus (Stamatatos et al.l 2000a)), intermediate steps of specific lan-
guage processing programs (Stamatatos et al., [1999), stylometric features
such as positioning (Kim and Ross, [2006), image classifiers (Kim and Ross,
2006, 2008)), amount of nominalizations or topicalized sentences (Karlgren
and Cutting, [1994)), amount of affixes derived from Latin or terms of ad-
dressing (Mr./Miss/Mrs. et cetera) (Kessler et al..|1997)), vocabulary richness
(Stamatatos et al.,[2000b]), constituent frequencies and n-grams
et al.,|2000a)), and finally more refined methods involving semantics: modal-

ity, lexical units, comments (Argamon et al., 2007).

More commonly, the selected feature sets have been a combination of one or
more feature groups.

It is notable, that almost all of these studies have been performed on a much
smaller corpus than the ESTC catalogueﬂ That said, they often apply full
texts, which means, that there often is much more material for each record,
than T have. For example, Argamon et al. (2003)) describes their corpus as
large. It contains only 604 documents, but the amount of words is over 25

!An exception would be the gender and age attribution research by
Koppel (2010)), which contained over 680,000 blogs entries. Methodologically it used a
mixture of common and genre-specific words as features.




million. In comparison, my corpus contains over 450,000 documents, but the
word count from the main titles and subtitles is approximately 19,2 million.

[ will give a short description of the feature types and evaluate their suitabil-
ity to the research question of finding poetry books.

Earliest features

McEnery and Oakes (2000) list the most commonly used non-lexical fea-
tures. These include the average sentence length, average word length and
the distribution of different word lengths, which have been discredited in later
authorship attribution, but are well suited for genre classification (McEnery
and Oakes, 2000). Average sentence length has already been utilized in the
early days of stylometry by Yule (1939).

McEnery and Oakes also list the distribution of syllables and the length of
gaps between the words of same syllabicity as having been considered promis-
ing features in the early years of stylometric research (McEnery and Oakes,
2000). Other features from early research include frequencies of carefully
selected words (Mosteller, 1984)), measures of vocabulary richness (such as
hapax legomena, that is, words that occur only once in known literature)
(Yule, 1944), and frequencies of common function words (Burrows, [1989)).

The early studies of stylometry were varyingly successful: the Mosteller &
Wallace and Burrows papers are considered groundbreaking, while most of
the others gathered strong criticism. (Holmes, |1998])

Some of these features are easy to extract by modern computational methods,
and despite the criticism, combined they actually do work surprisingly well.
For my purposes they often are unfortunately unsuitable. For example hapax
legomena would have been potentially able to seek out poetry books, if there
only had been enough text material. The scarce titles make this particular
feature type futile.

Character-level features

This group includes character n-grams and amounts of different punctuation
marks.

Peng et al. (2003) have used rather successfully character n-grams in genre
classification. They pointed out several drawbacks in regularly used method-
ologies, which predominantly are word-based: they are language dependent,
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feature selection is dependent on the task one is about to perform, the cu-
mulative effect of the uncommon features might be important, even if the
feature itself is not significant, word-based methods require testing of arbi-
trary parameter thresholds and they ignore regularities in morphology, which
could be handled by Natural Language Processing tools. Peng et al. created
n-grams of all the characters in their material to overcome the language de-
pendency problem and used every n-gram as their feature set. The resulting
feature set was still relatively small. This approach works surprisingly well
across language borders without additional modification to the process, but
still Peng et al. reported a success of only 86 %. (Peng et al., |2003).

The same method was used in a more modest manner by |Kjell et al.| (1994).
They used only the bigrams of characters to restrain the number of feature
dimensions to 26% = 676.

Another type of character-level features are the frequencies of punctuation
marks. They are seldom, if ever, used on their own, but instead as a part
in an ensemble of features. Such has been the case in (Stamatatos et al.,
2000a) and (Kessler et al., |1997). It is clear, that author attribution bene-
fits from these kinds of features. Provocative authors are more likely to use
exclamation marks than some others; some authors use question marks dis-
tinctively and some prefer semi-colons while some like ellipses better. There
is no reason, why this method could not be used with genre classification. In
fact, both Stamatatos et al. and Kessler et al. were researching specifically
genre detection, not authorship attribution. One would suspect, that some
punctuation marks would be more common in particular genres: exclamation
marks in pamphlets and commas in legal texts for example. However, the
definition of genre in stylometry is not universal. Kessler et al. had a corpus
of texts belonging to six predefined genred?] and Stamatatos et al. had four
predefined genresﬂ (Kessler et al [1997; Stamatatos et al., 2000al)

POS frequencies and POS trigrams

A relatively common way of featurizing full texts for authorship attribution
or genre classification is part-of-speech (POS) tagging and counting the fre-
quencies of tags. This method has been applied for example by Biber|(1992),
Argamon et al.| (1998] 2003), |Rayson et al.| (2002) and |Santini (2004). Since
POS tags are much more frequent than individual words, their use is more
accessible than the word frequencies, when the corpus is small (Rayson et al.|

2Reportage, editorial, scientific writings, legal writings, non-fiction and fiction
3Editorials, letters to the editor, reportage and spot news
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2002).

Biber| (1992) was among the first to utilize the frequencies of POS tags in
genre or text type classification. He performed pair-wise comparisons on five
different corpora. His approach was to reduce the frequencies of POS tags
into a single dimension by summing up similarly scaled frequencies and then
compare the new value with the mean value of the genre. (Biber| 1992)

Similarly to Biber, Rayson et al.|(2002) compared pairs of subcorpora against
each other; their subcorpora was, however, apparently equal sized. They
made pairwise comparison among others, between informative and imagina-
tive writing achieving good results. (Rayson et al., [2002)

According to Rayson et al.| (2002), coordinating conjunctions, except for the
word ‘but’ are relatively more common in informative writing, while "but’ is
more common in imaginative texts. Also, nouns in general and past partici-
ples of verbs were more common in informative writing, while modals and
most forms of lexical verbs were preferred in imaginative writing. Further-
more, imaginative writing contained a relatively high number of adverbs and
pronouns, and informative writing adjectives, prepositions and determiners.
(Rayson et al., [2002)

In addition to using bag-of-words -features, |Argamon et al.| (1998) also used
trigrams of the POS-tags. They claimed trigrams as being able to hold
enough syntactic information while being computationally small enough to
be practical. (Argamon et al., |1998))

In a subsequent research on gender and genre classification, |Argamon et al.
(2003) took 500 most common POS trigrams, 100 most common bigrams
and all the 76 unigrams in addition to a selection of function words. From
the large amount of resulting features less than 50 were then selected by an
algorithm, and only these features they used for the classification. Argamon
et al. claimed, that their research proved, that predicting writer’s genre is
possible by this method. (Argamon et al., 2003])

Santini (2004) tested whether punctuation should be included in the POS
trigrams or not, but her tests were inconclusive. She also noticed, that the
feature sets with less features tended to perform better than the full feature
sets, but then again she was using Naive Bayes classifier, which does not
work well with redundant features (Santini, [2004; Witten et al., 2011)).

Bag-of-words
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Mosteller and Wallace’s (first published in 1964) seminal research on Fed-
eralist Papers employed frequencies of a selection of content-free words as
a means to differentiate the authors of certain passages. Their method was
to seek word pairs of synonyms, the selection of which they deemed as dis-
tinctive for a given author. (Mosteller, 1984)) This approach has often been
successful on authorship attribution, but has also been considered as inad-
equate to solve attribution problems on a constant base (Goldberg, |1995;
Argamon et al., 1998).

Joachims| (1998) describes using Support Vector Machines (SVM) as a
method in genre recognition. Joachims’s approach involves getting the fre-
quency of each appearing word in the corpus as a feature, excluding only
the most infrequent words and the stop-words. This introduces huge feature
sets, but is still possible because of SVM’s high tolerance of nearly irrelevant
features. Each feature does not need to be hand-picked separately, but can
be automatically extracted from the corpus. (Joachims, |1998))

A more sophisticated method was proposed by Aizawa, (2001)), who used
part-of-speech tagging to automatically extract terms to be used as features,
including compound words. In Aizawa’s research, the feature set grew up
almost to 100,000 words. (Aizawal, 2001)

Stamatatos et al.| (2000a]) used a slightly variated method. Instead of using
only the words from the corpus, they used a much larger corpora, from which
they drew the feature terms. Their research showed, that on their corpus the
results didn’t improve after the amount of predictor words went beyond 30,
due to data overfitting. (Stamatatos et al., [2000a)). This is contradicted
by Aizawa, who points out, that even words with low frequencies add up
cumulatively (Aizaway, 2001).

The use of merely the bag-of-words methods has been criticized for being
applied blindly without any linguistic motivation behind it. |[Argamon et al.
(2007) claimed, that

The general methodology (...) is to find as large a set of topic-
independent textual features as possible.

Their approach was to use (in addition to other types of features) bag-of-
words, that were specific to the genre they were bound to detect (Argamon
et al., 2007)). They reprised their critic in a subsequent research (Argamon
and Koppel, 2010)).

The genre-specific bag-of-words approach combined with word n-grams has
been used more recently by Tabatal (2014) to analyze difference between the
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language use of Charles Dickens and Wilkie Collins.

Other feature types

One of the more obscure feature types are features, which are dependent on
specific language processing tools. Such features might be for example itera-
tively working chunking programs, and the extracted features the amounts of
unprocessed words after each iteration. These feature types are completely
dependent of the tools, and their working logic would is usually hard to
back-track, effectively making them black boxes. |Stamatatos et al. (1999)
have used this kind of feature set along with more common phrase-level and
token-level counts. Their motivation was to determine a measure for syntac-
tic complexity, which they accomplished by using intermediate steps of their
processing tool. (Stamatatos et al., [1999)

Kim and Ross| (2006, [2008) had the idea of using image classifiers in genre
identification. They used PDF files, from which they extracted pixel val-
ues. They then calculated the relative pixel count on sections, giving them
language-independent values, in effect featurizing the layout of the pdf. (Kim
and Ross| [2006) Also, they had the idea of using stylometric features, like
positioning or font types as features (Kim and Ross, 2000)).

Methods requiring more profound language processing, such as the amounts
of nominalizations and topicalized sentences have also been used as predictors
(Karlgren and Cutting), [1994)). Stamatatos et al. (2001) used frequencies of
the constituents, such as noun or verb phrases and their n-grams. /Argamon
et al| (2007) approached the classification task through semantic measure-
ment. They resolved, among other features, the types and levels of modality,
appraisal words ("quite" or "very") and the different types of commenting,
such as admissive ("Frankly, ...") or assertive ("Certainly ...") and so on.
Their mission seems to have been to bring back the linguistic motivation to
stylometry. (Argamon et al., 2007)

Kessler et al.| (1997)) used the amounts of affixes derived from Latin and the
terms of addressing persons, such as Mr. or Mrs.

Vocabulary richness has been rather commonly used indicator, which have
been measured in several ways. These methods include hapaz legom-
ena (words occurring once in a corpus) and dislegomena (words occurring
twice), as well as type/token -ratio (Yule, |1944; Stamatatos et al., [2000b).
Type/token ratio is calculated by dividing the size of the vocabulary by the
amount of tokens in the corpus (Stamatatos et al., 2000b). In addition to
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these single measures, there have been efforts in using multivariate methods
as well (Yule| 1944; |Stamatatos et al., 2000b).

2.2 Data

My corpus is the English Short Title Catalogue (ESTC), which is a li-
brary catalogue maintained by British Library containing metadata records
of books printed before 1801 either in Great Britain or in English language
(ESTC)). Each record is divided into metadata fields, which applies to MARC
21 standard’] The MARC standard defines, how the names containing the
metadata information are named, and what kind of information can be an-
notated in them (MARC]). The format, in which the metadata is actually
input into the metadata fields, is in turn controlled by ISBDP| (IFLA] [2007).
In short, MARC standard describes, in which fields the information is input
in the catalogue, and ISBD describes what the data format looks like.

Although MARC standard is meant as more or less universal, a closer ac-
quaintance with several library metadata catalogues has shown, that each
library data is unique in implementing it. This means, that the metadata
fields, that are actually used, are catalogue specific. My thesis focuses specif-
ically on ESTC and the following descriptions of MARC fields I can account
for applying to ESTC only.

The ISBD definition is straight-forward, but the field itself still might contain
huge amounts of information. In general, cleaning up catalogues to get uni-
form data is a huge effort, which might consume a lot of energy, depending
on the field at hand. (COMHIS/ESTC have done, and are still doing, a lot
of field polishing in ESTC, and these results will be utilized in this thesis
too. When the field has not been preprocessed yet, I have used the raw field
values instead.

The copy of ESTC I have used in this research is not open to public, but
my research group has access to it for research purposes. A public online
database version exists, although with limited search capabilitiesﬂ I have
used only the records printed in English in my research for two reasons: first,
my methods are partially dependent on the language used and second, 93.8%
of the records are in English anyway. ESTC contains 483.344 records in total,
of which 454,488 are in English/]

4MARC stands for MAchine Readable Cataloging

SInternational Standard Bibliographic Description

Shttp://este.bl.uk

TAll the numbers of records and annotations of specific MARC fields and examples of
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2.2.1 MARC fields in ESTC

Several MARC fields in ESTC might be considered important in finding the
poetry books.

Genre field

The MARC field for Genre/Form (655a) is the most important single field
for my thesis. In ESTC there are 115,023 (25,3%) records, in which the genre
information is annotated The information in this field conforms to RBMY
standard for genres (RBMS)). Genre information will be used to determine the
response value: whether the book is considered as poetry or not. There are
512 different genres annotated in ESTC, and the genres vary from Broadside
poems to Prospectuses and Satires. Some of the genres indicate the form
(such as broadside or pamphlets) rather than the actual genre. Besides that,
any book can have more than one value in this field.

Topic field

Field 650a (Subject Added Entry - Topical Term) usually contains the main
subject of the book and is annotated for 266,188 (55.0%) of the ESTC records.
Most of the poetry books are annotated as Poetry or as some subgroup of it,
such as Sonnets or Poetry, English. However, not only books of poetry, but
also books about poetry are annotated in the same manner. On the other
hand, the field values often reveals, that the content most likely is other than
poetry. Such values would include Life skills, Christmas sermons or Jacobite
Rebellion, 1715, although someone could have decided to write an epic poem
about Jacobite rising of 1715 or a poetic parody of a self-help guide. The
topic field is a valuable addition to the other fields, but alone it is not enough;
one must remember, that nearly half of the topic fields are unannotated.

Other topic related fields

In addition to the MARC field 650a, which is the principal field depicting
subject or topic, there are also other more seldom used fields, which con-
vey almost the same information. These fields declare a topic’s subgroup,
when subgrouping is based on the literary form of the work, such as in es-
says or sermons. [ have included in the corpus fields Subject uniform title:
form subdivision (630v), Subject corporate name: form subdivision (610v) or

the field values in this thesis I have gathered from the metadata myself by program code.
8RBMS stands for Rare Books and Manuscripts Sections and it controls among others
standard for genre classification.
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Subject personal name: form subdivision (600v), in case they have been an-
notated, but the topic field 650a has not. There were 43,922 such cases in
the corpus. Total amount of records containing some kind of topic or corre-
sponding information is thus 310,110, which comprises 68,4%. It is good to
note, that the contents of these fields actually are really close to the contents
of Genre/Form field (655a), as they describe the record’s form. They how-
ever seem to reflect the topic more than genre In any case, I could not have
used them for defining the response value, since that decision should be kept

as simple as possible and it definitely should not be dependent on multiple
fields.

Title fields

Other potentially relevant fields include: (Title statement) (245a), and (Title
remainder) (245b), which practically make up the contents of the books title
page together with (Edition statement) (250a). These fields might contain
keywords that are inherent to poetry books. As the Title statement (245a)
only contains a small amount of words and the Title remainder often contains
information about the genre, the premise is, that combining these fields would
increase the possibility of success in classification. The Edition statement is
not relevant for finding poetry.

Fields related to publishing

Certain book publishers might focus on certain kinds of publications, and
therefore MARC fields related to publication 260a-c (Publication place, Pub-
lisher and Publication time respectively), might be considered relevant.
There are some problems with these fields. The Publication place is Lon-
don in over 300,000 records. This considerably reduces the usability of that
field for this kind of task. The Publisher on the other hand contains huge
amounts of information: there could be the name of the printer, the one
who commissioned the book or the address of the book shop were it can be
bought, or even all of these. This information, despite it conforming to ISBD
standard, is not easily reduced into machine readable format, so that it would
contain only (the unequivocal) name of the printer. In its raw form, the field
contains over 200,000 publisher field values; the actual number of publisher
is a fraction of this. Due to the various different pieces of information the
cleaning up of the field is not an easy task.ﬂ The Publication time would be
interesting, if it could be compared with the author’s birth and death years;

91t is currently being done by the COMHIS group, but the project is still ongo-
ing(COMHIS/ESTC)).
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in itself it is of less value.

Fields related to physical attributes of the book

Poetry books could be of more or less the same size and length, so MARC
fields Physical extent (300a), which actually means page count, and Dimen-
sions (300c) are definitely usable as properties. Even field Other physical
details (300b) might contain a shared factor between poetry books. Rela-
tively often this field implies whether the book is illustrated or not. In the
ESTC there are 53,703 annotated cases of the field 300b. This in connection
to the fact, that only a subgroup of the field values are linked to poetry led
me abandon its use. The other two fields are nearly always annotated.

Author name

Author name, expressed in field 100a, is definitely one variable which must be
considered for seeking poetry books. The logic here is that a person, who has
written one book of poetry, has probably written other poetry books as well.
That said, the same author might also have written something completely
different, in which case a positive value might lead astray.

2.2.2 Definition of poetry

There are two primary traditions in the genre definition: a systematic tra-
dition of categorizing literary works on some criteria starting from Aristotle
and his Poetics, or empirically listing the existing genres without regard to
the reasons they are differentiated from each other (Frow, 2006, 58-59).

It is worthwhile to note, that genre is often used interchangeably, when ac-
tually is literary form is meant. This is also true on RBMS and MARC
descriptions as well. My take on defining poetry is based more on the sys-
tematic tradition prioritizing pragmatism above all, which allowed me to
bypass the nitpicking of terminological inaccuracies with a clear conscience.
Poetry does not exist as such in the RBMS list of values, so I had to create
the category myself. I collected all the values from the Genre/Form field in
the ESTC (MARC 655a), and mirrored them against the RBMS list of gen-
res. The difficult part was deciding, which of the genres in the RBMS would
represent poetry. Some of them are easy calls, since RBMS is an hierarchical
system, and Poems has many subcategories. Some genres however are more
problematic, because they contain poetical elements, but are not exactly po-
etry or they are hybrids of two or more conventionalized categories. Such
problematic works include operas, dramas, music and emblems.
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I did my main decision by the criterion of whether the book had been written
in verse or not, first and foremost trusting the RBMS description of the
genre. If the description mentioned the genre as having been written in
verse or being poems or metrical, I judged the genre belonging to poetry.
Conveniently, all the ESTC material is before the year 1801, so prose poems
have not yet emerged.

Still not everything was clear: for example plays were written in verse be-
fore the emergence of Restoration comedy in the late 17th century (Albert,
1971, 179). Since there exists a conventionalized main genre division between
prose, drama and lyric from the 17th century (Frow, 2006} 59), T decided that
plays, even if written in verse, should belong to drama even more than lyric.
This division is implicitly used by most of the literature historians, for exam-
ple Albert| (1971)); |Alexander| (2000); Quennell and Johnson| (1973); Fowler,
(1989). Note that (Frow, 2006, 59) names one of the three main literary
forms as epic instead of prose, but still means roughly the same thing: the
epic genre had evolved into meaning narrative, while still being written in
verse. He also thinks, that the genre definitions are not constant, but change
in time (Frow, [2006, 71). Together with discarding Plays, I discarded ev-
ery subcategory it has in the RBMS classification, from Heroic dramas to
Masqued™}

I hesitated on Psalters, which RBMS describes simply:
Use for books containing only the Psalms.

The Psalms, as are the other lyrical portions of the Bible, definitely possible
to classify as poetry. (See for example (Albert, (1971 115).) Then again,
because of the inevitable religious connotation of them, they could be dis-
missed as being primarily religious content. In the end I did include them as
poetry, which had some repercussions presented in the Conclusions chapter.

Another difficult choice was to be made regarding music. My guideline was
the amount of lyrical content in relation to the amount of other recogniz-
able genres. For example Opera, Operetta and Libretto contain recitatives in
prose. This was a situation that could not be resolved by RBMS descrip-
tions. My decision was, that they essentially resemble plays more closely
than poetry, and accordingly should be not defined as poetry. Conversely, I
did include Carol books, Song sheets and Songsters as poetry, because their
deviation from the archetypical poetry genre does not liken plays or prose,

10A masque is short dramatic performance with dialogue, lyrics, music and dancing. It
is commonly regarded as a subcategory of drama (Albert, |1971).
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but completely another art form instead. As a main literary form, they still
are closest to poetry. I applied the same logic to Emblem books as well.

These were not the only complicated genre values. In RBMS there are many
possible values denoting the format of the print rather than the literary form.
These include Broadsides and Chapbooks. Ambiguous in other ways are for
example Paraphrases, Juvenilia, Acrostics and Memorial works. From these
it is impossible to tell for certain, whether they contain poetry or not. I
ruled all of these out as non-poetry, on a perhaps silly assumption, that if
they actually did contain poetry, another value containing the literary form
would have been included in the MARC field. More of this on chapter [4.3.2]
Records with those genre values, from which I was able to deduce the content
as doubtlessly being other than poetry, I used later for feature extraction, as
described in Chapter [4.1]

One additional aspect of the genre field is, that it is easier to apply for works
of fiction than nonfiction. In RBMS there does exist categories like Scientific
works or Academic dissertations, but these values are seldom used: For ex-
ample, the Scientific works appears in the corpus nine times and Academic
dissertations 489 times. These are really low figures compared to over 10,000
Sermons or over 30,000 Poems in the catalogue. The ESTC catalogue is
definitely biased in this aspect.

The final note on the genre: regarding volumes with both poetry and some
other works, I decided to include them as poetry. Complete list of the genre
values, which I defined as poetry, is included as Appendix [A]

3 Methodology

3.1 Random forests

Random forest is a supervised learning algorithm developed by Breiman
(2001), which can be used for both regression and classification analysis.
Regression analysis is performed, when the information predicted (response)
is continuous, such as integers whose distance can be used as a measure.
Likewise, when the response is categorical, that is, it has a predefined set of
possible values the random forest will perform classification. Breiman, (2001)

Tan et al. (2006) describes random forest as an ensemble method, meaning it
combines multiple learning algorithms to get more accurate predictions. In
random forest the models are created from a number of randomly sampled
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features, which are eventually aggregated for an optimal end result (Tan
et al., |2006|, 276-279).

For random forests the first requirement is a feature set. The features in a
feature set is are vectors of continuous (numeric and scalable) or categorical
(non-salable) values. These features are also called predictors, because they
are used in predicting the response. Every feature describes some aspect of
the record, such as the word count of the book title or a publication place.

Random forest creates decision trees, which are tree structures describing
how features and their values are used to make predictions (Tan et al., [2006,
150).

The process described below is collected from Breiman| (2001)); |[Breiman and
Cutler| (2003); |Liaw and Wiener| (2002)); Tan et al.| (2006). In the beginning all
the records of the training set are pooled in one node, so it contains responses
with different values. Each feature is tried in turn, how good its values would
be for splitting the nodes in such a way, that the resulting nodes would be as
homogeneous in regard to the response as possible. For continuous features
several cutpoints are tried, while for the categorical features the process is
more complicated: the feature’s values are split into two groups randomly to
get an estimate of the splitting capability. This estimate is then multiplied
by the numberofvalues — 1, and this number is compared to the estimate fo
the continuous values. (Breiman, 2001} Breiman and Cutler, 2003) The most
prominent feature is then used for the actual split by the optimal cutpoint
specified by the algorithm (Tan et al., 2006, 153-172). The process is then
repeated with the remaining features until all the features have been used
for the splitting.

A predictor containing lots of different categorical values can also be reduced
into a smaller amount of predefined categories. For example, publication
place, which normally is a town or city, might be reduced into a smaller
number of counties or countries and used instead of towns in the classifi-
cation. The purpose for such a reduction would be pruning the decision
tree, that is, removing branches that have little use in classifying the records
(Tan et al| 2006, 184-185). Pruning is necessary, if there are many different
values and only a few samples of each value (Witten et al., 2011, 195-197).
A simpler decision tree results in the reduction of overfitting and improved
prediction accuracy on the test data, that was not used for creating the learn-
ing model (Webb), 2010)). Overfitting means using features, that are created
from the noise or variance in the data, instead of the underlying distribution
(Webb, 2010)). For the random forest pruning is not used, and Breiman and
Cutler| (2003) state very emphatically, that random forest does not overfit,
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although this has been contradicted (Hastie et al., 2009, 615). There may
be a need for reducing the number of categorical values: the randomForest
implementation in R is unable to handle more than 53 values[t]

Liaw and Wiener| (2002)) and Breiman| (2001) give a thorough account of the
random forest: Each time a decision tree is built by random forest, only a
random subset of predictors from the feature set will be used for building
the decision tree. This method is called bagging (bootstrap aggregation).
The number of predictors sampled for each decision tree is predefined by a
parameter named mitry. Every time the features have been used for a tree,
they are returned to the pool of features, so that they can be used again for
the next tree. The number of decision trees to be grown is also parameterized,
as ntree. Prediction of an individual record can then be gotten from the node
with corresponding predictor values: the prediction will be a majority vote
of the responses in the node. After the specified number of trees have been
grown, the predictions are aggregated and the final prediction is again decided
by a majority vote. (Liaw and Wiener, 2002 Breiman, 2001))

According to (Tabataj, 2014} 30) random forest has outranked other machine
learning methods, such as Support Vector Machine (SVM) and k-Nearest
Neighbor in previous author attribution research. As my thesis was about
the library catalogues more than the plain machine learning methodology, I
decided not to conduct any tests between various algorithms. Instead I just
selected one, which has been known to be efficient.

3.2 (Generic principles

Training and testing sets

The basic machine learning manuals, such as [Tan et al.| (2006) and Witten
et al.| (2011)) teach, that the training and testing sets should be kept separate.
A common way is to split the records into two randomly selected subsets and
use the the other one for training and the other one for testing. The training
set is then used to create the learning model, which is then evaluated with
the testing set. It is also possible to use a distinct wvalidation set separated
from the training set for assessing and fine-tuning the model before running
it with the testing set. The testing set should not be in any way used in
defining the features, because that might introduce an upward bias in the
results. (Tan et all, 2006, 148-149; Witten et al., 2011, 148-150)

Hhttps:/ /stats.stackexchange.com/questions /157331 /random-forest-predictors-have-
more-than-53-categories
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Cross-validation

Tan et al.| (2006 describes Cross-validation as a model training approach,
that ensures all the records being used an equal amount of times for training
and only once for testing. A training set is split into k approximately parti-
tions of equal size. Fach of these partitions is used once as a validation set
for the model, that is taught using the remaining (k — 1) partitions (folds)
as a training set. The results of each run are finally averaged. This is called
the k-fold cross-validation method. (Tan et al., 2006 187)

Other kinds of cross-validation methods are described by [Arlot and Celisse
(2010). They are exhaustive, that is, they consume all the possible variations
of splits into training sets of a desired size. In leave-one-out method each
record is used once as a validation set, and in leave-p-out each subset combi-
nation of p records is used as a validation set exactly once. The methods are
exhaustive also computationally, and for large corpora infeasible (Arlot and
Celisse, [2010). The bias of the data decreases with higher k, as the training
data is larger. At the same time, however, the variance increases. The proper
selection of k is dependent on the quality and the size of the data. (Arlot
and Celisse, 2010) A value between five and ten is seen as usually a good
compromise (Hastie et al., [2009; |Arlot and Celisse, 2010)). |Arlot and Celisse
(2010) is more reserved on this value stating that other values may be even
better, when the signal-to-noise ratio is low or high.

In my data, the ratio sure is low: singular features usually do not have much
predictive power, especially in the qualification step. On the other hand,
the training set is comparatively large. I decided to go with 5-fold cross-
validation to save some processing time, because there were many different
feature sets and test types, and I wanted to make the tests as uniform as
possible.

My method

For each run of the qualification round I split my data into two: training
and testing sets, as is the usual procedure. The training set I then further
submitted to the 5-fold cross-validation process, which also is a standard
procedure. What I failed to understand, was that my data was not correct
in the sense, that my testing data should not have been the fifty percent
partition of the genre-annotated records, but instead all the records without
the genre annotation. Following this method, I only used 40% of the available
material for training, 10% for validation and 50% for nothing at all. By the
time I realized my mistake, I had already run most of the qualification rounds,
and to keep the results comparable with each other and to not have to do
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a significant number of runs again, I decided to simply make note of the
mistake in my thesis.

As T had used the whole data with genre annotations as my source for the
genre-specific features, I had also broken the other rule: keeping the test
set away from the prediction creation. This means, that there probably is
an upward bias in the qualification round. It must also be said, that the
training set size was big enough anyway, that the predictivity of the features
was still estimable relative to each other. Besides, doing frequency checks
(for example to get the 100 most frequent words in the poetry books) in
the qualification round could have resulted in different feature sets for each
of the cross-validation runs making the evaluation of them unnecessarily
complicated. If the sets would have been the same for each run, there was
no harm done.

There were some empty values in the ESTC data. MARC field 300a, which
describes the page count, was empty for 2,460 records in English language.
As the page count is a continuous variable, I decided to supply the records
with the median (30) value of the annotated page counts. The book lengths
vary considerably from one-paged broadsides to thousands of pages for multi-
volume books: the mean would have been over 95 pages. 1 figured, that the
extremely long books add up to the book length considerably, and preferred
median over the mean. MARC field 300c describing the physical dimensions
was another field with missing values. In the ESTC there were 16,141 missing
values for this field. The field being categorical in nature, I decided to create
a separate category for those, that were not annotated. Assessing the most
common value would have been guess work: the most common book size is
octavo with 156,097 occurrences, but folio and quarto get close by 95,828 and
96,315 occurrences[?] The most common value would have been the smallest
size, despite that the other two combined are more common than the octavo
alone. The empty author fields (MARC field 100a) I treated as authors, of
whom there is no previous knowledge of having published poems.

3.3 Measures for comparing learning models

The prediction results fall into four categories:

1. True Positives (TP) means the number of correctly predicted response
of the desired value

2The measures of book sizes describe the number of times a sheet is folded to create
pages: folio once, quarto twice and octavo thrice. (Beal, 2008, sv. ’folio’, "quarto’, ’octavo’)
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2. True Negatives (TN) means the number of correctly predicted response
of the undesired value.

3. False Positives (FP) means the number of responses of the desired
value, which have been incorrectly predicted as the undesired class.

4. False Negatives (FN) means the number of responses of the undesired
value, which have been incorrectly predicted as the desired class.

In the case of finding poetry from the catalogues, the desired value is specif-
ically Poetry and the undesired Non-poetry.

Several measures, which are commonly used for evaluating the learning mod-
els. Recalﬁ is the amount of True Positives divided by the sum of True
Positives and False Negatives:

TP
recall = < )

TP+ FN

In other words, recall tells, how well the records with desired classes have
been retrieved from the corpus (Kuhn et al.; 2017; [Tan et al., 2006, 296-297).

The other main measure , which is frequently used, is the precision. It
is calculated as the amount of True Positives divided by the sum of True
Positives and False Positives:

TP >

precision = (W

It determines, how pure the category is with the response, that was sought
after (Kuhn et al., [2017; [Tan et al., 2006, 296-297).

Precision and recall tell only of the performance of one response value. To
compare the performance of more than one response value with one figure,
more metrics are needed. Quverall accuracﬂ is a simple metric, where the
sum of recall values of every class is divided by the amount of records (Tan
et al., 2006, 298). An advanced version of this is the balanced accumc@
which is calculated as the average of the recall values of every class (Kuhn
et al., |2017; Brodersen et al., 2010). Balanced accuracy weighs all the re-
sponse values with equal value, whereas overall accuracy stresses the class

13Terminology is varied. Sometimes accuracy is used, sometimes sensitivity or True
Positive Rate (TPR). For my thesis I will systematically use recall.

4To confuse the terminology even more, this might be called weighted accuracy or just
accuracy.

15 Balanced accuracy is also known as average accuracy.
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with most records giving misleading results, when a biased classifier is used
on an imbalanced data set (Brodersen et al., [2010). On an imbalanced set,
where the less frequent classes are sought for, balanced accuracy is preferable.
The formula for the balanced accuracy is:

1*( TP TN )

balanced__accuracy = 3 TP+ EN + TN T FP

(Kuhn et al., 2017; Brodersen et al., 2010))

F1[" measure is the harmonic mean of precision and recall, as descibed by
Kuhn et al., 2017; [Tan et al., 2006, 298. It is calculated with the formula

P19y (prec.z's.ion x recall >
preciston + recall
For this thesis the F1 measure is calculated by confusionMatriz function
from caret package, which uses [ value of 1 intrinsically which completely
ignores the amount of True Negatives. Therefore F1 measure is usually not
recommendable for sets with imbalanced classifiers. However, it is applicable

here, because the interest is in the Poetry books and not the Non-poetry
(Kuhn et al. 2017; Tan et al., 2006, 298)

H measure is a classification performance measure, which was designed by
Hand (2009) as a replacement for Area under a ROC curve (AUC). AUC
is a commonly used metric, which measures the performance of the model
on a general level. While AUC treats a TRUE value predicted as FALSE
as severe as a failed prediction vice versa, the H measure applies weights
for both misprediction types. This addresses the problem AUC has with
crossing curves, in which the AUC might be higher for a model, even though
another model might perform better at certain points. H measure requires
prior knowledge of the severity of a failed prediction. randomForest does not
support the H measure, so I used the hmeasure implementation.@ (Hand,
2009; Anagnostopoulos and Hand, 2012])

3.4 Feature sets

My approach involved keeping the amount of used predictors at minimum
for the classification task in order to avoid the overfitting problem. For this

16F1 or F3 or F measure

1"This is actually slightly simplified; a more comprehensive formula would include a 3
variable for weighting precision.

18] borrowed a functional code wrapper for this from
https://stackoverflow.com/questions/24509309/custom-metric-hmeasure-for-
summaryfunction-caret-classification?rq=1
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aim I created several different predictor sets containing either features that
have either been commonly used in author identification or genre classifica-
tion or features that I figured might be at least somewhat suitable for seeking
the poetry books. Some of these feature sets I collected by external Natu-
ral Language Processing programs, some of them I created myself from the
frequencies in the ESTC data.

Argamon et al| (2007) and Argamon and Koppel (2010) call for the use
of genre related information, instead of relying on somewhat unsophisticated
means of ignoring the class altogether and using the most common frequencies
from the whole corpus. Different genres require different types of predictors
(Kim and Ross, 2008). Keeping this in mind, the genre related information
is precisely what I used with the lexical features for BASIC feature set, as
well as for the other applicable feature sets: part-of-speech tags and their
trigrams, bag-of-words, and topics. This idea was not uniquely new, when
Argamon et al. made their remarks. Already |[Mosteller (1984) had used
author specific features for attributing the Federalist papers. After their
days the availability of brutal computing power has made the use of larger
feature sets more tempting, and often without any regard to the classifiers
at hand.

I tried to assemble the feature sets in such way, that similar types of fea-
tures are grouped together for a qualification round, and those with the best
predictive properties within each set are then brought to the actual classi-
fication rounds. I named the features uniquely for reference and prefixed
each of them by a descriptive name of the bunch they were in. This way I
came up with prefixes BASIC, POS, POS3GRAM, BOW, DEPREL, TOPIC, VARIA,
PUNCTUATION and MARC.

3.4.1 Unused features

Some feature types I regarded as either inapplicable to my material or for
some other reason rejectable.

Using tool dependent features like [Stamatatos et al. (1999) easily leads to
the features becoming hardly understandable and the research poorly repro-
ducible.

Image classifiers and featurizing the layout of the books, as Kim and Ross
(2006) and |[Kim and Ross (2008)) did, might actually be a good way to pick
poetry books from a large mass: the layout of poetry books often differs
significantly from book layouts of the other genres. Once again, this would
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require the full texts, or to be more exact, images of the books, as the library
metadata catalogues contain text only and not any information about the
images themselves. The same applies to the other idea |Kim and Ross| (2006)
had, featurizing positioning or font types.

The nominalizations and topicalized sentences also sound like an interesting
effort (Karlgren and Cutting, (1994). Their use would be however limited to
the book titles only. The titles often in practice being incomplete sentences,
the identification of such things would be too unreliable.

Kessler et al.| (1997) used the terms of addressing, which I seriously doubt
would have any significance in searching the poetry books. Their other major
innovation was the amounts of Latinate affixes (Kessler et al.,|1997)). I would
expect that to work reasonably for this type of material. At least scientific
material probably could be excluded from the poetry quite neatly with this
feature alone; that said, I do not think that the scientific material would be
the most difficult material to distinguish anyway. Unfortunately, currently
no tool seems to exist for extracting the Latinate affixes reliably and creating
one would have been beyond the scope of this thesis.

The ease of adapting vocabulary richness surely tempted to trying them also.
Research has however shown, that the text length is critical for them to work
properly; the results are unstable for texts, that are shorter than 1,000 words
(Tweedie and Baayen)|, [1998; |Stamatatos et al.; 2000b). This certainly rules
out their use for this material.

It would also have been interesting to make use of constituents in a similar
vein to the research by Stamatatos et al. (2001)). The short texts of the titles
effectively prohibit this, as I suspect, that the high level of homonymy in the
English language exposes ungrammatical titles to false estimates, in regard
to what is a word chunk.

The semantic approach by |Argamon et al. (2007) is also interesting, and
would be even more so, if full texts had been available. Their modality
detection approach likens sentiment analysis, but for the poetry book titles
there is not enough text to express modality, appraisal or commenting. They
make a note themselves, that the irrelevant features reduce performance, due
to overfitting.

3.4.2 Feature selection

One important aspect regarding features is removing redundant and irrel-
evant features from the feature set. Redundant features are features, that
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describe more or less the same thing. An example could be page count of a
book in addition to average number of characters on a page, as compared to
total number of characters in a book. Irrelevant features are simply mean-
ingless for the task and can be removed without affecting the results (Liu,
2010). The more features there are in the data set, the bigger samples of
training data are needed to ensure, that there exists enough samples for each
combination of feature values. This is the curse of dimensionality, which
means the data analysis becoming increasingly difficult, as the data contains
more and more features. (Keogh and Mueen, 2010))

Liul (2010]) describes three approaches to do the feature selection: embedded,
filter and wrapper approaches. Embedded method is handled by the data
mining algorithm itself, while selecting the best feature to use for each of
the splits. An example of an algorithm using embedded methods would
be random forest. Filter method applies some external method to find out
the correlation between the features disregarding the actual data mining
algorithm and the result set. This information can then be used to remove
redundant features from the set. Wrapper approach is to take a subset of
features and do the regular classification task with the algorithm. (Liu, 2010)

My approach to feature selection was to use embedded approaches in
randomForest and party packages for a number of subsets of possible fea-
tures. The results of the metrics I then evaluated manually.

3.4.3 Measures in randomForest package

The randomForest package in R records four different measures for variable
importance when applied for classification problems with two result classes
(Liaw and Wiener, 2002). The first two measures are mean decrease accuracy
for both the class values respectively. The third measure is the mean decrease
in accuracy over both the classes combined, while the fourth one is the mean
decrease in Gini index. (Liaw and Wiener, 2002)

Mean decrease in accuracy (MDA) [

The process of calculating the MDA is described to some extent by |[Liaw and
Wiener| (2002) and Hastie et al. (2009). An out-of-bag (OOB) error rate is
calculated for each subset not included in the bootstrap sample, which was
used in making the decision tree by getting a prediction for every record.
The error rate is then calculated and that error rate is compared to a new

9This refers to the implementation in R’s randomForest package
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error rate, which is gotten by permuting each variables. The average of
the differences over all the trees is then summed and the result is finally
normalized by the standard deviation to get the MDA. (Liaw and Wiener,
2002; [Hastie et al, |2009, 612) In other words, the accuracy does not mean
the accuracy of the whole forest, but the mean accuracy of the single trees,
which is normalized by standard deviation "] This differs from the standard
definition of MDA. MDA has been shown to overestimate the importance of
correlated variables, although some studies have been unable to confirm this
notion. (Louppe et al., 2013; Strobl et al., 2008)

Mean decrease in Gini index (MDG)

According to Breiman et al.| (1984) Gini impurity or Gini index describes the
homogeneity or heterogeneity of each splitting of the node. Gini impurity of
a split node is the ratio of class values within it compared to the assumption.
When the amount of different class values are equal, the Gini impurity is
thus 0.50, and when there is only one value, the Gini impurity is 0. |Breiman
et al.| (1984) The mean decrease in Gini index for each variable is calculated
by comparing the Gini impurity of the parent node to that of the child nodes
whenever that variable is used for doing the split. My empiric testing showed,
that this Gini impurity seems to be weighted by the amount of records in
the node, but Breiman et al.| (1984)) is not explicit on this. (Breiman et al.,
1984} 146-148)

Measure from caret package

Caret package Kuhn et al.| (2017) claims to use the importance metric from
randomForest package, but this clearly is untrueY] The most relevant fea-
tures differ in some cases from the ones that have been produced from the
randomForest code. I did not wish to delve too deeply into the mathematical
consequences of the differing implementations, so I simply did an additional
variable importance check with the caret package.

Conditional importance
Gini importance as a variable importance measure has been strongly crit-

20The process is described in the randomForest manual, but the elaboration by
username Jianyu in user community Stack Exchange was necessary to understand the
procedure.  https://stats.stackexchange.com/questions/197827/how-to-interpret-mean-
decrease-in-accuracy-and-mean-decrease-gini-in-random-fore

2IThis was demonstrated by username Shape on user community Stack Over-
flow.  https://stackoverflow.com/questions/37888619/difference-between-varimp-caret-
and-importance-randomforest-for-random-fores
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icized by |Strobl et al. (2007), because it favors those features with many
values over those with only a few. The explanation for this is, that the vari-
ables with more different values provide more possible cutpoints by chance
for the decision tree splits. Further, unordered categorical predictors provide
an exponentially growing number of cutpoints. (Strobl et al., 2007

In their article and also in [Strobl et al.| (2008) they suggest another measure
to be used instead of Gini importance: the conditional variable importance.

The randomForest package is strictly based on Gini index and that can
not be overridden: the conditional variable importance simply is not im-
plemented. Therefore I ran extra checks for each feature subset with the
cForest function, which is included in the party package (Hothorn et al.
2006al). Their approach was to separate the variable selection from the split-
ting procedure. They standardized all the covariables with permutation tests,
so that they were able to compare them independently between each other
without bias (Hothorn et al., [2006b)).

4 Test runs

4.1 Basic set

This set contains primarily features, that are renowned from the earliest
research on author identification or genre classification or otherwise easily
calculable, the so-called low hanging fruit. These features often produce
good or at least decent results on full texts and a small group of different
class values. In this corpus the features are based on full titles or only
the main title instead of full texts, which results in stylistic variation being
bound to be noticeable more infrequently than if the whole text had been
available. I intended the basic set as a bunch of features providing the basis
of the combined features, and as a way to set a benchmark to evaluate the
other feature sets against. I dubbed the feature set as BASIC, because of the
diversity of the feature set: there is no good denominator, except for the ease
of use and the fact, that these types of features are commonly used in most
modern classification tasks.

The features I have selected for this set weref] the average number
of characters in words (BASIC_ WORD_LENGTH), amounts of charac-

22311 the amounts in these features have been collected from the full title (concatenated
main and subtitle), unless otherwise stated

31



ters (BASIC__CHARS), words (BASIC__WORDS), verbs (BASIC__VERBS),
interjections (BASIC__INTERJECTIONS), adjectives (BASIC__ADJECTIVES),
adverbs (BASIC__ADVERBS), foreign words (BASIC__FOREIGN__WORDS),
proper nouns (BASIC_PROPER_ NOUNS), pronouns (BASIC_PRONOUNS),
gerunds (BASIC__GERUNDS), verbs in past tense (BASIC__VERBS_ PAST),
characters in the main title (BASIC__CHARS_MAIN_ TITLE), words
in the main title (BASIC_WORDS_MAIN_TITLE), characters in
the subtitle (BASIC_CHARS_ SUBTITLE), words in the subtitle
(BASIC__WORDS__SUBTITLE) and sentences (BASIC__SENTENCES).

The number of sentences I counted by summing up all the periods, exclama-
tion marks and question marks.

All the amounts of parts of speech I extracted with tm, NLP and openNLP
packages (Feinerer and Hornik, 2017, Hornik, 2017, 2016, respectively). First,
the corpora were created by tm, and after that split to tokens with openNLP.
NLP was then used with default settings to do the actual annotation.

The method of summing frequencies of part-of-speech tags into singular fea-
tures was introduced by Biber| (1992). I followed this approach, but not to
the full extent: due to the shortness of the titles I chose to use raw values
of the tags instead of the relative frequencies, and hence I did not compare
them to the genre mean value either.

I collected into one feature BASIC__VERBS the words annotated as VB, VBP,
VBZ, VBD, VBN or VBG (Base form, first or second person singular present,
third person singular present, past tense, past participle and gerund, respec-
tively). textscBasic_adjectives were tags JJ, JJR and JJS (positive, com-
parative and superlative) and BASIC__ ADVERBS tags RB, RBR and RBS
(positive, comparative and superlative).

Of BASIC__PROPER__NOUNS there existed tags NNP (singular) and NNPS
(plural), while for BASIC__ PRONOUNS there was PRP (personal) and PRP$
(possessive).

Verb tags VBD (past tense) and VBN (past participle) I collected into BA-
SIC__VERBS__PAST.

BASIC INTERJECTIONS, BASIC FOREIGN WORDS and BASIC GERUNDS I
got directly by counting the occurrences of one single tag for each (UH, F'W
and VBG, respectively).

Argamon et al. (2007); Argamon and Koppel (2010) call for the use of genre
related information, instead of relying on somewhat unsophisticated means
of ignoring the class altogether and using the most common frequencies
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from the whole corpus. The genre-related information is precisely what I
used for to get the lexical features for BASIC feature set. Additionally I
got some predictors based on lexicon: amounts of the most frequent Po-
etry and Non-poetry words (BASIC_ POETRY50 and BASIC_ NONPOETRY50,
respectively), amounts of the most common Poetry words in rela-
tion to Non-poetry words and vice versa (BASIC_ POETRY50__ COMPARED
and BASIC__ NONPOETRY50__COMPARED, respectively) and the amounts
of the next one hundred most common words within the class in
relation to the other class (BASIC_ POETRY100 COMPARED and BA-
SIC__ NONPOETRY100__COMPARED).

[ also created one feature from the whole corpus, instead of limit-
ing the corpus by Poetry genre: amount of the most frequent words
(BASIC__ COMMON__WORDS).

The procedure for getting BASIC__POETRY50 was really simple: I took fifty
most common words in full titles of the books classified as Poetry. From
that set I excluded those words, which were in the list of fifty most frequent
Non-poetry words. Further, I also excluded the English stopwords.@ The
only processing which was done on the word forms, was conversion to lower
case. This was the default setting in tm package’s termFreq function. Fi-
nally I counted the occurrences of any of the remaining words in the titles
and thus bundled the sum as one single feature. The same method with
reversed class values was used for extracting BASIC_ NONPOETRY50; for BA-
SIC__ COMMON__WORDS [ omitted only the stopwords and used the frequen-
cies of all the words regardless of the class. I thought that the possibility of
ruling out Non-poetry words was worth looking into.

To draw the other lexicon-based features I used a more complex method.
For each word I counted their occurrences in Poetry and Non-poetry classes
separately and divided the occurrences of Poetry words with the Non-
poetry words to get an index for comparison. I disregarded all the terms
with frequencies of hundred or less, and took fifty Poetry words with
the highest comparison index. I summed up the occurrences of these
words into only one predictor BASIC__POETRY50__COMPARED. The sums
of words of the next one hundred indices after the previous fifty I gath-
ered as BASIC__POETRY100__COMPARED. Similarly I gathered the BA-
SIC_ NONPOETRY50 COMPARED and BASIC_ NONPOETRY100 COMPARED
merely by reversing the classes.

The two methods to create the lexicon-based predictors described above

23List of stopwords was the default list in R’s tm package.
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might introduce some overlapping words between different features. Due
to the relatively high number of accumulative word counts, I considered this
as such a small problem, that I would not need to separate the predictors
into different feature sets.

One note about the BASIC__COMMON__ WORDS: usually the main motivation
for using them in the author attribution and genre classification is, that as
being the most common words in the vocabulary, they are less likely to be
under conscious control by the author (Argamon and Koppel, 2010). In this
particular case this is not necessarily so: the book titles almost certainly
are under conscious control, if not by the authors themselves, by the book
publishers trying to come up with book titles, that would attract people to
buy the books.

Results

Inspection of the variable importance metrics show, that there was one fea-
ture above all the others: BASIC_ POETRY50. This was hardly a surprise, as
this feature was composed using the most common words from all the Poetry
books, which were not present in Non-poetry.

Close behind came - according to caret and conditional importance measures
- BASIC__CHARS, the number of characters in the whole title. The average
length of Poetry book titles is approximately 145 characters, while the same
figure for Non-poetry titles is 250 characters. It seems, that there clearly is
a difference between Poetry and Non-poetry title lengths. All the word or
character length related features did well in the measures.

Of the Poetry or Non-poetry words predictors, only the afore-
mentioned  BASIC__ POETRY50, BASIC__NONPOETRYH0 and  BA-
SIC_ POETRY100__COMPARED were listed in the better performing half of
the variables by the caret and conditional importance. Contrary to my pre-
vious assessment, BASIC POETRYH(0 and BASIC POETRYH50_COMPARED
(and similarly the corresponding Non-poetry features) might be too over-
lapping after all. This could be concluded from the fact, that the fifty most
ordinary Poetry words were outperformed by the next one hundred. Also,
BASIC__SENTENCES was ranked high.

I realized only after extensive qualification runs, that the method, which
the feature was created with, counts ellipses (marked as three consecutive
periods) as three sentences. An another possibly distracting element is
the use of initials. I did not wish to redo everything, so I made a de-
cision to divide the BASIC_SENTENCES into two separate features for the
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actual classification: the actual sentences excluding ellipses and initials
(BASIC__ACTUAL_ SENTENCES) and the ellipses (BASIC__ELLIPSES. I figured
the use of initials is in no way connected to Poetry, so I did not make a
separate feature for the initials. A high or low amount of initials would be
an indirect consequence of a title containing more names in general.

The features performing worst were part-of-speech related. BA-
SIC__INTERJECTIONS and BASIC__FOREIGN__WORDS have practically noth-
ing to do with classifying the books. Decent rates were achieved by BA-
SIC__ADJECTIVES, BASIC__VERBS and especially BASIC_ PROPER__NOUNS,
which even reached top five rank with conditional _importance. The other
predictors of this type were low ranking, although BASIC_ PRONOUNS had
mixed results. There will be a separate qualification round for part-of-speech
(POS) tags, so that there will be a more thorough testing for them. The rea-
son for having these features here in the BASIC set in the first place is, that
I needed a compilation of different approaches to get a baseline for the per-
formance. Besides, this way I was able to test the effect of groups of several
tags (such as BASIC__VERBS instead of bundling them together with individ-
ual tags thus creating unnecessary overlaps in the predictor set. The possible
overlapping between BASIC and POS features I will resolve later.

4.2 Qualification rounds
4.2.1 Selecting features from bunches

Perhaps the most arduous task in creating machine learning models is select-
ing appropriate features. As I already pointed out in chapter [2.1], there exists
numerous studies incorporating different types of feature sets. I considered
this specific task rather troublesome due to the unusually short snippets of
available text, so I decided to try a whole lot of different feature sets and to
collect the best of the breed for this specific classification problem.

4.2.1.1 Character-level features

Adopting the use of character-level bigrams from Kjell et al.| (1994]) for search-
ing poetry from a library metadata catalogue is hindered by the fact, that
the actual text in the title of the metadata catalogue is really short, and
does not contain enough text for this kind of comparison. In case full texts
of books had been used, the method would have been more plausible: rhymes
and alliterations would probably be more pronounced in poetry than in other
types of material. I have such a strong disbelief towards poetical book titles

35



manifested in unusual bigrams, that I did not wish to indulge in trying this
method at all.

As stated above in chapter 2.1} amounts of punctuation marks has tradition-
ally been used for genre detection, for example by Stamatatos et al.| (2000a)
and Kessler et al.| (1997)).

In the case of this poetry book research, there are only two genres: Poetry
and Non-poetry. To be more precise: the genres are actually poetry titles
and non-poetry titles, as the full texts are not available. Nevertheless, there
is a possibility of a common style of poetry titles expected by the public
and this style could very well be manifested, at least partially, in the use of
punctuation in the titles. Besides, as this predictor type is relatively common
on this field, I could not completely ignore it. The usability of this method
would better fit full texts, rather than the short titles of the catalogues, as
there simply is not that much punctuation in the short titles. Although
the main title of the books is really short and often consist of noun phrases
only thus lacking any punctuation altogether, the combination of main and
subtitles usually do contain some. Also, non-poetry titles being a mixture
of a whole bunch of unspecified differing genres, I consider it unlikely, that
there would be common denominator for that class.

I have included the punctuation counts as one feature set, but even so, my
hypothesis is, that they do not contribute much to the results. I dubbed this
feature set as PUNCTUATION.

I gathered from the full titles the counts of all the punctuation marks: ques-
tion marks, exclamation marks, colons, semicolons, commas, hyphens, single
quotes, parentheses and periods; double quotes did not exist in the ESTC
data at all. I decided to ignore the ellipses, for at least in ESTC ellip-
sis denotes omission: some text considered irrelevant or moved to a different
MARC field has regularly been replaced with an ellipsis. The count of ellipses
would still be a possible candidate as predictor, but it would not measure
the count of a specific punctuation mark; instead it would measure the count
of unsuitable passages in the titles. These omitted sections could be a lot of
different things, such as lists of honorifics of the author, the date of thesis
defense or publication time and place.

After collecting the punctuation counts I created a unified set from them
without bothering to convert the integer counts into numbers relative to word
count, because I did not intend to ever use the predictors independently, but
instead always in addition to the basic feature set containing the word count
as well.
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Results

The results can be seen in Figure [12] Every variable importance measure
has increased from the predictor set, which excluded the punctuation fea-
tures. The rise is not great, only approximately one percentage point for
each parameter category, but the gain is clear.

Closer look reveals, that features PUNCTUATION _QUESTION__MARKS,
PUNCTUATION__EXCLAMATION__MARKS and PUNCTUATION__ PARENTHESES
are simply inferior to the basic and bag-of-words predictors. In fact, the first
two of the aforementioned in addition to BASIC_ INTERJECTIONS composed
a trio of worst performing features by every variable importance measure I
used with the exception of Mean decrease accuracy for Poetry class. The
figures in that are insignificant however.

PUNCTUATION__PERIODS was the only feature of the PUNCTUATION fea-
tures to rank really well within the set. Caret variable importance and
conditional inference ranked all the rest of the PUNCTUATION predic-
tors somewhere in the lower half. The other two predictors ever ranking
by any of the other variable importance measures in the upper half were
PUNCTUATION__ SINGLEQUOTES and PUNCTUATION__HYPHENS.

I suspect these two are exceptions deriving more from the instability of these
variable importance measures themselves than from the applicability of these
features. I did include them in the final rounds anyway, except for the best
performing feature, PUNCTUATION__PERIODS. That one I had to leave out,
because it is essentially the same feature as BASIC__SENTENCES, for in the
ESTC corpus there are only 3,361 records having at least one exclamation
or question mark. Another way to look at this, is that the sentences al-
most always terminate with periods. For the actual classification step I have
already dedicated BASIC ACTUAL__SENTENCES and BASIC _ELLIPSES from
the redefined BASIC features..

The other PUNCTUATION features were always evaluated somewhere in the
lower half of the set and consequently will be eliminated from the final pre-
dictor set.

4.2.1.2 POS frequencies

The common usage of POS frequencies in the fields of author attribution and
genre classification makes it almost an inevitable feature type to try. Some
POS frequencies I already have used for the BASIC features. Whereas for
BASIC features I followed the method of Biber| (1992) with summing up the
raw except for not using relative frequencies, I applied here the frequencies
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relative to the word count of the title. Instead of repeating the unification of
several features, I decided to create a completely new predictor set for sin-
gular POS frequencies only, similarly in the style Rayson et al. (2002) had in
their research. Their good results in predicting imaginative and informative
writing provide optimism on the usability of POS tags of predictors. It must
be noted, however, that the distinction between informative and imaginative
writing is not the same as the distinction between poetry and non-poetry;
there are imaginative genres within non-poetry as well. Yet another point
to remember is, that Rayson et al. had full texts as their corpus, while the
corpus of this thesis is composed only of titles, in which one often encounters
incomplete sentences.

There is a vague hope, that some imaginativeness has influenced the poetry
titles too, which in turn would be reflected in the POS tag frequencies. Of
primary interest are the POS tags, which are more frequent in imaginative
than in informative writing, as the frequent tags within informative writing
(eg. conjunctions and determiners) are bound to be missing or at least more
scarce even in the individual non-poetry titles. This is due to the tendency of
having titles, that would be ungrammatical as sentences. I made a separate
preliminary qualification round with all the POS tags to test the potential
of them.

Part-of-speech (POS) tagging was done using the combination of three R
packages: tm, NLP and openNLP (Feinerer and Hornikl 2017; Hornik, [2017,
2016, respectively). First, the corpora were created by tm, and after that
split to tokens with openNLP. NLP was then used with default settings to do
the actual annotation. I had two separate versions of POS tag sets: one
extracted from the whole title (that is, the main title concatenated with the
subtitle), and another one with the main title only. There were 42 different
POS tags in the corpus and all of them were gathered into the feature set.

I gathered all the occurrences of POS tags within the titles divided by the
word count of the title into the POS feature set, whose features I prefixed
with POS. The counts of occurrences were divided by the word counts of the
titles.

The qualification runs for sieving the most prominent POS tags were done
using randomForest package (Liaw and Wiener| [2002), with ntree value 250.
There was a total of four test runs: with POS values from the main title only
(MARC field 250a) with mtry values 5 and 10, and POS values of both the
title fields (245a and 245b) having the same mtry values.
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Results

The overall results were moderate at best, as can be seen in Figure [Il A
clear sign can be seen: POS tags, which were extracted from the whole title,
were more informative than those which were extracted from the main title
only. This applies for both precision and recall, as well as the H measure.

Qualification - POS tags

Features: POS tags from the title, subtitle included or excluded
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Figure 1: Results of POS tagging features

As a consequence, I completely ignored the feature set, which had been ex-
tracted using only the main title.

It is evident from Figure [2| that different miry values have no significant
effect on the relevant values. Therefore I ran all the variable importance
checks by using only a single mtry value without even trying the other one.
In this particular case I chose mtry value 10.

The better of the two feature sets - the one from concatenated main and
subtitles - I examined closely to obtain the most significant features within
it. All of the several variable importance measures lifted up almost precisely
the same subset of most relevant features.

I qualified the features with Mean decrease accuracy over all classes ( MDA)
or Mean decrease gini (MDG) value over the threshold of 100. The other
measures, which I used, were conditional importance with a threshold of over
1.5%, or the caret variable importance of threshold value of more than 1.0%.
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Qualification - POS tags and the effect of mtry

Features: POS tags from the whole fitle
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Figure 2: Results of POS tagging features: effect of mtry

Even though the thresholds themselves were arbitrarily chosen as they were
neat round numbers or figures, there is not much variation in the top feature
lists. The thresholds were able to separate the same subset of features almost
always.

Running variable importance checks on the feature set revealed easily
six features protruding above the others: pos_IN, pos_ DT, pos_ NN,
Pos__ NNP, pos_ comMmmA and pOS_ JJ El All these features had values over
the specified thresholds in conditional importance, caret threshold and
MDG. The threshold of MDA was reached only by pos__IN, while the Mean
decrease accuracy for individual class values (that is, for Poetry and Non-
Poetry) were so low, that I ignored those results completely.

Second wave of best performing POs features were POS_ PERIOD, POS_ CC,
POS CD and Pos NNS. These feature values were over the MDA and
caret thresholds, but not the MDG. As described in chapter [3.4.3] the two
measures are supposed to be alike. There was also one additional feature
above the MDA threshold, namely POS__ VBN, and another one above the
conditional importance threshold, pos_TO.

24See Appendix [B|for the explanation of the part-of-speech tag abbreviations.
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In total, there were six undisputed features to qualify to the next rounds, and
six additional values, which were picked by one or two variable importance
measures only.

4.2.1.3 POS trigrams

Part-of-speech trigrams have often been used as features in author identifi-
cation and genre classification (see chapter . However, the titles in the
ESTC are really short, and as such they do not contain many useful POS
trigrams. POS trigrams being rare do not possess high prediction capability.
I seriously doubt the claim by |Argamon et al.| (2003) to POS trigrams being
able to predict the genre. Despite my concern, I made an additional qualifi-
cation round on POS trigrams, so that I could test the possibility of adding
at least some of them into the feature set for the actual classification.

I simply selected to prefer the punctuated POS trigrams over those without
the punctuation, as my premise is, that the results would be reasonably equal,
although not optimized. Repeating the tests between the versions including
and excluding the punctuation by [Santini| (2004) would have not brought
significant enhancement for the result. I barely note, that there is a distinct
possibility, that there might have been a slighly better result attainable, even
though that is improbable.

I used the POS tags (described in previous paragraph) as a base to form
the POS trigrams from. First I selected the most common trigrams from the
records classified as Poetry and then created two subsets of features from: one
for POS trigrams, that are extracted from the main titles only, and another
one for those extracted from the concatenated main and subtitles.

For the feature set extracted from the whole title I filtered out the POS
trigrams, which occurred less than 2000 times. This resulted in a set of
89 predictors. For the main title features I used a smaller limit of 500 oc-
currences, as the total amount of words and hence also of POS trigrams is
considerably smaller. The feature set contained 108 variables.

To avoid computing the POS trigrams on-the-fly at the training stage I did
this gathering of features using the whole training set. This might introduce
bias favoring the use of POS trigrams as features.

Results

Figure |3|shows clearly, that POS trigrams derived only from the main title
had poor performance, especially when they are compared with the POS
trigrams from the whole title. The same phenomenon applied to POS tags
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as well. Also similarly to POS tags, the change in mtry value has little or
no value at all for the performance (see Figure [4)). Again, I gathered the
variable importance metrics using mtry value of 10, for no particular reason
ignoring mtry 5. The thresholds I used were the same as earlier with the
POS tags.

Qualification - POS trigrams
Features: POS trigrams from the title, subfitle included or excluded
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Figure 3: Results of POS tagging features

The two POS trigram features that emerged from MDG, conditional impor-
tance, and caret variable importance were POS3GRAM__IN_ DT NN and
POS3GRAM__ PERIOD__TO_ DT

Neither MDA, or either of the class-value specific measures reached
the threshold level.  MDG and CARET importance shared five fea-
tures: POS3GRAM__IN_NNP__commaA, POS3GRAM_IN_ DT NNP,
POS3GRAM_NN_IN_ NN, POS3GRAM_IN NNP NNP and
POS3GRAM_DT NN_ IN.

Furthermore, there were seven more features, which exceeded the threshold
of one of the variable importance measures, but not of the others.

A comparison between POS tag features and POS trigram features shows,
that the measures are disturbingly similar (Figure . This might indi-

25See Appendix [B|for the explanation of the part-of-speech tag abbreviations.
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Qualification - POS trigrams and the effect of mtry

Features: POS trigrams from the whole title
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Figure 4: Results of POS tagging features: effect of mtry

cate that there is some limit, beyond which the sets comprised only of POS
tag derived features can not tread without the support from other types of
features.

As it is, there is an error margin in using the part-of-speech tags: the assign-
ment of POS tags to words has been reported to go over 95%. (Argamon
and Koppel, 2010]) To achieve the figures that high, the sentences would most
certainly need to be complete.

It is notable, however, that those two feature sets still performed better than
a random sample would have: the prevalence, which measures exactly that,
of 29.2% was cleared by all of the measures "

From the POS trigrams qualification round I collected the seven most out-
standing features for the final rounds.

4.2.1.4 Bag-of-words
Probably the most common features sets in author identification and genre
classification tasks have been bags-of-words (see chapter [2.1)).

26The prevalence is not shown in the picture. It is calculated by dividing the amount of
positive classes (in this case, Poetry) by the amount of the total records.
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POS tags versus POS trigrams
Mtry values 10, ntree 250

100%-
90%-
80% - 75.9% T5.7%
T0%-

60% -

MH
B Precision
M recall

50% -

40%-

30%-

20%-

10% -

0% -

F'DSItags F'DStrilgrams

Figure 5: Comparison of POS tags and POS trigrams

However, the bag-of-words approach implemented in the same manner as
Joachims| (1998)) and |Aizawal (2001)) I deemed unsuitable. First of all, I felt
discomforted by the huge amount of features and consequently of processing
power required for them. Secondly, I suspected the scarcity of the words
in singular titles would make the feature values created from over 235,000
unique words in titles mostly zero, which would lead to the infamous curse of
dimensionality. The same thing applies even more so to the method of draw-

ing bag-of-words from a substantially larger corpora, as done by
(2000a).

As the full texts of the books are not available, the words can be extracted
only from the main title or the full title (containing the main title and the
subtitle). With severely restricted length of texts it surely is better to focus
on words, that are known to exist in the corpus, than on words that are
known to exist in the universe. For this reason I decided there was a need
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to preselect the best words to be used as features, so that the amount of
features would be at minimum. Even if the predictability would benefit from
additional features, as stated by |Aizawa| (2001]), there was a threshold, after
which the improvement would be minimal. (Stamatatos et al., 2000al)

While a large feature set would make the usage of bag-of-words impractical,
a small one would make the likelihood of a bag-of words method standing on
its own without the support from the other types of features at all very small.
At no point was my intention to find an optimal feature set comprising only
of the frequencies of the most predictive words. Instead I aimed to find the
best words and to use them in addition to the other types of features.

I tested three different approaches to determine the most significant words
for predicting poetry titles. The prefix I set for the features in the testing
was BOW. [ was able to use the same prefix for all of them, as the feature
sets were never to be used in conjunction of one another.

1. Method 1

My first attempt to capture the most common words in specifically
poetry book titles was to extract the n words from the titles labeled as
Poetry and not included in the most m common words of Non-poetry
book titles.

Because the titles are short, possibly only one word long, even sim-
ple lemmatization might easily introduce errors: there simply is not
enough context. For this reason I did not wish to reduce the words
into lemmas, but simply extracted the word forms from the titles. The
only preprocessing step I did was conversion to lower case.

I used both the main title and the subtitle to draw the words from, just
to get more base material to extract the words for the feature set. In
order to test multiple thresholds I created multiple feature sets using
different sizes of feature sets.

In the Figure [6] can be seen, that the more predictors there are, the
worse the results become, the peak being at n = 50. Normally, when
using random forest, the higher number of predictors should indicate
also better results. The reason for this happening is simple: there is a
flaw in this method. The size of the exclusion list should not be tied to
the size of bag-of-words itself. As the number of predictors grows, also
the number of words in the exclusion list increases. The best Poetry
words were rejected, because they were common enough in Non-poetry
as well. It is interesting to note, that the figures tend to stabilize after
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bag-of-words size 100. This is most likely an indication, that the words
introduced after that are really rare. The more common words have
been excluded, for there is a slight drop in the figures.

Effect of BOW size: Method 1

Fealures: 25, 50, 100, 200, 300 most common words in poetry book titles. Ntree = 250, miry = 10

e

Precision
Recall
Balanced accurac y

50 100 200 300

Figure 6: Effect of bag-of-words size

2. Method 2

Shortly after doing the qualification rounds using the first method de-
scribed above, I began thinking, that the way I had been eliminating
the words was definitely suboptimal. Many of the most common Poetry
words were rejected, because they were included in the most common
Non-poetry words as well. The trouble with that method was, that
it resulted in getting relatively rare words for the data set. There-
fore I tried another approach, which took the word frequencies within
dissimilar classes into account.

First I extracted all the most common words from the titles of books
that were classified as Poetry in the corpus. As I had no idea of how
many predictors would be required for proper analyses, I created several
different feature sets and tested them all.

After deciding the amount of variables for a set I converted the titles
into lower case, but did not do any other preprocessing. I then extracted
all the letter sequences, which were separated by one or more non-
alphabetic characters and sorted them in frequency order from most
to least common into a table, excluding those, with less than three
occurrences. | got the frequency of each word by dividing the number
of occurrences by the number of all the words in the titles.

I repeated the same process to create an exclusion table from all the
titles to weed out those words, which are the most common in books
classified as Non-poetry. I deselected any words from the first table
having a frequency less than three times the frequency of the same
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word in the exclude table. From the resulting words I took the n most
frequent words according to the original decision.

The words were extracted from the main and subtitles, just the same
as with the first method.

Figure [7|shows more typical behavior of increased feature set size than
described above for the first method. The recall and balanced accuracy
clearly increases as new predictors are introduced, although there is a
steady drop in precision.

Effect of BOW size: Method 2
Features: 25, 50, 100. 200, 300 most common words in poetry book titles. Niree = 250, miry = 10

90% \—\
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Figure 7: Effect of bag-of-words size

3. Method 3

This method was the same as method 2, with the sole exception of the
features being extracted from merely the main title instead of the full
title. Figure [§] indicates a huge increase in all the main measures (
precision, recall and balanced accuracy) as the number of features are
increased. A comparison to the other features suggest however, that
this is due to overfitting, as the same phenomenon occurs only for the
method with the least amount of words to draw the bag-of-words from.

A comparison between the three methods shows unambiguously their mutual
ranking. Figure [9] indicates, that the second method outranks in every
respect the other two, while the third method is always the weakest.

Because the results were so clear between the three methods, I decided to
qualify features only from the feature sets created by the second method.

I used the same variable importance measures and thresholds as previously
for the POS tags and POS trigrams: MDA for the individual classes or
combined above 100, MDG 100, caret importance 1.5% and conditional
importance 1.0%. I did not measure variable importance for bag-of-words
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Effect of BOW size: Method 3
Features: 25, 50, 100, 200, 300 most common words in poetry book titles. Niree = 250, miry = 10

90% \_\ /

Precision
Recall

Balanced accuracy

50 100 200 300

Figure 8: Effect of bag-of-words size

size 300, as I suspected it might be useless, since the most relevant words are
already contained in the other feature sets. One must note, that the second
method omits words only by their relative infrequency, that is, if the words
are not frequent enough in Poetry titles as compared to those in Non-poetry
titles. The ratio of individual Poetry and Non-poetry words remains the
same in the corpus, no matter what the size of bag-of-words is. Therefore
increasing bag size only adds new words to the feature sets, but does not
remove the previous ones. That said, the effectiveness of an individual word
might be different within different feature sets.

Results

There were three predictors above the rest: BOW__TUNE, BOW__POEM and
BOW__SONG. They were always in the group of three most significant pre-
dictors and they exceeded the thresholds in all the measures. The next
three exceeded at least four of the thresholds, regardless of bag-of-words
size: BOW__POEMS, BOW__SONGS and BOW__SUNG. As noted before, I did
not lemmatize the words, so these word forms are separate from BOW__POEM,
BOW__SONG and BOW__SING. Other commonly occurring features above the
thresholds were BOW_BALLAD, BOW__ELEGY, BOW__ODE, BOW__ POETICAL,
BOW__GARLAND, BOW_LAMENTATION, BOW _VERSES, BOW_HYMN and
BOW__HYMNS.

Barely a couple of times over a threshold were BOW__MAID, BOW__ PSALMS,
BOW__EPISTLE and BOW__LOVE.

From this qualification round I took a set of 18 predictors: all those, which
had been over the threshold at least a couple of times, with the exception
of BOW__ MAID. I considered it too infrequent in this material to be able to
make a difference for the predictions: the word maid appears in the titles in
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Effect of different methods for deciding the poetry words, ntree = 250, mtry=5

Features: 50, 100, 200 most common words in poetry book titles
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Figure 9: Effect of different methods in determining poetry words

its singular form merely 1,426 times.

However, I did use Bow__ MAID in the qualification round as the 19th bag-
of-words predictor together with the BASIC features, to test the effect of
features, that were insufficient to form a feature set on their own. (See

Chapter 4.2.1.7)).

4.2.1.5 Dependency relations
To get a bit more syntactical point of view of the poetry titles for my research
I decided to do a little test with features connected to dependency relation.

I experimented with R’s coreNLP package (Arnold and Tilton, [2016]), which
is a wrapper package built around Stanford CoreNLP Java Library
, 2014) and tried to pick some low-hanging fruit from dependency pars-
ing (Arnold and Tilton, 2016; [Manning et al., 2014; De Marneffe et al., 2006]).
Basically, I took everything, which I could reasonably well turn into either a
numerical value or a factor containing only a decent amount of classes. There
were not many features I came up with this way. I simply used coreNLP’s
annotateString function on the concatenated main title and subtitle with
default English language settings and modified as little as possible for them
to be usable as predictors. Manning et al.| (2014)) Besides that, I tokenized
the annotated string with getToken function.The getToken also lemmatizes

49



and performs part-of-speech tagging. (Toutanova et al., [2003)

The predictors I acquired through this procedure were the number of root ele-
ments (DEPREL__NO__OF_ROOT), the number of dependents of the first root
element in the title (DEPREL__NO__OF DEPENDENTS), the number of sen-
tences in the title (DEPREL__NO_ OF SENTENCES), part-of-speech value of
the first root element (DEPREL__ROOT__POS), the distance of the first root ele-
ment from the beginning (DEPREL__ ROOT__OFFSET__CHARACTERS) and the
number of inflected words in the sentence (DEPREL__NO__OF__INFLECTED).

CoreNLP also offers named entity recognition (NER), but I found this was too
slow and provided too scarce and arbitrary results at best on this particular
data set and thus I deemed those features unsuitable for my purposes, al-
though location and person names would have been an interesting predictor

set. (Finkel et al., 2005]).

Sentiment analysis in coreNLP seems to be on experimental level (Socher,
, 2013): at least the results are even more random than with NER,
which was the reason I had to abandon that as well.

First results

Results of the qualification round with dependency relations were disappoint-
ing. Comparing the measures in Figure one can see, that the measures
were the weakest of all for this feature set. It must be noted, however, that
the predictor bunch was also easily the smallest one, with only seven variables
in all.

Comparison of different predictor sets
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The results for dependency relations are disturbingly low, as the H measure
is only barely over 23.3% and recall (25.4%) is even lower than the baseline
(29.9%) of a completely random sample. This is not the whole truth, as
the F1 measure does exceed the baseline, which means that the precision
compensates for the negative recall.

Variable importance measures with dependency relation features does
reveal some features being better than the others, but I preferred not
obeying any explicit thresholds, because the predictor set was so small.
Conditional  importance suggested DEPREL__NO__OF_ DEPENDENTS,
DEPREL NO OF ROOT, DEPREL NO OF INFLECTED and  DE-
PREL__ROOT__OFFSET__CHARACTERS more important than the other
predictors, and the other measures besides Poetry MDA did not
contradict this.  The MDA for Poetry class however considers only
the DEPREL__NO__OF_ROOT, DEPREL_NO__OF_ INFLECTED and DE-
PREL__NO__OF_ SENTENCES as significant at least to some extent. The
figures were however really low, which raises some suspicions to the power
of these features actually finding poetry books at all.

It must be noted, that DEPREL_ NO__OF_ ROOT was listed as the primary
feature by all the measures.

Considering that the result was remarkably low for this qualification round I
decided to conduct a secondary qualification round for dependency relations
with the addition of basic and nineteen selected bag-of-words features to see
if the dependency relation predictors actually contribute to the results or
not.

For this test I created two new subsets from the dependency relations:
the first containing the four predictors suggested by conditional importance
measure (NLP4) and the second containing only DEPREL__NO__OF _ROOT
(NLP1). I also took the original NLP set containing all the tryout predictors
(NLP7) into the comparison.

Second results

Figure [11|shows, that the set with most predictors, NLP7, performed worse
than the reference point without NLP features at all. Therefore I skipped the
variable importance measure for NLP7 set completely, but instead performed
it separately for NLP1 and NLP4, in combination with the basic and bag-of-
words features. NLP1 and NLP4 have more or less equal Balanced accuracy
and F'1 values than the stripped feature set. Variable importance measures
place DEPREL__ NO__OF__ROOT relatively high: caret measure as ninth and
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conditional as sixth by both NLP1 and NLP4 analyses. The other measures
regard it as mediocre, but definitely not a low performer.

The rest of the DEPREL measures were ranked in the upper half as well,
DEPREL_ NO__OF__DEPENDENTS being easily the next highest after DE-
PREL__NO__ OF__ ROOT.

The low increase in the outcome with the addition of three decent to good
predictors suggests that there might be some issues with the original feature
set. The lowest performing POETRY features have little to no significance.
Anyway, as for the DEPREL predictors, I decided to include the four in NLP4
for the actual classification task.

Comparison of different predictor sets
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Figure 11: Comparison of NLP feature set variants

4.2.1.6 Topic

A topic annotated by a librarian is much more reliable indicator of the
record’s topic than a keyword in the titles. MARC field denoting the
topic Subjecttopic (650a) had been annotated for 266,188 records, compris-
ing 55.1% of total. T added form subdivision annotations from three Subject
added entry (6XX) subfields suffixed with letter v’ of Uniform title (630v),
Corporate name (610v) and Personal name (600v), iteratively to the topic
in this order, if the topic was missing. Despite its name, form subdivision is
often used for annotating topic, when its parent field denotes subject instead
of topic. This way the annotated record count was risen to 310,110 (64.2%).

I applied the Method 2 of the Bag-of-words feature selection process for
topics, except for treating the topical phrase as the measurable unit instead
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of singular words. Therefore each feature could only have a value of zero or
one, as each individual predictor could be represented only once by a single
record. Each record could have multiple topic values, though. Also, I limited
the feature set to include only one hundred most common Poetry topics and
prefixed the features with TOPIC.

Results

The results compare well to the other feature sets (see Figure . The
precision value is high, which is easily explained by the fact, that the existing
topic values have been manually annotated for each individual book. The
relatively low recall, comparable to recall values of POS and POS trigrams
sets, is likely to be due to most of the Poetry topics having only a small
amount of books annotated onto them. In other words, when a book is
assigned one of the features from the set, the predictability is usually really
good.

I used the same measures and thresholds for variable im-
portance as for the other predictor sets in the qualification
round. Three of the predictors were the most relevant by ev-
ery measure: English poetry (TOPIC_ENGLISH_POETRY), Bal-
lads,  English (TOPIC_BALLADS_ENGLISH) and Songs, English
(TOPIC__SONGS__ENGLISH), a fourth variable Poetry (TOPIC_POETRY
only barely missing the conditional importance limit. These four predictors
together cover 17,999 records (5.8% of the annotated and 3.7% of the whole
catalogue). This means, that these predictors are useful in classification
for only a fraction of the records. Adding subsequently the next seven
predictors, increases the coverage to 22,231 records (7.2% of the annotated
and 4.6% of the total). It is easily deducible, that the four best predictors
also have the most numerous occurrences. This is also logically sound, as the
high level of accuracy means that the variables having most values would
also be the most predictive ones.

The cumulative coverage of the seven next predictors is thus 4,232 records. I
chose to ignore these seven completely for the final round, as even combined
they possess the potential of identifying less than a percent of the whole
catalogue. Similarly, I dismissed all the subsequent, even more rare, topic
features. For the final rounds I took only the four most prominent ones.

4.2.1.7 Other features
There were also some unique features and feature sets, which were too few
to conduct a meaningful qualification without the addition of other features.
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In order to test them I used the basic features and the nineteen bag-of-words
predictors as a base level, onto which I appended the qualifying features
in separate steps. Also, I did variable importance check to see, how the
additional features ranked within the feature sets. I did not blend these
unique features with each other to create a truly diverse group of predictors,
so that in this qualification round I would be able to judge their performance
to by their effect with the basic and the bag-of-words collection on a feature
set level.

Author

MARC field denoting the personal name of the author (100a) is a very poten-
tial source for poetry book detection: an author, who has published one lyric
book, is likely to have published more. At first I was reluctant to using this
kind of feature as it might seem like cheating, but I thought this over and
decided for the inclusion anyway. In many cases the same author has written
different types of books: it is not uncommon for a poet to write novels or
plays as well, nor for a playwright to write poetry.

This is the only feature, which I decided to check on-the-fly, because a po-
etry author list is possibly too powerful to be drawn from the poetry book
authors. The list would have potential of generating too biased feature sets,
if it contained every author of the known poetry books. For the purpose of
understanding the predictive power of the author, I created a separate poetry
author list for each subset in the cross-validation procedure.

One must keep in mind, that for the actual classification task on the unan-
notated material, this feature is not as predictive as with the relatively small
subset of the catalogue, which contains only the annotated records: at the
qualification step, the share of records used in modeling is 80% of total
amount for each cross-validation round, but in the actual classification the
share will be slightly above 25%. For the qualification step this amounts to
approximately 18,00@ unique authors and the final rounds 21,859 unique
authors. The total amount of unique authors in the testing set however
increases from approximately little below 4,000 authors to 45,449. In other
words, during this qualification round most of the poetry authors are already
known before the prediction, but this is not the case in the final rounds when
prediction will be made for the part with the unannotated genre.

I added a prefix VARIA for this predictor, so it could be easily seen as a
stand-alone feature and not belonging to any set with similar characteristics.

2TThis estimate is based on a random 80% sample of the records having genre annotated.
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VARIA__AUTHOR was the best performing variable with a clear margin in
the feature set as indicated by all the variable importance measures besides
conditional importance and Poetry MDA; those two ranked the feature as
sixth and third, respectively. As stated above, I suspect the performance
of this measure to drop somewhat on the final round, but still it should be
among the most predictive ones.

Antique names

In my first attempts to understand the catalogue contents I noticed a poten-
tial difficulty in catching certain types of book titles: short titles containing
proper nouns. I hypothesized, that this might possibly be overcome by hav-
ing a list of proper nouns, that are often used in poetry. Common sense tells,
that the most frequent names might be taken from Antiquity or Arthurian
legends, or then again, maybe from the British folklore.

After a quick glance at the book titles with Arthurian names I opted not to
use them at all. It appeared, that Merlin was easily the most common of
the names I tried in the titles, but it did not correlate with poetry strongly.
Rider’s British Merlin was an almanac with astronomical and astrological
information and Merlin was used as a personification to almost anything
relating to future and prophecies.

On the other hand, I could not detect the same phenomenon in the proper
nouns from the Antiquity. I searched for as comprehensive list of names
used in epics of Antiquity as possible, and found an online version of an
English translation of Ovid’s Metamorphoses including a mythological index.
Metamorphoses is a collection myths containing the majority of the most
common names from Greek and Roman pantheon. However, some addition
was required, as many of the heroes are missing from the index. Also, the
glossary often provides the names only with the Latin orthography, as the
original text from Latin had already transformed the Greek names to Latin
equivalents. Therefore I joined an mythology index with an online Iliad to
the Metamorphoses index. (Ovid, [2000; Homer, [2009)

I extracted all the proper nouns from the index and manually removed known
homonyms, which might exist in English book titles even without any con-
nection to Greek or Roman literature, such as planet names and anglicized
impersonations like Furies, Graces or Dawn. This way I ended up with 2,341
unique names from Antiquity, although most of them are definitely way too
obscure to have entire book collections based upon.

Finally I summed up all the occurrences of any of the names for each record
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into just one variable. Still this variable has a non-zero value in only 2,378
cases, which means its potential for identifying anything is very low, espe-
cially when the same themes have been used extensively in plays and prose
as well.

Nevertheless, I made a quick test combining the Antiquity predictor with
the bag-of-words and basic features to see, if there actually was any effect on
the results. I dubbed this feature as VARIA__ANTIQUE in a similar fashion to
VARIA__AUTHOR, as this too is a stand-alone feature and decidedly different
from the author features. I had hopes, that this particular predictor could
resolve some cases otherwise doomed as impossible to detect. Figure
shows in the values only such a small increase, that it is not clear, whether
the gain comes simply from adding a single variable more.

The variable importance measures rank the VARIA__ANTIQUE variable some-
where in the mid-range: not the worst and definitely not the first. Due to
the extremely low occurrence rate of the Antiquity non-zero values, I decided
to let go of the feature anyway. It will not be included in the final rounds.

Other MARC fields

As interesting it would be to see, if there was any correlation between author’s
age and himher writing and publishing poetry, the low annotation level of
relevant MARC field describing the time the author lived or flourished (100d)
will not allow that. The same field would be required to determine the
posthumousness of a work.

Two other fields, however, are frequently annotated. The MARC field de-
picting page count: Physical extent (300a) is almost always filled and so is
the one which tells the size of the book Physical dimension (300c). From
these two fields I extracted features MARC PAGECOUNT and MARC__SIZE,
respectively.

The book size and page count are more or less standard for poetry: one does
not expect regular books of lyric to contain hundreds of pages or for them
to be folio size.

Figure shows the capability of the MARC fields. In comparison with no
additions at all, all the scores have risen. The two measures, which depict
the overall result, balanced accuracy and F1, have both gained over two
percentage points, F'I over three and a half, just by the inclusion of two
additional features.

Comparing the variable importance measures of this run places
MARC__PAGECOUNT in the top-performing group: caret and MDG as high
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as the second best predictor. MARC__SIZE gets situated within the ten most
predictive features (with the sole exception of Poetry MDA). As this set has
already been putrefied from the poor features, these rankings can be consid-
ered really high.

Features: Basic, Bag-of-words19 and additions
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Figure 12: Comparison of other feature sets

4.3 Semifinals

The phase, when the ultimate feature set was already decided, but still some
additional testing was to be done, I called Semifinals. First I made some
testing with the random forest parameters and then with trying several re-
definitions of the responses.

4.3.1 Finding the optimal settings

4.3.1.1 Effect of mtry on the final feature set

After finishing the final feature set I wanted to discover the optimal random
forest settings for the feature set in order to see the optimal results. For the
qualification round I had tried mtry values five (5) and ten (10) for some
of the test sets. The default value in randomForest package is five, but the
sample tests showed slighly better performance with a value of ten. I used the
value of ten as an assumption, but also added an extra classification round
using different mitry values with the final feature set in order to discover, if
there actually was a more optimal value available.
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As can be seen in Figure there actually was. The most important
parameters (balanced accuracy and F1) have been highlighted. The highest
values happen to occur with mtry value eighteen (18). The difference between
values, however, is marginal: all the balanced accuracy and F1 results from
mitry values of fourteen (14) and upwards fit within one tenth of a percentage
point range (92.33%-92.42% for balanced accuracy and 90.43%-90.53% for
F1). None of the mtry values beyond five gives results farther than one
percentage point from the maximum.

In other words, the mtry parameter is not really that important for the
results; nevertheless I decided to stick with the highest numbers.

Effect of mtry

g5 112! fEaUTe set: Ntree=250, full training set
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Figure 13: Results of final feature set: effect of mtry

4.3.1.2 Effect of ntree on the final feature set

The other randomForest parameter to test was ntree. The default value
is 500, but I had used value 250 during the qualification rounds to cut out
the processing time, as there were quite a lot of different feature sets to test.
Ntree means the amount of decision trees the function is growing, from which
an average performance is calculated. Basically it means that a high ntree
value is supposed to only stabilize the results, so that there should not be
peaks in the results. There may be achieved a bit higher values with lower
ntree values, but these are anomalies from the normal performance. Another
round with the same feature set and the same ntree value might produce a
peak in the opposite direction. As the value is grown higher, there will be
peaks less and less often. Therefore a higher ntree value should be kept at
as high a level as is reasonably possible.

In Figure the highest balanced accuracy and F1 values occurred when
using ntree values 150 and 500, respectively. Similarly to miry values, all the
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ntree values above 150 produce results, which all fit nicely within a tenth of
a percentage point.

Effect of ntree
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Figure 14: Results of final feature set: effect of ntree

4.3.1.3 Effect of training set size on the final feature set

The whole qualification rounds I split the corpus comprised of English-
language records containing an annotated genre field into two equal sized
halves, of which only the other part was used in training the data. Another
part I reserved for testing the model, although I did not actually do it.

Further, T used cross-validation to sample the training set into five parts.
From these five parts I combined four for teaching the model and tested the
model against the fifth one. I repeated this process for each of the five parts
and aggregated the results into the final results.

I did not realize until it was too late, that I would not have needed to do the
original split into two, as the cross-validation procedure intrinsically includes
the division into training and validation sets. In other words, the figures for
the qualification round would have been higher, if I had not done the extra
split. By the time I understood my mistake, I had already done so many
classification rounds, that I had no interest in redoing everything. The effect
on the final feature set can be seen in Figure [I5] Surprisingly or not, the
difference between the first sample being complete or half is really small,
barely less than one percentage point for both F1 and balanced accuracy.

On the other hand, thanks to my mistake, I had more processing time avail-
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able, as all the model learning steps were significantly faster than they would
have been without my mishap. Besides, the whole purpose of the qualifica-
tion round was to find the best possible features for the actual processing,
and the split size being the same for all the qualification steps there was
no real harm done: the mutual order of the predictor sets and the rank of
predictors within them would more or less have remained the same.

Effect of training set size (in percentages)
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Figure 15: Results of final feature set: effect of training set size

4.3.2 Expanding to the unknown genres

4.3.2.1 The effect of changing the genre definition

The definition of poetry was also one possible source of suboptimal results.
For the duration of the qualification steps I maintained the same definition as
described in chapter[2.2.2] T wanted to make some additional tests to see, how
a further division into records, that could be classified as poetry without a
doubt and those with a slight hesitation, would affect the outcome. I dubbed
the two groups into hardcore and fringe, respectively.

I made the split in the same manner as previously (description in chap-
ter . This time I divided genres denoting Poetry into two new files.
The hardcore class I chose from genres explicitly stating "Poetry’, "Poems",
"Verse" or a well known subcategory of poetry, such as "Ballads" or "Odes";
fringe was defined as a Poetry class without the explicit statement@

28Full list of the 27 hardcore genres is viewable in https://github.com/hegroiva/
Gradu/blob/master/poetry_hardcore_genres.txt
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There was a potentially problematic decision of which class - hardcore or
fringe - would be more dominant, as often the records would contain a genre
or more from both categories. This I resolved by trying both approaches.
In the HC prevails approach the class is considered hardcore, whenever the
genre field has at least one value belonging to the hardcore group. The fringe
prevails approach is defined in a similar way: any fringe value triggers the
record as fringe.

An additional twist in regard to the new division is the definition of poetry
authorship, which is done on-the-fly for each classification round. Since the
authorship was clearly the most significant predictor, redefining the author-
ship might introduce great changes in the classification. Therefore I decided
to run extra rounds - just in case - for both the scenarios: in the first one the
authorship of fringe value is not considered as authorship of Poetry, while in
the second one it is. This means, that the feature set is different only for one
of the predictors, albeit the most informative one.

Interpreting the results from the multiclass prediction was more tedious, than
I expected. The CARET package’s confusionMatrixz function calculates mea-
sures for each class separately (Kuhn et al., 2017)). In this particular case the
hardcore and fringe classes are comprised of the standard definition Poetry,
which means, that the figures can not be compared without modification. In
Figure [16] the figures for hardcore and fringe have been calculated using the
formulas from the caret package’s help file.

For example: to get the precision, the formula is
A/(A+ B),

where A equals the amount of correctly predicted Poetry values, and B equals
the amount of Non-poetry predicted as Poetry. When using two correct
classes instead of only one, the A and B must calculated differently. The
A is actually the amount of either hardcore or fringe predicted either as
hardcore or fringe. B is the amount of Non-poetry records, which have been
classified as hardcore or fringe.

Figure shows a slim preference in favor of the standard division into
Poetry and Non-poetry, but the difference is so minimal, that it might occur
by random chance. It is safe to state, that there is no significant effect.
One must also keep in mind, that the features were optimized using this
particular poetry definition. Hence it would be truly surprising, if sudden
change in class values would surpass the standard definition. Limiting the
poetry authorship to include only the hardcore poets did not have notable
effect, if any, on the results.
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Features: final set, different poetry declaration
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Figure 16: Results of final feature set: different ways of defining poetry

A closer examination of the fringe class reveals, that the amount of records
belonging to it was barely 3,881 ( hardcore prevailing) or 5,738 records (
fringe prevailing). The corresponding amounts for hardcore were 31,414 and
29,557. It should come as no surprise, that the difference between the two
methods deciding whether the record is hardcore or fringe does not really
matter, and neither does the change of poetry authorship.

4.3.2.2 Introducing the Unknown

Earlier on I mentioned, that the division to genre classes can be problema-
tized. There definitely exists the Poetry, and there also definitely exists the
Non-poetry, although the definitions can sometimes be considered a matter
of taste. In addition, besides the unannotated records, there does exist a
large group of records, which I refer to as Unknown. They are the group of
records, which have the genre field annotated in ESTC, but the field value
is ambiguous in regard to the genre being Poetry or Non-poetry. Such field
values denote for example the relation to the timing of the work Juwvenilia
or the physical form of the print Broadsides instead of the literary genre. In
MARC the genre and form are declared in the same field.

For the purpose of extracting features I have treated these fields impartially
in this thesis: they have been considered neither Poetry nor Non-poetry. For
classification I have treated them as Non-poetry, which of course is a fallacy.
Some of these records surely belong to poetry books.

I made a quick test for comparison, for which I considered the Unknown
records as unannotated and removed them altogether and another one, for
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which I declared the Unknown as its own group.

Figure shows, how it turned out: The two leftmost bars belong to the
same test run without the Unknown and the three on the right to the second
run including the Unknown.. It can be seen, that Poetry is as easy to detect
in both scenarios. Non-poetry, on the other hand, blends eagerly with the
Unknown and is found with less difficulty, when the Unknown class is not
present. For the purpose of finding the Poetry books, it has no relevance,
whether the Unknown class exists or not.

Another interesting part in the figure is, how low the rate for classifying
the Unknown itself is. A closer look in the confusion matriz shows, that of
the misclassified 2,560 Unknown records 499 have been classified as Poetry
and 2,261 as Non-poetry. See Figure The proportion of Poetry in
the misclassified Unknown as compared to the Non-poetry (0.22%) is less
than half the proportion of the two classes in the training material (0.48%)
This suggests, that the Unknown contains at least some Poetry books. I am
inclined to think, that for large part those records misclassified as Poetry
are actually classified correctly. The Unknown is after all an obscure class
containing both Poetry and Non-poetry, and none of the predictors in the set
are based on its values.
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Figure 17: Predictability of classes, with or without the Unknown class
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Real value

Predicted.value Poetry Nonpoetry Unknown
Poetry 14810 857 499
Maon-poetry 1832 33425 2261
Unknown 245 673 2909

Figure 18: Confusion matrix: Poetry, Non-poetry, Unknown
5 Results

5.1 Overall performance

Eventually 1 taught the superset model to conduct a search for the unan-
notated poetry books in the catalogue. The run predicted as Poetry 18,870
records in English language. I sampled a random subset of these records,
and inspected them manually to see if the prediction had been correct. The
manual inspection was rather tedious, as the library metadata often did not
give any clues, whether the record actually should be classified as Poetry or
not. I checked the first one hundred records either from the ESTC or simply
by doing an Internet search with the book title and I was able to determine
each of these records.

The inspection revealed, that 27 of the 100 records actually were not poetry.
Provided that the subset sample is proportionate to the rest of the records,

18,870 18,870
‘ 27 = False Positi d =
100 ) x27 = 5,095 False Positives and ( 100 ) *73

13,775 True Positives.

this would mean

The same run predicted 319,586 English-language records as Non-poetry. I
created a random subset from these and inspected it closely, just as I did for
the records predicted as Poetry. Similarly under the assumption, that the

319, 586
; 2= 2 Fal
100 * 6,392 False

* 98 = 313,194 True Negatives in the whole set.

subset is in proportion to the rest, there would be
319, 586
100

Negatives and

Together this would translate to precision of (f{i}) = 73.0% and recall of
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13,775
13,775 + 6,392

As I read the records more closely to find out, what kind of records were
misclassified, I noticed, that most of them were two-page pamphlets. I ruled
out all the records containing two pages, to see the effect, if any, that would
have. This way the number of the records was dropped to 13,985 categorized
as Poetry and 282,895 as Non-poetry. I continued the manual inspection from
the same subset samples as earlier, simply ignoring the two-paged records,
until I reached one hundred records from both categoriesF_g] With this method
I found merely five non-poetry books in the Poetry corpus, the proportion
of Poetry books in Non-poetry books remained unchanged. The new figures

) = 68,3%.

13,985
without the two-paged records are: ’0 x5 = 699 False Positives,
1 282
( 5 985) x95 = 13, 285 True Positives, 282,895 *x2 = 5,657 False Negatives
1%%2 895 100
and T * 98 = 277,237 True Negatives.

Precision and recall are thus (f(i)) = 95.0% and ( 13,285 > _

13,285 + 5,657
70, 1%, respectively.

5.2 Variable importance

The table of the variable importance (Appendix is rather interesting,
as it clearly shows dissimilarities between the variable importance metrics.
Generally, the MDA ranks seems to be quite close to class specific MDA
(Poetry and Non-poetry) ranks, which of course is not a surprise, for MDA
is a combination of the two. While some of the predictors can almost unan-
imously be considered among the most important, there is not one feature,
that would have been ranked in the top ten by all of the measures. In fact,
examining only at the lowest ranks of each of the features, it can be seen,
that TOPIC__ENGLISH__POETRY was ranked nineteenth, which is the best po-
sition in this comparison. In other words, its rank was somewhere between
the first and nineteenth.

MARC__PAGECOUNT performed well by all of the measures, except for the
conditional importance. This is particularly important, because the problems
in detecting the poetry books predominantly seems to originate from the high

29My original subset sample size had been one thousand, but I close-read only the first
one hundred records.
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MDG ranking of this feature, as the randomForest package uses a modified
splitting method based on Gini measures. (Liaw and Wiener, 2002)@

Another good performer was TOPIC__ENGLISH__POETRY, which was a clear
winner in the TOPIC family, although TOPIC__ENGLISH__SONGS was ranked
first by the MDA Poetry. Both of them were far superior in performance to
their umbrella topic topic_poetry, which ranked in the lower half by all of
the measures.

VARIA__AUTHOR, BASIC__POETRYH0 and BOW__TUNE were successful with
all the measures except for the three MDA measures. The same goes for
MARC__SIZE, except for it doing well with MDA Poetry as well.

Part-of-speech -based predictors were mostly not well ranked. There
were however features POS__IN, BASIC_VERBS BASIC__PROPER__NOUNS and
pOs__JJ. Prepositions and subordinating conjunctions (POS__IN) ranked rel-
ative well, four of the measures ranking it between seventh and fourteenth.
This seems to be due to the fact of the them seldom appearing in poetry
books: the worst rank POS_IN received, was from the MDA Poetry mea-
sure. The other measure not ranking it in the top 15, was MDA, which is
calculated using MDA Poetry as a component. Basic_verbs ranked well by
conditional importance only, whereas BASIC_ PROPER__NOUNS was ranked in
the top 20 by all of them, all the MDA measures even ranked it in the top
ten. Clearly, the amounts of proper nouns and verbs were of importance,
but in what manner, it is difficult to say. One possibility is, that this can
at least partially deduced from the fact, that the feature values are raw val-
ues, instead of being standardized by the amount of words. The verbs and
proper nouns might be represented with equal proportions in the titles, which
would give smaller amounts for those with less words, in this case Poetry. A
sidenote supporting this theory is, that BASIC__ WORDS is ranked low by the
MDA features, but not the rest. If the word count has already been indirectly
involved in feature ranking, the BASIC_ WORDS would not have the same pre-
dictive power anymore. This could be a a chance behaviour, because of an
ill sample or the measures behaving differently, or then again, it is possible,
that proper nouns and verbs simply appear more often or rarely in Poetry
than Non-poetry. The same speculation applies to POS_JJ, which ranked
well by the conditional importance, but not by the others. POS3GRAMS were
low-ranking, with the exception of POS3GRAM_ DT NN _IN, which was
ranked in the top 15 by all three of the MDA variable importance measures.

30This method is more thoroughly described by user Soren Havelund Welling
in https://stats.stackexchange.com/questions/144818 /does-breimans-random-forest-use-
information-gain-or-gini-index.
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The dependency relation measures performed surprisingly well.  DE-
PREL_NO_ OF ROOT and DEPREL ROOT OFFSET CHARACTERS even
got top five ranks and DEPREL__ NO__OF _ROOT three top 15 rankings.

A surprise was the relatively poor performance of bag-of-words based pre-
dictors. Besides the aforementioned BOW__TUNE, BOW__POEM was the only
really high ranked predictor. This might actually show a bias in the annota-
tions. It is possible, that titles containing magic words like poems, songs or
sung have been easy marks for the annotators and having more readily had
the genre annotated as poetry thus making their unannotatedness a rarity;
it could also be, that for the same reason, being an easy target, they have
had their topic annotated as FEnglish poetry, and the predictive power has
then slipped to the other features. On the other hand, the high position
of BASIC_ POETRY50 (the compilation of poetry-related words) may have
deterred better ranks for the other Bow features.

6 Conclusions

As is evident in the Appendix [C| the weakest predictors in the final sets
were features, which had been selected among the last ones from the bag-of-
words qualification round. Two of these features are especially noteworthy:
BOW__EPISTLE and BOW__PSALMS.

Epistle is a word, that has been used in English literature for epistolary
poems, that is, poems written in the form of a letter. This poetry subgenre
was flourishing in England during the 18th century, which is covered by
the ESTC. On the other hand, epistles refer to letters directed at someone
or someones in general. Besides that, there is also an even more precise
meaning: the letters of New Testament by the Apostles. The titles in the
catalogue disambiguate poorly this polysemy, and in many cases it is simply
impossible to determine if a book contains poetry or not without seeing the
text itself or a metadata description from some other source. Also garland
is polysemic, meaning either a wreath of flowers or a collection of poems.
In this material, this polysemy was not a problem, since garland was used
almost exclusively in the meaning of a poetry collection.

Conversely, the word psalms proved problematic. The trouble with that is
not related to polysemy, but instead to the definition of whether psalms
should be counted as poetry or not. The psalms have been written in verse,
and often the English translations have been in verse too. If a Bible contains
psalms translated in verse, does that make the Bible a book of poetry? Or
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better yet, if a book contains psalms translated in prose, would it still count
as poetry? One way to look at this, is the purpose of the text: a complete
Bible is intended for religious purposes, not poetical enjoyment, whereas
psalms as a stand-alone publication would probably be meant to be sung
in a hymn. Disambiguating the two potentially distinct purposes, which
itself incorporates an intentional fallacyEr], is beyond the scope of this thesis.
An easier solution would have been ruling psalms (RBMS value Psalters) as
Non-poetry in the first place.

In chapter [5.1) I mentioned the poor performance regarding two-paged print-
ings. More accurate would be to say, that many of these actually are broad-
sides, which are printed on one side only. As one sheet always contains
two sides, even if only one side was actually having anything printed on it,
the library catalogues might list them as two-paged. Alternatively, the two-
pagedness in my data can be derived from the preprocessing described in
Chapter Broadsides were commonly printed when the print orders were
low, so that the printing machines would not have to stay idle. The contents
were often ballads or other poetry with a nice layout, so that it could be
hung on the wall. Also broadsheets have two pages. They are printed on
both sides, and their contents regularly were announcements or pamphlets.
Random forest handles the page count as linear, so the exact page count is
irrelevant, what matters is whether the cutpoint determined by the algorithm
is below or above the page count of the record. Now that these two major
types (broadsides and broadsheets) have the same amount of pages, they can
not be distinguished reliably from each other. As it happens, there seems
to be a bias in the annotations: the genre has been annotated from a much
larger proportion of Poetry sheets than the other books. In the data there
are 18,503 two-paged Poetry records, and 16,756 Poetry records with more
pages. The corresponding figures for Non-poetry are 19,543 two-paged and
65,100 with more pages. In the remaining portion, where the genre infor-
mation is missing, there are 41,153 two-paged records and 319,519 with over
two pages. Of the two hundred record samples I found a total of 35 two-page
records, 26 predicted as Poetry and nine as Non-poetry; of the 26 Poetry
guesses there were only four correct identification. This indicates, that the
two-paged poetry broadsides are much rarer in the unannotated part of the
corpus than in the annotated part. Also, the relatively small numbers of
poetry books in the predictions suggest, that Poetry in general has been
annotated more thoroughly than the rest of the material.

3!Intentional fallacy is a term by New Criticists from the field of literature studies
meaning, that the authorial intent is irrelevant for the interpretation of the text, and
hence it should be disregarded.(Wimsatt and Beardsleyl, |1946])
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It is good to keep in mind, that the samples from the final round I examined,
were really small. The estimate of 6,392 Poetry books predicted as Non-
poetry was calculated from two False Negatives in a sample of one hundred. A
small fluctuation in the sample would have altered the estimate considerably.
One False Negative less, and the estimate would have been 3,196 Poetry
books and one more 9,588, setting recall somewhere between 59.0% and
81,2%.

The results however brought forth over 13,000 poetry books (longer than
two pages) with a good precision of 95.0%. The broadside hunt was not
as successful, but it could be made better by focusing on the two-paged
publications and building the feature sets specifically for them. Also, a return
to the original, unmodified ESTC data might give access to the onesidedness
of the poetry books.

A subset can be deduced by machine learning, but it does require close
attention.

Extensibility to other genres

My research method is relatively easy to extend to other genres. The basic
feature set, punctuation and the MARC features are usable as they are, but
the relevant topics, bag-of-words and POS-tags are dependent on the genre
definition. These genre specific feature sets for the qualification rounds can
be picked by program code automatically, provided that the genre itself is
cautiously defined manually. The most difficult part would be the automation
of variable selection: different variable importance measures lift up different
predictors. The ranks for each of the measures can be extracted, and with
some custom algorithm the best ranking ones be selected for the final rounds.
Some caution is to be used, however. My research showed a bias in the
annotation level of the poetry in the corpus and it is possible, that there exists
other biases regarding other genres as well. Remember the low annotation
level of the Scientific writings: additional sources denoting scientific writings
would have to be sought from other fields and possibly even from external
sources.

As extensive testing as in this thesis is not necessary in the future. It is
clear from the additional tests on the material, that the difference between
different algorithm variables were marginal Also, the effect of adding more
text to the learning process uniformly adds the predictivity: by this I refer
to both the extraction of features from main titles including or excluding the
subtitles, and the effect of the learning subset size.
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It would also be possible to conduct a semi-automated feature selection skip-
ping the qualification rounds completely, and gathering for example, the ten
most frequent topics, bag-of-words and POS trigrams. This coarser approach
would definitely save time, but it would also be riskier, possibly leading to
ignoring prominent features completely. The method itself should be usable
for any genre, if there only exists enough training material, the more the
better.

Extensibility to other fields

Obviously, the topic of the record could be decided by a similar way, by mak-
ing relevant topics the responses of the fields, and replacing the topic feature
set with a genre feature set. In the ESTC, the language, page count, book
size and publication place and time are almost always annotated anyway.
Other relevant fields, such as Edition statement (MARC 260a), can not be
deduced from the other fields. The use of this method is somewhat limited,
as it demands a comparatively large training set. It would be interesting to
modify the method for finding authors, where author information is missing,
but that would require a more heuristic approach.

Extensibility to other catalogues

The approach is fairly easily transferrable for usage with other catalogues.
The important thing is to take care that enough training material exists. As
I have stated earlier, the amount of annotated fields, field contents and even
which fields are used, varies from catalogue to catalogue. In some catalogues
the genre field (MARC 655a) hardly exists: for example, the Finnish Na-
tional Bibliography, Fennica, contains only 1,667 of 71,919 records published
before 1917 having the genre field annotated. However, there are MARC
field 080a and 080x for Universal Decimal Classification Number (UDC) and
its auxiliary subdivision, respectively, from which the literary genre can be
deduced to some extent. The field 080a is common in Fennica: 21,145 anno-
tations exist, while 080x is annotated 8,904 timesFE] The library catalogues
usually contain some kind of shelving information, because their function is
to assist in finding the books. Provided that the books are arranged in some

32This information I got from examining an XML dump of the Fennica metadata pro-
vided by the National Library of Finland (Fennica)).
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meaningful order, that considers the literary genres or topics, this informa-
tion should exist in the metadata. Using it does require close understanding
of the contents of the data, as the data might be fixed codes.

Next steps

Some things could have been better in this thesis. First clear enhancement
would be separating the one-paged broadsides from the two-sided broad-
sheets. There exists mentions in the topic fields of Broadsides, and some
of the page count fields actually have a value of one page before the pre-
processing phase, which transforms one-paged prints into having two pages.
A separate process would be possible. This process might be adjusted a bit
more by combining the MARC field 110a, Main Entry-Corporate name with
the author name field (100a). I suspect, that the usage of the corporate
name would be beneficial in differentiating the broadsheets apart from the
broadsides.

Another one would be repeating the same process, but treating Psalters as
non-poetry this time.

Publication place (260a) and publisher (260b) could be tested in a similar
fashion as the bag-of-words of topics and the titles. The hindrance right now
is the still ongoing preprocessing.

The most fruitful development might be combining the ESTC with ECCO, to
access the full texts of the records. Although ECCO is not as vast as ESTC,
many more books could definitely be found with a bigger text corpus. This
might also require a recheck on the used feature sets.
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Appendices

A List of genre values denoting Poetry con-

tent

E3

Alphabet rhymes
American poetry
Ballads

Ballads, English
Begging poems
Broadside ballads
Broadside poems
Broadsides poems
Carol books

Carriers’ addresses
Eclogues

Elegiac poetry, American
Elegiac poetry, English
Elegies

Emblem books

English poetry

Epics

Epigrams

Epistolary poetry
Epistolary poetry, English
Fabliaux

Hymnals

Hymns

Juvenile poetry
Lyric poems
National songs
Neo-Latin poems
Nonsense verse
Occasional poems
Odes

Paraphrases, Metrical
Pastoral poems
Penny poems
Poems

poems

Poetical miscellanies
Poetry

Poetry of places
Psalters

Single sheet verse
Song sheets

Songs

Songs and music
Songsters

Verse

Vocal scores without accompaniment

33Values are in the same format, as they appeared in the ESTC data.
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B Part-of-speech tag set

B

CC Coordinating conjunction

CD Cardinal number

DT Determiner

EX Existential there

FW Foreign word

IN Preposition or subordinating conjunction

JJ Adjective

JJR Adjective, comparative

JJS Adjective, superlative

LS List item marker

MD Modal

NN Noun, singular or mass

NNS Noun, plural

NNP Proper noun, singular

NNPS Proper noun, plural

PDT Predeterminer

POS Possessive ending

PRP Personal pronoun

PRP$ Possessive pronoun

RB Adverb

RBR Adverb, comparative

RBS Adverb, superlative

RP Particle

SYM Symbol

TO to

UH Interjection

VB Verb, base form

VBD Verb, past tense

VBG Verb, gerund or present participle

VBN Verb, past participle

34Penn  Treebank tag set documentation is  incomplete. This
list was  compiled from  Lexalytics Salience 6 Dev  Wiki  -page

http://dev.lexalytics.com/wiki/pmwiki.php?n=Main. POSTags
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VBP

Verb, non-3rd person singular present

VBZ Verb, 3rd person singular present
WDT Wh-determiner

WP Wh-pronoun

WP$ Possessive wh-pronoun

WRB Wh-adverb

comma comma

period period

semicolon semicolon

single quote

single quote

-LRB-

left opening parenthesis

-RRB-

right closing parenthesis

84




C Variable importance ranks: final round

Condi-
tional

feature name

marc__pagecount

topic_english poetry

varia__author

basic_ chars

bow tune

marc_ size

basic  words

basic_ poetry50
bow_poem

basic_ nonpoetryb0
deprel_no_of root
basic_ellipses

basic chars main title
pos_IN

basic__proper nouns
posdgram_IN_ DT NN
topic_songs english
basic chars subtitle
deprel _no_of dependents
basic_word_ length
basic_actual sentences
bow__song

basic words main title
basic_ words subtitle
basic_ verbs

deprel root_ offset_ characters | 26 21 17 7 10
pos_ DT 27 45 43 34 45 40
topic__ballads_english 28 67 26 68 66
basic _common words 29 49 14 42 15 19
pos_ NNS 30 44 46 25 51 32
pos_ NN 31 22 41 23 43 27
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bow_sung 32 26

bow__songs 33 28 54 32 60 62
pos_ NNP 34 50 53 49 55 49
bow__psalms 35 43 60 46 64 35
pos_JJ 36 5 66 36 66 67
bow_poems 37 40 36 38 37 52
bow_elegy 38 52 55 39 56 44
pos_period 39 6 | E 53 (1]
deprel _no_of inflected 40 61 56 47 49 50
topic_ poetry 41 42 44 51 42 47
pos_ CD 42 38 62 41 65 61
basic_ adjectives 43 60 63 54 61 60
basic_ poetryl00_compared 44 39 57 48 57 53
pos__comma 45 34 12 29 13 23
bow__ode 46 51 42 44 48 14
pos_TO 47 59 58 53 59 58
pos3gram_IN DT NNP 48 54 61 50 50 63
bow hymns 49 33 18 31 18 24
basic_ poetryb0_ compared 50 41 27 27 26 26
pos_ CC 51 36 47 40 41 34
basic_ verbs_ past 52 53 48 55 52 45
pos_ VBN 53 31 19 43 20 29
pos3dgram_ IN_NNP_NNP 54 66 52 64 54 59
pos3gram_IN NNP_ comma | 55 62 34 52 36 36
basic_nonpoetry50 compared | 56 47 31 35 24 21
basic_ nonpoetryl00__compared 57 48 64
basic_ pronouns

pos3gram_ DT NN_IN

basic__gerunds

bow verses

pos3gram_ NN _IN NN

punctuation_singlequotes

punctuation_hyphens

pos3gram_ period  TO DT

bow_poetical

bow__epistle

basic adverbs

bow_garland
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bow ballad

bow__hymn

bow lamentation

bow love
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