
HAL Id: tel-01440495
https://hal.inria.fr/tel-01440495v2

Submitted on 11 Jan 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Statistical Models for the analysis of ASL and BOLD
Magnetic Resonance modalities to study brain function

and disease
Aina Frau Pascual

To cite this version:
Aina Frau Pascual. Statistical Models for the analysis of ASL and BOLD Magnetic Resonance modal-
ities to study brain function and disease. Medical Imaging. Université Grenoble Alpes, 2016. English.
�NNT : 2016GREAM086�. �tel-01440495v2�

https://hal.inria.fr/tel-01440495v2
https://hal.archives-ouvertes.fr


THÈSE
Pour obtenir le grade de

DOCTEUR DE L’UNIVERSITÉ DE GRENOBLE
Spécialité : Mathématiques appliqués

Arrêté ministérial : 25 Mai 2016

Présentée par

Aina Frau Pascual

Thèse dirigée par Florence Forbes
et codirigée par Philippe Ciuciu

préparée au sein de l’Inria et du Laboratoire Jean Kuntzmann
et de Ecole Doctorale Mathématiques, Sciences et Technologies de
l’Information, Informatique

Statistical models for the analysis of
ASL and BOLD Magnetic Resonance
modalities to study brain function and
disease

Thèse soutenue publiquement le 19 Decembre 2016,
devant le jury composé de :

M. Thomas Nichols
Professor, University of Warwick, Rapporteur
Mme. Patrícia Figueiredo
Assistant professor, Instituto Superior Técnico Lisboa, Rapporteur
M. Jean-Yves Tourneret
Professeur des universités, Université de Toulouse, Examinateur
M. Jan Warnking
Chargé de recherche, Grenoble Institute de Neuroscience, Examinateur
Mme. Florence Forbes
Directeur de recherche, INRIA Grenoble Rhône-Alpes, Directeur de thèse
M. Philippe Ciuciu
Directeur de recherche, CEA Saclay, Co-Directeur de thèse





Abstract

Functional and perfusion imaging modalities are closely related since they both measure, directly or indirectly,
blood �ow in the brain. Functional Magnetic Resonance Imaging (fMRI) using the blood oxygen level dependent
(BOLD) contrast exploits the magnetic properties of blood (oxy- and deoxyhemoglobin) to measure local changes in
blood oxygen concentration in the brain. The neurovascular coupling allows us to infer brain function from fMRI
images. Perfusion MRI images the cerebral vascular system by directly measuring blood �ow. In particular, Arterial
Spin Labeling (ASL) does not need contrast agents; it uses spins of endogenous water protons as a tracer instead.
Usually ASL is used to probe the basal perfusion at rest. However, in the recent years, it has also been used as a
functional imaging modality (as fASL) by tracking task-related perfusion changes. In contrast to the standard BOLD
fMRI, results are quantitative, making this type of data attractive for use in clinical research.

This thesis focuses on the investigation of the fASL modality and the development of new methods to analyze it.
As previously done for BOLD data, a Bayesian framework is proposed for the analysis of fASL data. It provides a way
of modeling activation values and both hemodynamic and perfusion response functions as probabilistic variables in
the so-called joint detection estimation (JDE) framework. Bayesian models use a priori knowledge in the estimation
of unknown parameters through the speci�cation of probability distributions. In this work, we exploit this feature
to incorporate physiological information to make the estimation more robust. In particular, we use physiological
models based on the balloon model to derive a link between hemodynamic and perfusion responses and we turn this
link into a prior distribution to regularize the estimation of the responses. A Markov Chain Monte Carlo solution
with prior physiological knowledge has been �rst proposed for the estimation of the quantities contained in the
fMRI signal. Since the computational cost of this algorithm is very high, we then reformulate the problem to use a
variational expectation maximization approach that provides a much faster algorithm with similar results. The use
of priors and constraints in this setting is also more straightforward.

These methods have been evaluated on two di�erent datasets using event-related and block designs with very
simple experimental tasks. We show the performance of the methods investigated in comparison to standard
methods at the subject and group levels. Experimental results show the utility of using physiological priors for
improving the recovery of a perfusion response function. They also demonstrate that BOLD fMRI achieves better
sensitivity to detect evoked brain activity as compared to fASL although fASL gives a more localized activation,
which is in line with the existing literature. From the results, we discuss the impact of the modelling of spatial
correlation, as well as the impact of the estimation of temporal responses.

This work proposes new methodological contributions in the study of a relatively new fMRI modality that is
functional ASL, and puts it into perspective with the existing techniques. Thus, we provide new tools for the
neuroscienti�c community to study and understand brain function. These tools have been implemented in python
in the PyHRF package.





Résumé

Les modalités d’imagerie fonctionnelle et de perfusion sont étroitement liées car les deux mesurent, directement
ou indirectement, le débit sanguin cérébral. D’une part, en utilisant le contraste BOLD (Blood-Oxygen-Level-
Dependent), l’imagerie fonctionnelle par résonance magnétique (IRMf) exploite les propriétés magnétiques du sang
(oxy et désoxyhémoglobine) pour y mesurer les changements locaux de concentration en oxygène: ce couplage
neurovasculaire permet de déduire le fonctionnement du cerveau à partir des images IRMf. D’autre part, l’IRM
de perfusion re�ète le fonctionnement du système vasculaire cérébral en mesurant directement le débit sanguin
cérébral. En particulier, l’IRM du marquage de l’eau artérielle (ASL) n’a pas besoin d’agents de contraste: le
traceur est remplacé par des spins de protons endogènes d’eau. Habituellement l’ASL est utilisée pour mesurer la
perfusion basale au repos. Toutefois, ces dernières années, il a également été utilisé comme une modalité d’imagerie
fonctionnelle (comme la fASL) en mesurant les variations de perfusion cérébrale induites par la réalisation de tâches
cognitives. Contrairement à l’IRMf standard basée sur le contraste BOLD, les résultats sont quantitatifs, ce qui rend
ce type de données intéressantes pour son utilisation dans la recherche clinique.

Cette thèse porte sur l’étude de la modalité fASL et sur le développement de nouvelles méthodes pour l’analyser.
Comme précédemment réalisé pour les données BOLD, un cadre bayésien est développé pour l’analyse des données
fASL. Il fournit un moyen de modéliser les valeurs d’activation et les fonctions de réponse hémodynamique et
de perfusion en tant que variables probabilistes dans l’approche de Détection-Estimation Conjointe. Les modèles
bayésiens utilisent une connaissance a priori pour l’estimation des paramètres inconnus à travers la spéci�cation
de distributions de probabilité. Dans ce travail, nous exploitons cette fonction pour incorporer au modèle des
informations physiologiques, a�n de rendre l’estimation plus robuste. En particulier, nous utilisons des modèles
physiologiques basés sur le modèle de ballon pour obtenir un lien entre les réponses hémodynamiques et de
perfusion, puis nous utilisons ce lien dans une distribution a priori pour régulariser l’estimation des réponses.
En utilisant information physiologique a priori, une solution de type Markov Chain Monte Carlo (MCMC) a été
proposée pour l’estimation des quantités contenues dans le signal IRMf. Étant donné que le coût de calcul de cet
algorithme est très élevé, nous reformulons le problème pour utiliser une approche variationnelle (VEM) qui fournit
un algorithme beaucoup plus rapide avec des résultats similaires. Dans ce cadre, l’introduction d’information a priori
et de contraintes est également plus simple.

Ces méthodes ont été évaluées sur deux ensembles de données di�érentes en utilisant des paradigmes
événementiels et du bloc, pour des tâches cognitives très simples. Nous montrons les bonnes performances
des méthodes proposées par rapport aux mèthodes standards, au niveau des sujets et du groupe. Les résultats
expérimentaux montrent que les probabilités a priori physiologiques améliorent l’estimation d’une fonction de
réponse de perfusion. Ces résultats démontrent également que le contraste BOLD a une meilleure sensibilité pour
la détection de l’activité cérébrale évoquée que fASL, bien que la fASL donne une activation plus localisée, ce qui
est conforme à la littérature existante. A partir de ces résultats, nous discutons l’impact de la modélisation de la
corrélation spatiale, ainsi que l’impact de l’estimation des réponses temporelles.

Ce travail propose de nouvelles contributions méthodologiques pour l’étude de la fASL, et les met en perspective
avec les techniques existantes. Ainsi, nous proposons de nouveaux outils pour la communauté neuroscienti�que,
mis en œuvre en python dans le package PyHRF, pour étudier et comprendre le fonctionnement du cerveau.
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1 Introduction

Neuroimaging techniques allow the in vivo study of brain function. In
particular, functional Magnetic Resonance Imaging (fMRI) measures the
changes induced by cerebral activity. The most widely used fMRI modality
is BOLD for blood-oxygen-level-dependent [Ogawa et al., 1990] and, as the
name indicates, it re�ects the changes in oxygen concentration in the blood.
When there is brain activity, oxygen is consumed and its concentration in
the blood decreases; then there is an in�ow of oxygenated blood to replenish
the tissue, increasing blood oxygen concentration. Deoxygenated blood
causes magnetic distortions that can be measured by an MRI scanner. For
this reason, it is said that BOLD is an indirect measure of cerebral activity:
it is a complex re�ection of underlying physiological changes in oxygen
consumption, and cerebral blood �ow and volume [Buxton et al., 2004].

BOLD is one of the most used functional imaging modalities because it
is non-invasive, non-ionizing, and it gives access in vivo to brain activity
with a relatively high spatial resolution. To detect evoked activity, it relies
on the contrast between di�erent experimental conditions or between an
experimental condition and a baseline, and in subsequent statistical analysis
to assess the signi�cance of this activation. BOLD does not give access
to true physiological parameters such as cerebral blood �ow or cerebral
blood volume, but rather measures a mixture of these quantities that is
di�cult to untangle (except in some speci�c experimental setup where one
can measure the cerebral metabolic rate of oxygen CMRO2). For these
reasons, BOLD is a very interesting tool in neuroscience, but in general it is
not widely used for clinical applications. It cannot detect chronic changes
in the baseline states [Buxton, 2013], as it is the case for normal ageing
[Gauthier et al., 2013, Fabiani et al., 2014] and pathologies like Alzheimer’s
disease [Cantin et al., 2011] or Stroke [Attyé et al., 2014, Krainik et al.,
2005]. In order to introduce functional imaging in clinical practice there
is a need for accurate estimates of physiological parameters as cerebral
blood �ow (CBF) and volume (CBV), oxygen extraction fraction (OEF) or
cerebral metabolic rate of oxygen (CMRO2). This can be achieved with
perfusion MRI techniques, since they image the vascular system by directly
measuring blood �ow. In particular, Arterial Spin Labeling (ASL) [Williams
et al., 1992, Detre et al., 1992] does not need contrast agents: it uses spins
of endogenous water protons as a tracer instead. ASL, as opposed to BOLD,
provides a direct and more localized quantitative measurement of the CBF
in absolute values, since the link between ASL and CBF has been described
in the literature [Buxton et al., 1998b, Alsop et al., 2015]. This allows a
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direct comparison between subjects, experiments and pathological/non-
pathological population groups.

ASL is non-invasive, as opposed to other perfusion techniques, and
highly reproducible [Wang et al., 2011b, Grade et al., 2015]. For these
reasons, it is an emerging technique in clinical practice [Golay and
Guenther, 2012] for its use in cerebrovascular diseases (e.g. Stroke),
dementia [Wolk and Detre, 2012, Detre et al., 2012] or neuro-oncology
[Grade et al., 2015]. The fact that it is non invasive makes it especially
suitable for pediatric populations [Wang et al., 2003, Detre et al., 2012]. It
has also been used in pharmacological MRI for drug studies [Chen et al.,
2011, Detre et al., 2012]. When used in the context of functional MRI, ASL
measures baseline CBF and CBF responses to stimuli [Liu and Wong, 2005,
Mumford et al., 2006, Raoult et al., 2011].

This thesis focuses on the investigation of functional ASL (fASL)
modality and the development of new methods for its analysis. This
modality could give valuable information on brain function and so far has
not been fully exploited in clinical research. Compared to the standard
BOLD fMRI, the signal-to-noise ratio (SNR) and thus the spatio-temporal
resolution of fASL data are limited, making its analysis a substantial
challenge [Yang, 2002, Liu and Brown, 2007].

A Bayesian framework is proposed for the analysis of fASL data.
It provides a way of modelling activation levels and hemodynamic and
perfusion response functions as probabilistic variables in the so called
Joint Detection Estimation (JDE) framework [Makni et al., 2008, Vincent
et al., 2010, Chaari et al., 2013]. This way, we can account for di�erences
in these quantities across the brain and obtain a quanti�cation of their
uncertainty. Bayesian models use a priori knowledge to compensate for
the ill-posedness of the inverse JDE problem when it is formulated in the
maximum likelihood sense. We can therefore incorporate physiological
models such as the Balloon model to make the estimations more robust.
In this work, it has been done through the derivation of a link between
hemodynamic and perfusion responses from physiological models as the
Balloon model [Buxton et al., 1998b, Friston et al., 2000], and its use as a
prior in our Bayesian setting.

A Markov Chain Monte Carlo (MCMC) solution as in [Vincent et al.,
2013a] has been �rst proposed in this thesis for the estimation of the
quantities contained in the ASL fMRI signal. The �rst contribution of this
thesis is the study of the use of physiological models as prior knowledge to
facilitate the estimation of task-related perfusion and its temporal response,
which is especially di�cult to recover [Vincent et al., 2013a]. However,
the computational load of this algorithm makes the estimation very time-
consuming. For this reason, in a second contribution the problem is
recast in a Variational Expectation Maximization (VEM) framework, which
provides a much faster algorithm with similar results. The use of priors and
constraints in this setting is also more straightforward.

These methods have been evaluated in two di�erent datasets: AINSI,
which uses event-related design, and HEROES, which uses block design.
The acquisition of the HEROES dataset was performed in the context of
this thesis and it contains BOLD, fASL and ASL data. Both datasets rely
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on very simple tasks (visual, auditory and motor) as a way to validate
the proposed methods in well known brain regions. With these datasets
we show the performance of the methods investigated in comparison to
standard methods at the subject and group levels.

This thesis proposes new methodological contributions in the study of
a relatively new fMRI modality that is functional ASL, and puts it into
perspective with the existing techniques. Thus, we provide new tools for the
neuroscienti�c community to study and understand brain function. These
tools have been implemented in python in the PyHRF package, an open-
source package available on github1. 1 github.com/pyhrf/pyhrf

1.1 Manuscript structure

In the �rst chapter, we give an insight into functional and perfusion MRI,
and what we want to measure with them. We �rst introduce the way the
brain functions at a cognitive level and at a vascular level, and how this is
linked through the neurovascular coupling. We also introduce the models
that have been proposed in the literature to explain the neurovascular
coupling. We summarize the existing neuroimaging techniques, focusing
on the ones that are going to be used in the context of this thesis: BOLD
fMRI and functional ASL.

In the second chapter, the classical methods used for the analysis of
functional MRI are presented. We focus on the general linear model (GLM)
and the statistical tests performed on the results. We also introduce the
methods for HRF estimation. The same methods are used in the analysis of
ASL fMRI, by adapting them to the particularities of the ASL signal.

In the third chapter, we introduce Bayesian inference and the methods
used in the context of this thesis: Markov Chain Monte Carlo (MCMC)
and Variational Expectation Maximization (VEM). As an application of
these methods, we introduce the already existing Joint Detection Estimation
(JDE) approach for the analysis of BOLD fMRI data.

In the fourth chapter, we introduce the JDE approach for ASL data
analysis in its MCMC solution. The proposed model considers the inclusion
of a physiological prior derived from the extended Balloon model and the
hemodynamic model. Results on the AINSI dataset, with event-related
design ASL data, are presented.

In the �fth chapter, a VEM solution to the JDE approach is presented
for the analysis of functional ASL. The MCMC and VEM corresponding
solutions are also compared, using the AINSI dataset.

In the sixth chapter, we present di�erent versions of the Balloon and
hemodynamic models, and try to evaluate their impact as well as the
impact of the physiological parameters when injecting them in the JDE
physiological prior for the analysis of ASL data.

In the seventh chapter, the HEROES dataset, a dataset acquired in
the context of this thesis, is presented and it is analysed using the tools
developed and explained in the previous chapters. Results are compared to
the results found using classical methods.
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1.2 Summary of contributions

In the context of this thesis, several contributions have been made in the
analysis of BOLD and ASL fMRI data. The implementations can be found
in the PyHRF toolbox2. 2 github.com/pyhrf/pyhrf

Hemodynamically informed parcellation of BOLD fMRI

The analysis of BOLD fMRI data with the Joint Detection Estimation (JDE)
approach needs the previous parcellation of the brain in hemodynamically
homogeneous parcels. Usually we use functional atlases or we compute
a functional parcellation of the brain from preprocessed fMRI time series
using dedicated tools [B. Thirion et al., 2006, Thirion et al., 2014].

In this work, we attempt a fast hemodynamically based parcellation
for its use prior to JDE inference. We propose a two-step approach
consisting �rst of hemodynamics feature extraction, in which a general
linear model (GLM) is used to discriminate hemodynamic information,
followed by a parcellation of these features. Since there is a lack of
hemodynamic information in the non-active voxels, the idea is to enforce
grouping these uncertain voxels with neighbouring activating voxels. We
want to avoid parcels that split active from non-active voxels in two classes
because in the JDE prior model we assume both activation states in a parcel.

This contribution can be found in section 4.7.1.

BOLD VEM multiple-session extension of the JDE approach

The fast solution of the JDE approach for BOLD fMRI presented in [Chaari
et al., 2013] uses a variational expectation maximization (VEM) algorithm
and considers a single session of BOLD data. [Chaari et al., 2013] shows
the faster performance of this algorithm with respect to the Markov Chain
Monte Carlo (MCMC) approach presented in [Makni et al., 2008, Vincent
et al., 2010], with similar results. In fMRI, usually several sessions are
acquired for the same subject to be able to compare them or combine
them. In [Badillo et al., 2013b], a multiple-session extension of the JDE
approach has been proposed to analyse several sessions together. The
solution proposed uses MCMC and considers that the response levels have
a mean value per condition and a common variance between sessions.

In the context of this thesis, a VEM solution of this extension has been
implemented following the considerations made in [Badillo et al., 2013b].
Experimental results have shown that the solution of the multiple-session
VEM is not very di�erent from the average of the results computed with
single session VEM. For this reason, we propose a heteroscedastic version
of the multiple-session VEM. It amounts to considering session-speci�c
variances. The goal is to be able to weight the importance of the di�erent
sessions so as to diminish the contribution of any potential noisy session to
the �nal parameter estimates.

This contribution can be found in section 4.8.
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Derivation of a physiological link between PRF and HRF functions

The Balloon model [Buxton et al., 1998b], extended in [Friston et al., 2000],
is a physiological model that links neuronal and vascular processes by
considering the capillary as a balloon that dilates under the e�ect of blood
�ow variations. [Buxton et al., 1998b] proposed an expression that links the
BOLD response to the physiological quantities in the Balloon model. By
linearizing the system of equations that this model describes, we derive a
linear operator that links perfusion and hemodynamic responses. The linear
operator that links perfusion and hemodynamic responses gives us a new
tractable tool for analyzing the ASL signal.

This contribution3 can be found in section 5.2. 3 This contribution was started by
J. Sloboda, as part of her master
thesis.Physiologically informed ASL MCMC solution

[Vincent et al., 2013a] proposes a JDE approach for the analysis of ASL data
using MCMC. Perfusion component results using this approach were not
completely satisfying, due to the fact that ASL is a very noisy signal and
its perfusion component is really small. In this work, we introduce the
linear operator linking hemodynamic and perfusion components as a priori
knowledge in the ASL JDE approach presented in [Vincent et al., 2013a].
Di�erent ways of introducing this prior are investigated.

This contribution can be found in chapter 5.

Physiologically informed ASL VEM solution

The MCMC solution of JDE proposed in [Vincent et al., 2013a] is very
computationally demanding. For this reason, following the lead of [Chaari
et al., 2013] in the analysis of BOLD data, a variational expectation
maximization (VEM) solution is derived for functional ASL data. This
solution gives a similar performance with a much lower computational cost.
The use of physiological priors and the introduction of constraints in the
norm of the response have also been investigated for this solution.

This contribution can be found in chapter 6.

Physiological models comparison for the analysis of ASL fMRI data

The physiological linear operator derived from the extended Balloon model
contains a set of parameters that have to be �xed. We usually �x them
relying on physiological parameters described in the literature. Moreover,
di�erent versions of the extended Balloon model exist. In this work, we
compare di�erent physiological models and parameters to see their impact
in the JDE estimates, when using the physiological prior in the JDE MCMC
algorithm. We observe that the results are the same no matter which model
or set the parameters we use. However, the setting chosen impacts the
convergence of the solution. This allows us to conclude that the set of
physiological parameters has more impact than the model version being
used. For the data used, we conclude that the best set of parameters are
the ones proposed in [Khalidov et al., 2011]. This information is valuable
in itself and in future work we would like to be able to estimate these
physiological parameters from the data as in [Mesejo et al., 2015, 2016], and



6 Introduction

use them to improve the convergence of JDE.
This contribution can be found in chapter 7.

Validation of the methods developed

A data set with a mini-block experimental design was acquired and analysed
in the context of this thesis. We analyse the performance of the JDE VEM
method for BOLD and ASL, and we put it into perspective with the classical
GLM approach, at subject and group levels. In this context, we show the
impact of the spatial modelling in JDE through a Markov random �eld with
respect to the spatial smoothing in GLM. We also analyse the e�ect of the
modelling of temporal responses in JDE. Cerebral blood �ow quanti�cation
is also investigated.

This contribution can be found in chapter 8.
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2 Introduction to perfusion and

functional imaging

The study of the human brain has been one of the challenges of
neuroscience since the 19th century, and still is. Evidence of this is the
large number of initiatives that have been created during the last years
to study brain function: Human Brain Project, the BRAIN initiative, Blue
Brain Project...

The brain is the centre of the central nervous system and it centralizes
the control over the other organs of the body. It is composed by neurons
and glia (see �gure 2.1), cells that provide support to the neurons. Neurons’
signal is transmitted by electrical impulses along their axons in the form of
electrochemical pulses called action potentials. They communicate with
other cells via synapses, membrane-to-membrane structures that permit
to pass an electrical or chemical signal between the cells. Neuron bodies
together with capillary blood vessels form gray matter tissue and neuron
axons form white matter tissue. Gray matter is associated with processing
and cognition.

Figure 2.1: Neuron structure:
nucleus, dendrites, axon. They
communicate through synapse.
Glia cells provide support to
neurons.
http://www.fmcpaware.org

The brain uses huge amounts of energy for an organ of its size, and for
this reason the blood supply never stops. A lack of blood would lead to the
damage or death of tissue. The arterial blood arriving to the brain comes
from the two internal carotid arteries and the two vertebral arteries. They
meet in the Willis polygon (see �gure 2.2), a circle that then gives rise to
other arteries that bifurcate and arrive to all regions of the brain. There
is also a venous drainage system to drain non oxygenated blood and other
damaging substances.

Figure 2.2: The circle of Willis
allows all parts of the brain to
receive blood even if the supply
from one of the major arteries is
compromised.

www.kenhub.com

2.1 Neurovascular coupling

Most of the energy that the brain consumes is spent in the �ring of action
potentials, that trigger neuro-transmission from one neuron to another, and
in synaptic activity. Some energy is also spent in inhibitory activity to
stabilize the neuron membrane potential [Buxton, 2013]. All this energy
comes from the transformation of adenosine triphosphate (ATP) when it
loses a phosphate. ATP is generated by an oxidative metabolism of glucose:
glucose and oxygen are transformed into CO2 and ATP [Buxton, 2013]. That
is the reason why glucose and oxygen supply is crucial for brain function.
If the supply is not adequate brain tissue can die and, since the oxygen
concentration in tissue is quite low, the supply has to be continuously
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maintained. Glucose and oxygen are delivered by blood �ow, and with it
CO2 is also diluted. Cerebral blood �ow (CBF) is the volume of arterial
blood delivered to the tissue element by minute (ml/100g/min).

The brain controls the increase in blood �ow to active regions with
neurovascular coupling mechanisms, that can be di�erent depending on
the amount of energy and how it is used. As opposed to what it was
thought, there is no metabolic signal that triggers blood �ow depending
on blood oxygen or CO2 concentration [Attwell et al., 2010]. The way it is
controlled is through neurotransmitter-mediated signalling [Attwell et al.,
2010]. Neurons and astrocytes may act on arteriole smooth muscle cells
(see Fig. 2.3), releasing molecules that dilate or constrict them to increase
or decrease blood �ow. Pericytes are thought to control the diameter of
capillaries [Huneau et al., 2015].

Figure 2.3: Scheme representing
neurovascular coupling.
Colored arrows represent the
relationship between di�erent
activities: neurons, glia, smooth
muscle cells, pericytes, and
blood �ow. Molecules that
they release to increase or
decrease blood �ow: NO,
nitric oxide; PG, prostaglandin;
AA, arachidonic acid; EET,
epoxyeicosatrienoic acids; K,
potassium. Acknowledged from
[Huneau et al., 2015].

Neurovascular coupling is an active area of study and the exact
mechanisms are still unclear. [Iadecola and Nedergaard, 2007] provides
a review on neurovascular coupling. Evidence suggests [Huneau et al.,
2015] that neurovascular coupling can be modi�ed in cerebrovascular and
degenerative disorders [Cantin et al., 2011], in intracranial and extracranial
vascular disorders [Hamzei et al., 2003] or after ischemic stroke [Krainik
et al., 2005].

2.1.1 Oxygen metabolism

Oxygen plays a key role in brain function since it is combined with glucose
to create ATP, which is a source of energy. For this reason, oxygen
consumption (CMRO2) is used as an indicator of energy consumption and
therefore brain activity. Since oxygen is di�cult to carry, it is bind to
hemoglobin and carried through the vasculary system. In blood, there is
an equilibrium between oxygen dissolved in plasma and oxygen bind to
hemoglobin. When oxygen from the plasma di�uses into the tissue, this
equilibrium is broken and hemoglobin compensates by leaving oxygen into
the plasma [Buxton, 2013]. This way, oxyhemoglobin (hemoglobin carrying
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oxygen) becomes deoxyhemoglobin (hemoglobin not carrying oxygen), and
the ratio of oxygenated and deoxygenated blood changes.

Since deoxyhemoglobin is paramagnetic, it alters the magnetic
susceptibility of blood. The di�erence in susceptibility between
blood vessels and the surrounding tissue creates local magnetic �eld
distortions [Ogawa et al., 1990].

The fraction of oxygen molecules delivered to the capillary bed is the
oxygen extraction fraction (OEF). According to [Buxton et al., 2004], it
relates to the other quantities in steady state as CMRO2 “ OEF ¨
rO2sa ¨ CBF, where rO2sa is the arterial oxygen concentration. With
neural activation, the increase in CBF is approximately twice the oxygen
consumption, which causes a decrease in OEF, assuming that rO2sa is kept
constant.

2.2 Imaging perfusion and brain function

Functions associated with the di�erent areas of the brain have been studied
for a while now [Brodmann, 2007] (see �gure 2.4).

Figure 2.4: Functions associated
to di�erent areas of the brain:
(1) visual; (2) association; (3)
motor function as voluntary
movement; (4) Broca’s area for
control of muscles of speech;
(5) auditory; (6) emotional; (7)
sensory association; (8) olfactory;
(9) sensory; (10) somatosensory
association; (11) Wernicke’s area
for written and spoken language
comprehension; (12) motor
function as eye movement and
orientation; (13) higher mental
functions as planning, emotions,
judgement, creativity...; (14) motor
functions in the cerebellum as
coordination, balance, equilibrium
and posture.
Credit: Nucleus Medical Art,
Inc./Getty Images. http://dana.orgThe development of neuroimaging techniques allowed the neuroscienti�c

community to study brain function in vivo, in the healthy and pathological
conditions. Since brain function is related to blood oxygen supply, the
access to blood perfusion (the arrival of blood supply to a tissue) with
neuroimaging is also an important tool for brain research. Di�erent
imaging techniques have been developed following di�erent principles,
and they are called functional or perfusion imaging depending on which
principle they use. Because of the relationship between function and blood
oxygen supply, perfusion and functional imaging are closely related, and
this complementarity can be used to access more accurate measurements.
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Some of the mostly used functional imaging techniques are sensitive
to indirect changes in blood oxygenation, or measure direct or indirectly
electrical activity:

• Near-infrared spectroscopy (NIRS)monitors blood hemoglobin levels
and detects changes in its concentration associated with neural activity
through the determination of optical absorption coe�cients. The
absorption of light in the near-infrared region of the electromagnetic
spectrum („ 700´ 2500 nm) re�ects blood hemoglobin levels. It is non-
invasive, non-ionizing, and the equipment is not expensive. However,
it is di�cult to interpret, requires a complex calibration, and measures
signals only close to the outer layer of the cortex.

• Electroencephalography (EEG) records electrical activity of the brain
with electrodes placed along the scalp. It measures voltage �uctuations
resulting from ionic current within the neurons of the brain. It is usually
non-invasive, although invasive electrodes can be also used in speci�c
applications (stereotactic EEG). It has a high temporal resolution but
a poor spatial resolution (order of ms and cm). The currents near the
scalp are easier to detect. Its acquisition can be combined with fNIRS as
illustrated in �gure 2.5.

Figure 2.5: fNIRS and EEG can be
acquired simultaneously.

nirx.net

• Magnetoencephalography (MEG) records magnetic �elds produced
by neural electrical activity using very sensitive magnetometers and
gradiometers (�gure 2.6). It has a high temporal resolution (order of ms)
and a low spatial resolution (order of cm), although better than in EEG.
EEG and MEG can be measured simultaneously.

Figure 2.6:
Magnetoencephalography (MEG)
acquisition. At Neurospin, CEA
Saclay.

http://i2bm.cea.fr

• BOLD functional MRI (fMRI) measures blood-oxygen-level
dependent (BOLD) changes, which are indirectly related to brain activity.
It is non-invasive, it has relatively good spatial resolution (order of mm)
and it has access to all brain regions. However, the temporal resolution
is not very high (order of s) compared to EEG or MEG.

Other imaging techniques can get quantitative results by measuring
physiological quantities such as brain perfusion: the arrival of blood supply
to a tissue. Perfusion quanti�cation has been proven to be useful for clinical
use, in the study and treatment of vascular diseases. Several perfusion
imaging techniques are available for the human brain, although most of
them need the use of a contrast agent and are therefore invasive.

• Positron emission tomography (PET) detects, using a gamma
camera (see �gure 2.8), pairs of gamma rays emitted indirectly by
a tracer (a positron-emitting radionuclide) that is injected in the
subject being scanned. Tissue metabolic activity can be measured
using �udeoxyglucose (FDG) as tracer. The concentration of this
tracer, and therefore the level of gamma rays, re�ects brain activity
since concentration of blood also increases locally with brain activity
(�gure 2.7). PET provides a quantitative measure of physiology and it
is not sensitive to small movement, but it has very low spatio-temporal
resolution (order of min-hour, and 10 mm) and it is a ionizing imaging
modality. Usually, the tracer is injected once and it lasts around one hour
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in the case of FDG before the e�ect decreases. It can be also injected
continuously in a lower dose, although it is less common.

Figure 2.7: Positron emission
tomography (PET) scan.

wikipedia.org

• Single-photon emission computed tomography (SPECT) detects,
using a gamma camera, gamma rays emitted by a radio-tracer previously
injected in the subject. In functional brain imaging, the gamma-emitting
tracer used (99mTc-HMPAO) is absorbed by brain tissue in a manner
proportional to blood �ow, and blood �ow re�ects brain activity. As in
PET, the radio-tracer is injected once for a functional experiment. The
resolution is similar to PET.

Figure 2.8: PET and CT scanner
that can be found at the Service
Hospitalier Frédéric Joliot (SHFJ).

http://i2bm.cea.fr

• Computed tomography (CT) perfusion consists of the dynamic
sequential scanning of a pre-selected region of the brain during the
injection of a bolus of iodinated contrast material as it travels through
the vasculature.

• Dynamic susceptibility contrast imaging (DSC-MRI) consists of the
injection of Gadolinium contrast agent and the posterior fast acquisition
of T2*-weighted magnetic resonance images, dominated by transversal
relaxation (see section 2.3). The Gadolinium reduces the T2* intensity in
tissues depending on its local concentration. It can be used to measure
cerebral blood volume and blood �ow. DSC-MRI was used for the �rst
functional MRI experiment ever done [Kwong et al., 1992].

• Dynamic contrast-enhanced MR perfusion (DCE-MRI) consists of
the injection of Gadolinium contrast agent and the posterior acquisition
of fast T1-weighted MR images, dominated by longitudinal relaxation
(see section 2.3). It re�ects tissue perfusion, vessel permeability, and
extravascular-extracellular space (space between neuron and vessel).
Spatial and temporal resolutions of DCE-MRI and DSC-MRI are of the
order of mm-cm, and minutes, respectively.

• Arterial spin labelling (ASL) uses magnetically labelled blood as an
endogenous tracer while acquiring T2*-weighted images. Magnetically
labelled and non-labelled volumes can be subtracted to measure
perfusion. Many volumes are acquired and averaged to get a clear
measure of perfusion, that can be quantitative. Compared to other
perfusion techniques, it is non-invasive and non-ionizing. Vasoreactivity
experiments can be carried out to study CBF changes [Nöth et al., 2006,
Pollock et al., 2009, Krainik et al., 2013, Villien et al., 2013]. The functional
version of ASL, functional ASL (fASL), adds the task performance while
the acquisition of images is done. Spatial and temporal resolutions are
lower than in BOLD imaging, although in the same order of magnitude.

In this work, we focus on BOLD and fASL functional MRI modalities.

2.3 Magnetic Resonance Imaging (MRI)

Magnetic Resonance Imaging (MRI) uses nuclear magnetic resonance
(NMR): a proton inside a magnetic �eld aligns its spin with the magnetic
�eld vector and can absorb and re-emit electromagnetic radiation (a radio-
frequency or RF pulse) at the precessing1 frequency. This frequency is

1 precess: change in the orientation
of the rotational axis of a rotating
body
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called Larmor frequency and it depends on the static magnetic �eld and
the nucleus itself through the gyromagnetic ratio: w0 “ γB0, where B0 is
the magnetic �eld vector (see �gure 2.9) and γ the gyromagnetic ratio of
the nucleus. The gyromagnetic ratio can be computed as γ “

q
2m , where q

is its charge and m is its mass. The proton emits energy until it aligns again
with the magnetic �eld. This process is called relaxation.

Figure 2.9: Proton spins align
with the magnetic �eld vector B0.
They precess at a frequency that
depends on this magnetic �eld
w0 “ γB0.

In MRI, a large cylindrical magnet creates a magnetic �eld around the
subject, that is placed inside (see MRI scanner in �gure 2.10). Then, radio
waves are sent and their echo signals are collected and used to construct an
image. A space encoding is used to ensure that each point in space has a
speci�c radio frequency at which the signal will be sent and received.

Figure 2.10: 3T MRI scanner that
can be found at Neurospin, CEA
Saclay.

Figure 2.11: T1 (left) and T2-
weighted (right) images. The
contrast of the tissues is di�erent:
in T1-weighted images fat and
white matter is bright, and in T2-
weighted images grey matter and
cefalospinal �uid are bright.

casemed.case.edu

The strength of the signal depends on the proton density (PD) in the
tissue, the longitudinal relaxation time T1 and the transversal relaxation
time T2. How these parameters contribute to the image intensity depend
on the pulse sequence used: it can highlight di�erent tissue properties and
re�ect di�erent contrasts. This depends on two acquisition parameters:
repetition time (TR) and echo time (TE) of the scan.

• TR is the time between successive RF pulses: if short, protons from
tissues with longer T1 will not have fully relaxed before the next
measurement and the signal from this tissue will be lower. As a
consequence, tissues with shorter T1 will have a higher transverse
magnetization amplitude after the next excitation.

• TE is the time at which the signal is measured: if short, the amount of
dephasing that can occur in tissues where protons are constrained by
structures (white and grey matter) is reduced. If TE is long enough (but
not too long or signal disappears) di�erences in transverse relaxation
will alter tissue contrast. This is called T2 e�ect.

For getting T1-weighted images, a short TR (ă 500 ms) and short TE (ă
30 ms) are used. For a T2-weighted image, a long TR (ą 1500 ms) and long
TE (ą 90 ms) are used. The transverse magnetization contains e�ects of
macroscopic di�erences in the magnetic �eld, and intra- and intermolecular
di�erences in the magnetic �eld. The second e�ect corresponds to the
T2 value of the tissue, and the combination of both corresponds to the
T2* value. T2* value can capture magnetic inhomogeneities as the BOLD
e�ect. Note that only speci�c NMR pulses allow to perform T2 imaging,
namely spin echo (SE) sequences, which are pretty slow. Faster NMR
sequences rely on the gradient echo (GE) principle and give you access
to the T2* measurements. Figure 2.11 shows how T1-weighted and T2-
weighted images look like.

2.4 Functional MRI

In functional MRI, brain images are acquired while a subject placed inside
the scanner is performing some task or is submitted to some sort of
stimulus. One stimulus or task represent a condition in our experimental
design. They have to be carefully chosen depending on the test we want
to perform. Designs are usually based on the subtraction of di�erent
conditions as a way to re�ect di�erences in cognitive processes. We can
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also compare a condition with rest, although it is better to use a controlled
baseline condition. Designs can be event-related, consisting of very short
and isolated stimulus presentation; or block, consisting of the repeated
presentation of a condition during a certain amount of time (e.g. „ 30 sec).
Although it is easier to interpret and control event related designs since we
can have many stimulus randomized, their statistical power for detecting
evoked brain activity is much lower than block designs. Sometimes mini-
block („ 10 s) designs are used as a compromise between the two.

The term fMRI usually refers to task fMRI. However, there are other
modalities as resting state fMRI (rs-fMRI), that measures brain function at
rest and does not involve the performance of a task.

2.4.1 Blood Oxygen Level Dependent fMRI

Blood Oxygen Level Dependent (BOLD) signal [Ogawa et al., 1990]
measures the ratio between oxy and deoxy-hemoglobin. Both hemoglobin
states have di�erent magnetic properties and when there is an increase of
deoxyhemoglobin in blood, as it is the case when oxygen is consumed due
to neural activity, the magnetic susceptibility of blood is altered compared
to the surrounding tissue. This creates local magnetic inhomogeneities
that decrease BOLD signal. Then an in�ow of oxygenated blood, much
higher than the oxygen consumed, changes this ratio again and BOLD
signal increases (�gure 2.12). The oversupply of oxygen leads to a more
oxygenated venous blood. That is why we talk about BOLD e�ect as a
venous e�ect.

Figure 2.12: The BOLD signal
measures the ratio between oxy-
and deoxy-hemoglobin in the
blood. This ratio changes during
brain activity.

BOLD signal changes with respect to baseline depend on simultaneous
changes in cerebral blood �ow (CBF), cerebral blood volume (CBV) and
oxygen consumption (CMRO2), and it is di�cult to separate these e�ects:
CBF increase causes a decrease of deoxyhemoglobin; oxygen consumption
increases deoxyhemoglobin; venous CBV increase causes an increase
of deoxyhemoglobin; and arterial CBV increase causes a decrease of
deoxyhemoglobin. For this reason, BOLD is an indirect e�ect of neural
activity. See [Buxton, 2013, Logothetis and Wandell, 2004, Logothetis et al.,
2001] for further explanations.
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Figure 2.13: Hemodynamic
response function generated
with the di�erence of 2 Gamma
functions.

The response that re�ects all these simultaneous changes is called the
hemodynamic response function. Its canonical shape (�gure 2.13) peaks
around 5.5 seconds after neural stimulation, followed by an undershoot
around 10 seconds after the peak, and then it goes back to baseline. It
can have a small dip at the beginning of the response. It is usually
characterized by a parametrized function, namely the subtraction of two
Gamma functions since [Glover, 1999], adjusted from a set of auditory and
sensorimotor activity signals.
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In order to detect BOLD signal changes, we need acquisition times
smaller than the BOLD changing rates. For that reason, high speed
acquisition sequences such as echo planar imaging (EPI) are used. EPI
sequence allows the acquisition of a slice over a period of about 60 ms (single
slice TR) with a single RF pulse, although this comes at the expense of lower
spatial resolution (e.g. 2ˆ 2ˆ 2 mm3) compared to traditional and longer
sequences. A typical repetition time (TR), here between two consecutive
volumes, would be 2.4 seconds for 40 slices acquired in 60 ms each.
Using parallel imaging, compressed sensing or simultaneous multislice
acquisition, one can decrease the TR.

2.4.2 Arterial spin labelling

Arterial Spin Labelling (ASL) [Williams et al., 1992, Detre et al., 1992] uses
magnetically labelled blood as an endogenous tracer. The magnetic labeling
consists of an inversion of the magnetization of the water spins contained
in the blood of a certain region. The labelled region varies depending on
the ASL method. When magnetically labelled (or tagged) arterial blood
arrives to brain tissue, it causes magnetic disturbances that form the ASL
signal. For this reason, in contrast to BOLD, one say that ASL measures
an arterial e�ect. The perfusion signal lies on the di�erence between a
control and a magnetically tagged image (Mcontrol and Mtag respectively,
M for magnetization), that are acquired in a temporally interleaved manner
and form a time series. This di�erence (∆M) shows the movement of the
magnetically tagged molecules [Liu and Brown, 2007] (see also �gure 2.14):

∆M “ Mcontrol ´Mtag (2.1)

The control image is subtracted to remove the contribution of the static
tissue to the tag image. The intensity of the resulting perfusion image
can be then transformed into a quantitative regional cerebral blood �ow
measure. This measure will be therefore comparable between subjects,
experiments and pathological/non-pathological conditions. Depending on
how the magnetic tagging is done, there are di�erent ASL methods [Liu and
Brown, 2007].

Figure 2.14: ASL acquisition:
(1) Magnetic tagging of in�owing
arterial blood; (2) Image
acquisition; (3)-(4) Acquisition
of a control image; (5) ∆M is
proportional to regional CBF.

http://fmri.research.umich.edu

(a)

(b)

(c)

Figure 2.15: ASL tagging methods:
(a) pulsed, (b) continuous and (c)
velocity-selective. In the images,
the blue and yellow rectangles
indicate the imaging and tagging
regions, respectively. In (b) the
green rectangle indicates an RF
pulse applied during the control
image acquisition.

Pulsed ASL (PASL) [Edelman et al., 1994] uses short radiofrequency pulses
to invert the spins in a certain region (see �gure 2.15(a)). This method
has a high spin inversion e�ciency and does not need a high RF power,
but it depends on the coverage and B1 homogeneity of the RF �eld.

Continuous ASL (CASL) uses long RF pulses together with a constant
gradient �eld applied to a plane of spins (see �gure 2.15(b)). When
they are properly adjusted, they cause �ow-driven adiabatic inversion
[Williams et al., 1992]: the tagging of in�owing spins that move at a
certain velocity. During the control image acquisition, an RF pulse is
applied outside the brain to account for magnetic distortions caused by
the RF pulse. Distortions will be subtracted with the control image. This
method allows tagging closer to the acquired region, but needs high RF
power.
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Pseudo-continuous ASL (PCASL) [Garcia et al., 2005] is a compromise
between pulsed ASL and continuous ASL. It uses a train of rapidly
repeating low tip RF pulses and alternating sign magnetic �eld gradients.

Velocity Selective ASL (VS-ASL) [Wong et al., 2006] uses a RF and a gradient
pulse train to invert spins that �ow faster than a certain velocity. The
tagging is not space-dependent (see �gure 2.15(c)).

Figure 2.16: Acquisition scheme
for pulsed ASL: tag/control pulse
creates the bolus; at TI1 there is a
saturation pulse and tagged spins
keep arriving to the tissue; at TI2

the image is acquired; after a TR
there is a new volume acquisition.

In this work, we focus on pulsed ASL [Luh et al., 1999]. In this ASL
method, the tagging is usually done in the neck to tag the in�owing blood
from the carotid arteries. There is a tag/control pulse (see �gure 2.16) that
inverts the magnetization of the spins in the tagging region and then a
saturation pulse that allows to saturate to zero the tagged spins that are
still in the tagged region at time TI1. The tagged spins are perfused to the
brain while undergoing relaxation and they arrive to the blood vessels after
a transit time (∆t in Fig. 2.17). When they arrive to the tissue and they
exchange with the spins in the capillary bed, they alter the local tissue’s
longitudinal magnetization [Aguirre et al., 2005] (spins shift from T1blood to
T1tissue) and the perfusion signal increases. After the tagging stops (TI1)
and the last tagged spins arrive to the vessels (τ in Fig. 2.17), the signal
starts dropping. The tag image is acquired next at that moment (TI2). See
�gure 2.17. Figure 2.17: Magnetically labelled

spins are perfused to the brain
until they arrive to the vessels after
a transit time ∆t, and the perfusion
signal starts increasing. Then the
tagging is stopped and the spins
continue arriving to the vessels
until the last ones arrive at time
τ, and the perfusion signal starts
dropping. The image is acquired at
TI2.

The di�erence signal between tag and control states at image acquisition
time TI2 will be proportional to perfusion. The spins that were saturated
after TI1 will not contribute to the signal: their magnetization was set to
zero with the saturation pulse, their relaxation will be di�erent to the tagged
spins and their signal will be cancelled by subtraction.

Control and tag images are acquired using an EPI sequence and two TR
are required to get 1 perfusion measurement by subtraction. Typical value
for TR is 3 seconds.

CBF quantification

For pulsed ASL, the link between CBF and the measured di�erence ∆M, is
described in [Alsop et al., 2015] (based on [Buxton et al., 1998a]) for QUIPS
II PASL imaging, as:

CBFrmL{100g{mins “
6000λ∆M
2αTI1M0

exp
ˆ

TI2

T1,blood

˙

(2.2)

where ∆M “ Mcontrol ´ Mtag is the averaged control-tag magnetization;
M0 is the relaxed magnetization; λ “ 0.9 mL/g is the averaged brain/blood
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partition coe�cient (T1 decay correction factor); α “ 0.98 is the labeling
e�ciency (tissue water exchange correction factor); T1,blood “ 1650 ms is
the longitudinal relaxation time of the blood at 3T. This model assumes that
all the tagged blood is delivered to the target tissue, that there is no out�ow
of labelled blood, and that the relaxation of the labeled spins is governed by
blood T1.

This scaling of the data is very sensitive to time and space changes, and
we need to consider the time di�erence between slices [Nöth et al., 2006].
It is recommended to be performed before any other preprocessings of the
data. Other recommendations when dealing with this data can be found in
[Alsop et al., 2015].

The relaxed magnetization (M0) can be measured in a separate scan
with a PD-weighted image with similar readout to ASL. Dividing by this
image, we correct for signal variations caused by RF coil inhomogeneities
and di�erences in transverse relaxation. When the TR is lower than 5 s,
we multiply the PD-weighted image by 1{p1´ expp´TR{T1,tissueqq, where
T1,tissue is assumed to be the T1 of gray matter, in order to correct for
longitudinal relaxation.

To measure voxelwise T1 values, T1 mapping can be performed. The
gold standard for T1 mapping is the Inversion Recovery method [Bydder
and Young, 1985]. However, other methods as the Variable Flip Angle
(VFA) method [Fram et al., 1987] have lower scan times and can be easily
introduced in an ASL sequence. VFA computes T1 value from two gradient
echo images acquired with di�erent �ip angles but the same TR. The
real value of these �ip angles is not uniform across brain regions due to
di�erences in the RF �eld. To account for this, VFA requires a previous B1
correction that can be performed with the Actual Flip Angle (AFI) method
[Yarnykh, 2007]. AFI determines the �ip angle distribution using two
signals with di�erent TR. Other scaling factors as λ can be also corrected
to account for regional di�erences in tissue and blood water content.

Typical gray matter CBF values are from 40 to 100mL/100g/min [Alsop
et al., 2015]. In pulsed ASL, an underestimation of gray matter CBF values
has been reported in the literature [Wang et al., 2011a, Figueiredo et al.,
2005].

2.4.3 Comparing BOLD and ASL

ASL and BOLD are related because both measure a BOLD e�ect. In the
case of ASL, it is present in the non-subtracted control/tag time series. In
ASL we need to perform the tagging before the acquisition and this takes
time („ 2 s). To compensate for this, the time spent in actually acquiring the
image is rather short („ 0.5 s) and this implies a quite low spatial resolution.
We also need to take into account that the perfusion in ASL is extracted from
the subtraction of two consecutive images (tag and control), so we have
one perfusion measure every two acquired images, and there is a time shift
between these consecutive images that needs to be considered. Therefore,
the spatial and temporal resolution of BOLD is higher than in ASL [Liu and
Brown, 2007]. ASL acquisition is also noisier than BOLD acquisition, due
to the fact that the TE used for ASL is not optimal for the BOLD contrast
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[Ogawa et al., 1993]. This makes the BOLD e�ect, which is present in both
modalities, easier to extract from a BOLD acquisition.

Although ASL faces many challenges, it is interesting because it gives a
quantitative measurement of absolute CBF without the need of any external
tracer. This means that the measurement is direct and closer to actual
neural activity: it measures arterial blood �ow. This translates into lower
inter-subject and inter-session variability [Tjandra et al., 2005, Leontiev and
Buxton, 2007, Raoult et al., 2011, Pimentel et al., 2013], and into a more
localized detection of neuronal activity [Luh et al., 2000, Tjandra et al., 2005,
Raoult et al., 2011, Pimentel et al., 2013]. BOLD and functional ASL have
been compared in experiments involving motor tasks [Raoult et al., 2011,
Pimentel et al., 2013], visual tasks [Leontiev and Buxton, 2007], and speech
tasks [Kemeny et al., 2005].

A general comparison of BOLD and ASL can be found in [Liu and Brown,
2007, Detre and Wang, 2002].

2.4.4 ASL and BOLD simultaneous measures

Simultaneous measurements of BOLD and ASL contrasts can provide
valuable information on neural activity and neurovascular coupling. From
a series of ASL images, perfusion and BOLD signals can be obtained by
subtracting or adding the control and labeled images, respectively, in the
same time series [Yang, 2002]. BOLD sensitivity can be increased by
acquiring a second longer echo time (TE) in the ASL acquisition, with a
longer echo having a TE closer to the T2* value of the tissue (e.g. 35 ms).
These time series will be BOLD, but will have the resolution of ASL [Barker
et al., 2013]. [Schmithorst et al., 2014] propose a simultaneous BOLD/ASL
acquisition method with PCASL by adding one or several acquisitions of
BOLD fMRI after the acquisition of the ASL volume. It decreases the
temporal resolution of ASL: additional 1.3 s per BOLD acquisition added.

2.5 Physiological models to explain brain function

The study of the processes underlying brain function is an active �eld
of research. With neuroimaging techniques, we get access to the living
human brain with a relatively poor spatial and temporal resolution. These
processes are better studied in animals with more invasive techniques. To
better interpret the signals that we get in fMRI, a better understanding
of what is happening and therefore of what we are actually measuring
is important. Mathematical models have been proposed to model the
neurovascular coupling and the oxygen consumption and BOLD e�ect. The
Balloon model [Buxton et al., 1998b] proposes the idea that blood vessels
work as a balloon that in�ates or desin�ates when cerebral blood �ow
changes as a function of brain activity. Cerebral blood �ow and balloon
volume changes cause changes in deoxyhemoglobin concentration in blood,
that are re�ected in the BOLD signal. Although this model is not exact
and its validity has been discussed [Drew et al., 2011, Lorthois et al., 2011],
it models quite well the response shapes of biophysical parameters. An
evaluation can be found in [Blanchard et al., 2011].
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The Balloon model does not explain the neurovascular coupling: the
process from neural activity to CBF changes. Several models have been
proposed [Huneau et al., 2015] to explain the neurovascular coupling and
have been validated on BOLD data:

Friston �ow model [Friston et al., 2000] proposes a neurovascular coupling
model to explain how neural activity produces variations in cerebral
blood �ow. It considers that arteriolar activity is generated by neural
responses and that it auto-regulates. Together with the Balloon model,
it explains the process from neural activity to BOLD signal change. This
model is simple and re�ects quite well response shapes, but it does not
perfectly explain the physiology behind the neurovascular coupling.

Buxton �ow model [Buxton et al., 2004] proposes a neurovascular and
neurometabolic coupling model assuming a linear convolution of neural
activity with a �ow response function: a gamma-variate function
depending on normalized amplitude, duration and order. Neural activity
is modelled linearly linking excitatory and inhibitory activity elicited
by stimulation, and nonlinearly considering the existence of a neural
baseline activity and a positive neural response. This model is consistent
with experimental results assuming nonlinear neural adaptation, but
does not create realistic perfusion response time courses.

Arteriolar compliance model [Behzadi and Liu, 2005] proposes the inclusion
of a neurovascular compartment in the Balloon model that models an
arteriolar wall compliance before generating the resulting blood �ow. It
relates neural activity to a vasoactive signal, and this signal to changes
in muscular compliance. This model can explain changes in HRF with
aging and changes induced with carbon dioxide.

Proximal integration model or arterial impulse model [Kim et al., 2013]
assumes that neural activity generates a �ow-inducing command that
�rst reaches the nearby capillaries and that propagates later to larger
vessels. Although a global model for BOLD �tting has been presented
and �tted BOLD signal well, no �tting of �ow measures has been
reported.

These and other models are compared and put into perspective in [Huneau
et al., 2015]. Some are closer to physiology than others, and some are
mainly descriptive and try to �t the response shapes, as it is in the case
of Friston �ow model [Friston et al., 2000]. For simplicity and because we
are interested in modelling the CBF and HRF shapes as closely as possible,
in this work we focus on this model for neurovascular coupling. We call
extended Balloon model the model that combines both Friston �ow and
Balloon models to explain how neural activity is transformed in the BOLD
e�ect.

2.5.1 The extended Balloon Model

The Balloon model was �rst proposed in [Buxton et al., 1998b] to link
neuronal and vascular processes by considering the capillary as a balloon
that dilates under the e�ect of blood �ow variations. More speci�cally,
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the model describes how, after some stimulation, the local blood �ow
finptq increases and leads to the subsequent augmentation of the local
capillary volume νptq. This incoming blood is strongly oxygenated but
only part of the oxygen is consumed. It follows a local decrease of
the deoxyhemoglobin concentration ξptq and therefore a BOLD signal
variation. The Balloon model was then extended in [Friston et al., 2000]
to include the e�ect of the neuronal activity uptq on the variation of some
auto-regulated �ow inducing signal ψptq so as to eventually link neuronal
to hemodynamic activity. The global physiological model corresponds then
to a non-linear system with four state variables tψ,fin, ν, ξu corresponding
to normalized �ow inducing signal, local blood �ow, local capillary volume,
and deoxyhemoglobin concentration. Their interactions over time are
described by the following system of di�erential equations:
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with initial conditions ψp0q “ 0,finp0q “ νp0q “ ξp0q “ 1. Figure 2.18
depicts these relationships. Lower case notation is used for normalized
functions by convention. The system depends on �ve hemodynamic
parameters: τψ, τf and τm are time constants respectively for signal
decay/elimination, auto-regulatory feedback from blood �ow and mean
transit time, w̃ re�ects the ability of the vein to eject blood, and E0 is the
oxygen extraction fraction. Another parameter η is the neuronal e�cacy
weighting term that models neuronal e�cacy variability.

Once the solution of the previous system is found, [Buxton et al., 1998b]
proposed the following expression that links the BOLD response hptq to
the physiological quantities considering intra-vascular and extra-vascular
components:

hptq “ V0rk1p1´ ξptqq ` k2p1´
ξptq
νptq

q ` k3p1´ νptqqs (2.4)

where k1, k2 and k3 are scanner-dependent constants and V0 is the resting
blood volume fraction. According to [Buxton et al., 1998b], k1 – 7E0,
k2 – 2 and k3 – 2E0 ´ 0.2 at a �eld strength of 1.5T and echo time TE “
40ms. However, the values of k1, k2 and k3 have been posteriorly revised
[Obata et al., 2004] (see chapter 7). The perfusion response function (PRF),
namely gptq, is the percentage perfusion signal change: gptq “ fin ´ 1, fin

being the normalized perfusion with initial value 1.
[Friston et al., 2000] proposed this set of physiological parameters used:

V0 “ 0.02 τψ “ 1.25 τf “ 2.5 τm “ 1 w̃ “ 0.2 E0 “ 0.8 η “ 0.5.

The BOLD response function (HRF, h) and perfusion response function
(PRF, g) generated using these parameters with the physiological model are
shown in Fig. 2.19 under the label “Friston 00” (dashed line). The rest of the
curves show the e�ect of changing the physiological parameters:

• η is a scaling factor and causes non-linearities above a certain value.
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Figure 2.18: Extended Balloon
model.• τψ controls the signal decay, which is more or less smooth.

• τf is the auto-regulatory feedback and it regulates the undershoot.

• τm is the transit time and it expands or contracts the signal in time.

• w̃ is the windkessel parameter and it models the initial dip and the
response magnitude.

• E0 is the oxygen extraction and it impacts the response scale.

Figure 2.19: E�ect of the
physiological parameters on
the HRF and PRF shapes. The
parameters values proposed in
[Friston et al., 2000] are used
except for one parameter modi�ed
as indicated in the plot.

After analysing the behaviour of the model when varying the parameters
values, the impact of each parameter was investigated and we concluded
that the values proposed in [Friston et al., 2000] seemed reasonable. Several
parameter settings have been proposed in the literature [Friston et al., 2000,
Khalidov et al., 2011, Havlicek et al., 2011].
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In this chapter, we introduced functional and perfusion MRI: What
physiological processes we are actually measuring, BOLD and ASL
functional MRI modalities put into perspective with other existing
neuroimaging techniques, and mathematical models that try to explain
the physiological processes underlying brain function and BOLD and blood
�ow measures. From this point, we will focus on the analysis of BOLD and
ASL data.





3 Classical methods in fMRI data

analysis

FMRI has been used since the 90s after the ground-breaking discovery of
the BOLD contrast in [Ogawa et al., 1990]. Over the last two decades, the
methods to analyse it have evolved. The gold standard for fMRI analysis
is the General Linear Model (GLM) assuming a canonical hemodynamic
response function (HRF), and its posterior subject and group level statistical
analyses to infer brain activity.

In this chapter, we �rst introduce the classical methods to analyse BOLD
fMRI: preprocessing pipeline, the general linear model, statistical inference,
and the modelling of the hemodynamic response function. Then, we
introduce the classical methods to analyse functional Arterial Spin Labeling
(fASL) data. The statistical methods used for fASL are similar to the ones
used for BOLD. The preprocessing pipeline and the design matrix change
to deal with the perfusion component of fASL.

3.1 Preprocessing BOLD fMRI data

FMRI signal is noisy and has to be preprocessed before performing statistical
analysis. There is a consensus in the community about the preprocessing
pipeline that one has to apply to BOLD fMRI data before further analysis.
A leading software package for data preprocessing is SPM1 (Statistical 1 http://www.�l.ion.ucl.ac.uk/spm/
Parametric Mapping) [Penny et al., 2011]. The recommended preprocessing
steps are:

Slice timing correction corrects the e�ect of the timing di�erence between
slices during the acquisition, since they are not acquired simultaneously.
Between the �rst and the last slices acquired, there is a di�erence of
almost a repetition time (TR). It shifts the signal phase to temporally
align all acquired slices to a reference slice, which is usually taken to be
the one in the middle of the TR interval and this depends on the slice
acquisition order. The signal needs to be shifted accordingly when this
is done („TR{2). See �gure 3.1.

Figure 3.1: Slice timing correction:
signal phase is shifted to
temporally align all acquired
slices to a reference slice. Taken
from [Sladky et al., 2011].

Realignment corrects for head motion during the acquisition. Realignment
and slice timing correction can be done simultaneously as in [Roche,
2011].

Mean functional image. The temporal mean of the BOLD time series is
computed to obtain a mean functional image.
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Coregistration. We align spatially the anatomical image to the mean
functional image so they are in the same space. It also reduces the
resolution to the one of the target image.

Segmentation. The anatomical image is segmented into white matter, gray
matter and cerebrospinal �uid probability maps. For each voxel, they
indicate the probability of it being part of these types of tissue. We can
compute a gray matter mask from those maps.

Normalization. A spatial transformation is done from the subject space to
a template space. This is important if we want to compare di�erent
subjects in the same space (e.g. MNI template).

Spatial smoothing using a Gaussian �lter. At the subject level, it reduces
the e�ect of the noise and it considers a spatial correlation between
voxels. At the group level it reduces coregistration and normalization
errors. It also increases the group statistical e�ect when there is a high
variability. However, the smoothing degrades the statistical speci�city
since it changes the sensitivity-speci�city trade-o�.

Spatial smoothing can help models that otherwise do not take into account
spatial correlation of the signal. If spatial correlation is taken into account
in the signal model, then not using smoothed data is better because one
would be just losing sensitivity to e�ects. Ideally, one should take into
account spatial correlation in the model. However, these methods tend to
be computationally demanding.

Undesired low frequency e�ects due to scanner drifts or physiology
related artefacts are considered in the posterior analysis of the data.

3.2 Statistical analysis of BOLD fMRI

The General Linear Model (GLM) has been classically used for statistical
analysis of BOLD fMRI. It assumes that the acquired signal in a voxel is
the sum of the activity evoked by a number of independent processes. It is
based on the following hypotheses:

• Linearity: the length of the response is linearly dependent on the
stimulus length.

• Additivity: The e�ects of the stimulus are added.

• Temporal stationarity: A stimulus always induces the same response.

• Spatial stationarity: the response generated by a stimulus is the same
through di�erent voxels and experimental conditions. One usually
chooses a “canonical hemodynamic response function” (HRF), which can
e.g. be generated as the di�erence of two Gamma functions [Glover,
1999].

The GLM framework models the BOLD signal with a set of functions
called regressors, and calculates their weights using linear regression. We
describe, at each voxel, the parameters associated with each regressor that
�t in the least squared sense. For every voxel j:

yj “Xβj ` bj (3.1)
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whereyj is the BOLD signal,X the design matrix (containing the regressors
as columns) and βj the unknown weights of the regressors. bj is the noise
in voxel j, which is assumed i.i.d. Gaussian if we assume independence
or serially correlated, typically following a �rst order autoregressive (AR)
model with a one-timepoint history [Woolrich et al., 2001]. Note that
longer history AR models have also been tested to �t the noise component
[Harrison et al., 2003].

task related regressors drift regressors constant
regressor

Figure 3.2: Design matrix of a GLM
approach using canonical HRF and
its �rst and second derivatives. It
is an event-related design with just
one experimental condition. The
�rst three columns represent the
regressors associated with hcan,
h1can andh2can. It is followed by �ve
polynomial drifts and a constant to
capture the signal mean.

Each functional regressor from the matrix X (see Fig. 3.2) de�nes
temporal e�ects that can be observed in the fMRI data: task-related
activity, nuisance events, low-frequency signals... The regressors de�ning
task-related activity (�gure 3.3) are constructed as the convolution of the
hemodynamic response function with the stimulation signal that contains
the event stimulus onsets in the paradigm. The regressors de�ning nuisance
events and low-frequency signals are called drift regressors. They account
for low frequency (ă 1{120 Hz) drifts that fMRI contains: scanner
drifts, cardiac/respiratory artefacts and residual movement e�ects and their
interaction with the static magnetic �eld [Frackowiak et al., 2004] . Drift
regressors are orthogonal and they are usually implemented as polynomial
or cosine functions. Typical values for polynomial drifts are 5 polynomial
functions up to the 5th degree, often normalized to lie within the range of
[0, 1] over the full time course. For cosine drifts, the cut-o� frequency of
1{128 Hz is used.

t

t

t

t

t

t

HRF experimental 
paradigm

stimulus-induced 
signal

Figure 3.3: The task-related
regressor is the convolution
of the stimulation signal by a
canonical HRF: canonical HRF
‹ experimental paradigm “

stimulus-induced signal. In this
�gure, the paradigm shown is
event-related, with two conditions
corresponding to visual and motor
tasks.

3.2.1 Univariate estimation

The regressor parameters β̂ are the estimated magnitude of activation
for each condition described in columns of X . They are calculated by
minimizing the squared distance between vectorXβj and the measurement
timecourse yj. If we assume i.i.d Gaussian noise bj „ N p0, σ2

j INq, the
maximum likelihood estimator (MLE) of βj reads:

β̂j “X`yj, (3.2)

where X` is the Moore-Penrose pseudoinverse. In classical statistics
the design matrix X is assumed injective (it maps one to one), making
X tX invertible. It follows that we can write X` “ pX tXq´1X t. The
distribution of β̂ can be written as:

β̂j „ N pβj, σ2
j pX

tXq´1q (3.3)
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where σ2
j is the unknown variance of the error term bj. The estimator β̂j is

unbiased since the noise bj is assumed Gaussian and with zero mean. From
the minimization of the residuals rj “ yj ´X β̂j we can compute the noise
variance MLE:

σ̂2
j “

}rj}
2

N
(3.4)

Note here that residuals can also be written as rj “ pIN ´XX`qbj. If we
take the expectation:

E
“

σ̂2
j
‰

“
E
“

}rj}
2‰

N
“

1
N

E
“

tr pbt
jpIN ´XX`qbjq

‰

“
σ2

j

N
tr pIN ´XX`q

“
σ2

j

N
ptr pINq ´ tr pIRqq “

N ´ R
N

σ2
j (3.5)

where R is the rank of X P RNˆR. The unbiased estimator is then:

σ̂2
j “

}rj}
2

N ´ R
. (3.6)

3.2.2 Statistical testing

Statistical tests check the signi�cance of a given contrast γtβj, a linear
combination of the e�ects associated with the experimental conditions.
From the last section, we can see that γt β̂j “ γtβj ` γtX`bj and
follows the law γt β̂j „ N pγtβj, σ2

j γtpX tXq´1γq. A standard measure of
activation is the z-score of the normal distribution, which tells us how many

standard deviations we are from a zero mean. It reads z “
γt β̂j

σj
?

γtpX tXq´1γ
.

However, note that the denominator contains σj, the unknown noise
variance of the voxel. This makes the pure z-score impossible to estimate.
Using the unbiased estimator of the variance σ̂2 instead, we obtain a
quantity that is t-distributed (due to the unknown variance) instead of
Gaussian, which we take into account when making inference by e.g.
calculating p-values. T-test or the F-test are common when comparing
models. These tests consist in determining what outcomes from a set of
random variables γtβj would lead to a rejection of the null hypothesis for
a pre-speci�ed level of signi�cance which is a probability threshold.

T-test

Figure 3.4: T student distribution:

f pxq “
Γp ν`1

2 q
?

νπ Γp ν
2 q

ˆ

1`
x2

ν

˙´ ν`1
2

Γ being the Gamma function.

en.wikipedia.org

A t-test is a statistical hypothesis test in which the test statistic follows a
Student t distribution (see �gure 3.4) under the null hypothesis. We want
to know how di�erent the estimated parameters are to a certain value. The
null hypothesis H0 can be de�ned in our case, for voxel j, as:

H0 : γtβj “ 0. (3.7)

We could also test alternative hypothesis as @j,H1 : γtβj ‰ 0.
As γt β̂j is a linear combination of random variables following normal

laws of unknown variances, we can use a Student law with N´R (N scans,
R regressors) degrees of freedom:

Tj “
γt β̂j

σ̂j
a

γtpX tXq´1γ
∼ tN´R (3.8)
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We need to estimate the noise variance σ̂j as previously explained. For
every voxel j, the statistic is evaluated and we get t “ ptjqj“1:J observed
realisations of T. We compute the p-value in each voxel as: α “

PpT ą uα|H0q, where uα is the statistical value associated with a level of
signi�cance α, usually considered 0.05. At each voxel, a value tj is observed
and rejects the null hypothesis if tj ą uα. The p-value summarizes the
evidence against H0 and corresponds to the probability of observing an
extreme value greater than the observed tj, under H0. If the p-value is lower
than α, we reject H0 and the activation of the voxel is considered signi�cant.

F-test

Figure 3.5: F-distribution:

f px; d1, d2q “

c

pd1 xqd1 dd2
2

pd1 x`d2q
d1`d2

x B
´

d1
2 , d2

2

¯

B being the Beta function.

en.wikipedia.org

An F-test is based on Fisher statistic and it allows multiple hypothesis
testing. In our case, we can test whether a set of contrasts are all
simultaneously di�erent from zero with a null hypothesis:

H0 : C tβj “ 0 (3.9)

C being a contrast matrix with k columns. Here we will know that one of
the contrast is signi�cant, but we will not know which one.

Under the null hypothesis, the F-statistic follows a Fisher distribution
(see �gure 3.5):

Fj “
C t β̂j

kσ̂j
a

C tpX tXq´1C
∼ Fk,N´R (3.10)

This test is useful in the case of modelling a condition with several
regressors corresponding to a basis function as it could be the HRF with
derivatives, since we can group several regressors in one test and see the
e�ect of a stimulus.

Correction for multiple comparisons

Applying the previously explained statistical tests independently we get
brain maps (statistical parametric maps or SPM). However, with the voxel-
wise statistics we accept a certain amount of error: Jα false positives. That
is quite high when we accumulate it through all voxels: if J is„ 50000, with
α “ 0.001 we have 50 false positives and with α “ 0.05 we have 2500 false
positives. To correct for this e�ect, we need to consider a global strategy.
Two strategies are generally used:

Family-Wise Error Rate (FWER) control. FWER is the probability of
considering active voxels that are truly inactive. We can apply di�erent
corrections:

Bonferroni correction assumes voxels independent and corrects the level
of activation signi�cance from α to α{J. This makes the correction
quite rigid, since it does not account for spatial correlation that
certainly exists in the brain, and that we also include during data
preprocessing when realigning, normalizing or smoothing.

Random �eld theory considers that a smooth statistical map has a lower
probability of exceeding a threshold by chance. It is based on
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the topological characterization of the statistical map using Euler’s
characteristic. See [Worsley et al., 1992] for details.

Resampling methods as permutation [Holmes et al., 1996] are accurate
but computationally demanding. See [Nichols and Holmes, 2002] for
details.

A comparative review can be found in [Genovese et al., 2002].

False Discovery Rate (FDR) control. FDR is the expected proportion of false
positives in voxels considered active. We can correct it by using the
Benjamini-Hocheberg procedure [Benjamini and Hochberg, 1995], that
consists of an adaptative Bonferroni correction that applies a di�erent
correction depending on the signi�cance of the voxel. See also [Genovese
et al., 2002].

We can also apply cluster-level correction to get rid of small and unlikely
activations. In this case, the clusters (set of active neighbouring voxels) of
small size are not considered activated. See [Frackowiak et al., 2004, Nichols
and Hayasaka, 2003, Genovese et al., 2002] for further information.

Group level statistics

Group statistics seek to �nd signi�cant consistent activations within a
group of S subjects with J observations per subject. To perform these
statistics, we compute the variability of a population considering �xed or
random e�ects (e.g. e�ect maps). See �gure 3.6.

Figure 3.6: Fixed and random
e�ects in group studies.

Taken from slides “Group
Modeling for fMRI data” by T.
Nichols

Fixed e�ects analysis takes into account within-subject variation. It
supposes that the sth subject mean true e�ect ws is �xed and that
variation comes from measurement errors (within-subject errors), which
are assumed random. The jth observed e�ect in subject s ys,j is assumed
to be:

ys,j “ ws ` es,j.

Within-subject error es,j is assumed Gaussian with zero mean and
variance σ2

w. We can obtain the e�ect distribution by estimating the
average e�ect size

ŵpop,FFX “
1

SJ

S
ÿ

s“1

J
ÿ

j“1

ys,j

and its variance
σ2

FFX “
σ2

w
SJ

.

Since it does not take into account between-subject variability, �xed
e�ects analysis is speci�c to the group under study and we can not infer
anything about a wider population.

In the context of a General Linear Model, they can be computed by
concatenating the data of di�erent subjects and creating a block design
matrix with the design matrices of each subject. The e�ects of interest
can then be examined using an augmented contrast vector that considers
all subject contrasts [Penny et al., 2011].
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Random E�ects analysis [Penny et al., 2011] considers between-subject
variation. It considers that the sth subject true mean e�ect ws is
also a source of variation, but that the population mean wpop is �xed.
Therefore, we have two sources of variability: the between-subject error
zs, and the measurement or within-subject error es,j. The observed e�ect
ys,j is then assumed to be a function of:

ys,j “ ws ` es,j “ wpop ` zs ` es,j.

Within-subject error es,j is assumed Gaussian with zero mean and
variance σ2

w, which is assumed equal across subjects. Between-subject
error zs is assumed Gaussian too, with zero mean and variance σ2

b .
Therefore, subject e�ects ws are normally distributed around the average
population e�ect wpop, with a certain variance σ2

b . Here we can
generalise the results to the population of interest.

In practice, we can do this analysis through a two-level model. In the �rst
level, we compute subject level statistics and de�ne the e�ect of interest
for each subject with a contrast vector to obtain contrast e�ect maps. In
this level we are considering the variation of the subject samples around
the true subject mean: w̄s “ ws ` es,j, with variance σ2

w{J.

In the second level, we perform a GLM that implements a one-sample
t-test [Penny et al., 2011] with the contrast images of all subjects. We
consider the subject mean variation around the population mean: ws “

wpop ` zs, with variance σ2
b . The population mean is then estimated as

ŵpop,RFX “
1
S

S
ÿ

s“1

w̄s,

with mean Erŵpop,RFXs “ wpop and variance

σ2
RFX “ Varrŵpop,RFXs “

σ2
b

S
`

σ2
w

SJ
.

As shown in [Penny et al., 2011], this is equivalent to computing
Maximum Likelihood estimates.

Mixed e�ects analysis combine both �xed and random e�ects analysis.
They account for the within-subject uncertainties, as represented in
particular by the estimated variances of the e�ect estimates, in the
analysis. It therefore corrects the group statistical map for higher- order
information [Roche et al., 2007].

In neuroimaging, random e�ect analysis are widely used in the group level.
For further detail, see [Penny et al., 2011].

3.3 Modelling the hemodynamic response function

The estimation of the hemodynamic response function (HRF) is interesting
from a cognitive and clinical point of view, as it changes depending on the
area of the brain, and between di�erent subjects, ages and with pathology.
This could give valuable information to perform the comparison between
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populations (pathological and healthy) or to test the e�ects of drugs in brain
function and vascularization. The HRF can be described by physiological
models as the Balloon model, by models not considering physiology, or
inferred from the data.

3.3.1 From physiological models

We can generate the HRF using physiological models like the Balloon
model, already introduced in the previous chapter (see �gure 3.7). In this
case, we use the set of di�erential equations to generate the response
function. This model uses physiological parameters that have to be
measured. Di�erent sets of parameters have been proposed in the literature.
We can also generate other physiological responses like blood �ow, volume
or deoxyhemoglobin concentration.
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blood flow
blood volume
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Figure 3.7: Hemodynamic
response function and other
physiological responses generated
with the Balloon model using
parameters proposed in [Khalidov
et al., 2011].

3.3.2 Using the canonical HRF

One can consider a �xed HRF with a canonical shape (hcan) generated as
the di�erence of two Gamma functions [Glover, 1999] (see �gure 3.8) and
only modulate the amplitude:

yj “

M
ÿ

m“1

βm
0,jphcan ˚x

mq ` bj (3.11)

where yj is the signal in voxel j, xm is the regressor vector for condition
m, and βm

0,j is the weight of the regressor, corresponding to the amplitude
modulation of the HRF.
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Figure 3.8: Hemodynamic
response function generated
with the di�erence of 2 Gamma
functions.

Introducing function basis

We can use function basis to model HRF variations. One possibility is adding
regressors for the temporal derivative and the derivative with respect to the
dispersion parameters of the canonical HRF (see �gure 3.9). With them, we
model delay and dispersion of the response, respectively.

yj “

M
ÿ

m“1

βm
0,jphcan ˚x

mq ` βm
1,jph

1
can ˚x

mq ` βm
2,jph

2
can ˚x

mq ` bj (3.12)

where βm
0,j, βm

1,j and βm
2,j are the weights of the regressors corresponding to

the canonical HRF hcan, and its �rst h1can and second h2can derivatives. We
can generalize hcan as a function basis phcqc“1:C , where c is every stimulus
induced component. In this case, yj:

yj “

M
ÿ

m“1

C
ÿ

c“0

pβm
c,jphc ˚x

mqq ` bj, (3.13)

This method adds some �exibility to the model, but also complexity when
inferring activation detection. It requires the use of F-tests to group the
activation detected by di�erent regressors.
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Figure 3.9: Hemodynamic
response function and its �rst
and second derivatives.Non-parametric approaches

Here the HRF is entirely estimated each time. One can use Finite Impulse
Response (FIR) modelling or a regularized version of it:
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Finite Impulse Response (FIR) allows to capture the HRF shape by
estimating a �nite set of coe�cients. The signal is modelled as:

yj “

M
ÿ

m“1

D
ÿ

d“0

hj,dxm
t´d ` βj,0 ` bj (3.14)

considering M conditions and with D+1 order FIR �lter. hj,d is the
HRF value with delay d in voxel j, and xm

t´d is the regressor matrix for
condition m and delay t´ d. βj,0 is the e�ect associated with the constant
regressor and captures the mean signal. See �gure 3.10.

Figure 3.10: In �nite impulse
response each coe�cient of the
HRF is captured with a delayed
pulse.

Regularized Finite Impulse Response embeds a temporal regularization on
the HRF shapes. In this method, the HRF estimation is a trade-o�
between information contained in the data and in a prior, modelled with
a Bayesian formalism. Since we know that the hemodynamic response
function is temporally smooth, we can introduce a prior to account for
this temporal regularization (see �gure 3.11):

hj „ N p0, vhRq and R “

ˆ

Dt
2D2

p∆tq4

˙´1

(3.15)

Here R is a covariance matrix that provides smoothness to the function.
It introduces a constraint on the second order derivative to penalise high
variations between neighbouring time points, and therefore recover a
smooth shape. ∆t is the time step of h and D2 the 2nd order �nite
di�erence matrix2. D2 and R´1 have a dimension of DˆD and read: 2 The second derivative of h is:

d2h

dt2 ptq “ lim
∆tÑ0

hpd`1q∆t ´ 2hd∆t ` hpd´1q∆t

p∆tq2

«
D2h

p∆tq2

with d“1 : D

and if we do the square norm we
get the covariance matrix R:
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R´1 “
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(3.17)

Then, to compute the HRF:

hFIR
j “

˜

ÿ

m
pXmqtXm ` vhR

´1

¸´1
ÿ

m
pXmqtyj (3.18)

See for instance [P. Ciuciu et al., 2003]

Figure 3.11: Prior distribution of
the HRF: Gaussian distribution.
The �rst and last points are 0.

Until this point, this chapter has been dedicated to the introduction to
classical methods for the analysis of BOLD fMRI. From here, we dedicate
some pages to the existing methods for the analysis of functional ASL data.
Some of the preprocessing and methods are similar to the ones explained
for BOLD and they will not be explained again to avoid redundancy.
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3.4 Preprocessing functional ASL data

Due to the acquisition procedure and the structure of the data, ASL can
not be preprocessed as BOLD. An example of preprocessing pipeline can be
found in [Wang et al., 2008]. In the context of this thesis, the process-asl
toolbox3 has been used for the analysis of ASL data. The pipeline reads as 3 process-asl

https://github.com/process-asl
is a python package developed
by S. Bougacha under the
supervision of P. Ciuciu at
Neurospin (CEA Saclay),
and reproducing the pipeline
developed by J. Warnking at the
Grenoble Institute of Neuroscience
(GIN). The toolbox uses nipype
http://nipy.org/nipype/0.10.0/ to
create a preprocessing pipeline
using SPM. It contains a CBF
quanti�cation module for pre- and
post-processing of ASL fMRI data,
following the recommendations
in [Alsop et al., 2015]. CBF
quanti�cation has been done in
collaboration with J. Warnking
and A. Vignaud.

follows:

Scale factor correction. Because of the T1 decay, signal will be lower
depending on the exact time of the slice acquisition time. Scale factor
correction allows us to have a nominal perfusion weighting. It is done
before spatial preprocessing because then voxels move. One needs to
know the order of the slices, all the timings of the acquisition sequence,
and the delay of one slice acquisition. It makes the values closer to
quanti�ed values. The scale factor that we apply is 1

2αTI1
exp

´

TI2
T1,blood

¯

,
where α “ 0.98 is the labeling e�ciency; TI1 the time when tagging
stops; TI2 the time when the image is acquired; T1,blood “ 1650 ms
is the longitudinal relaxation time at 3T and depends on the slice. See
section 2.4.2 for more details.

Realignment. This is an important step in ASL because its analysis is based
on the subtraction of control/tag. We realign to the �rst or to the mean
volumes.

Mean ASL image. We do the temporal mean of the ASL time series.

Coregistration. Register high resolution anatomical to low resolution mean
ASL image.

Segmentation. The anatomical image is segmented into white matter, gray
matter and cerebrospinal �uid images.

Normalization. We transform to a template space (normally MNI) to be able
to compare di�erent subjects in the same space. It is usually better to
work at the subject space, since normalization can include errors in the
processing.

Spatial smoothing using a Gaussian �lter. At a subject level, it reduces the
e�ect of the noise and it considers spatial correlation between voxels. At
a group level, it minimizes coregistration and normalization errors.

As in BOLD, if spatial correlation between voxels is taken into account in
the model, we do not need to apply smoothing before. We will also deal with
low frequency drifts in the model. Note here that no slice timing correction
is performed. The tagging is the part that takes more time in ASL sequences,
and to compensate the actual acquisition time is much lower than a TR
(„ 0.5 s). A slice timing correction would not have a huge impact, and it
could add noise to the signal.

3.5 Statistical analysis of fASL

Functional ASL can be analysed using the same tools as in BOLD, due to
the nature of the signal. It has a BOLD or hemodynamic component and a
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perfusion component. Several methods have been proposed to analyse ASL
data: [Liu and Wong, 2005] proposes a signal processing model and several
di�erencing approaches to extract the perfusion component of the signal
by subtraction of control and tag images; [Woolrich and Behrens, 2006]
proposes a Bayesian approach to make statistical inferences on signi�cance
of perfusion and T2* e�ects. The General Linear Model has also been used in
the analysis of fASL data: [Mumford et al., 2006] proposes a GLM approach
for ASL and compares this method to di�erencing approaches [Liu and
Wong, 2005]; [Hernandez-Garcia et al., 2010] makes a quantitative analysis
of ASL using GLM.

3.5.1 Di�erencing approaches

Di�erencing approaches consider the control-tag alternation in the time
series and preprocesses the data to get a perfusion signal by subtracting
volumes. The low temporal resolution of ASL poses a problem in this case.
The resolution is already low, and by doing the di�erence we are dividing it
by two. Moreover, control and tag volumes were not acquired at the same
time, so they describe di�erent states. Di�erencing can be done in di�erent
ways, and some approaches include interpolation in order to compensate
for the low temporal resolution issue. Some di�erencing approaches can be
found in [Liu and Wong, 2005, Mumford et al., 2006]. The di�erence has to
be done in both sides of the equation

D̃xyj “ D̃xXβj ` D̃xbj (3.19)

where D̃x speci�es the way this di�erence is performed:

Standard pairwise di�erencing 4 has size N{2 ˆ N and makes no 4 Pairwise di�erencing matrix

D̃1 “

¨

˚

˚

˝

1 ´1 ... 0
1 ´1 ... 0

. . .

˛

‹

‹

‚

interpolation. From two images we get a new one making the
subtraction.

Running subtraction 5 has size pN´ 1q ˆN and interpolates values. Every

5 Running subtraction matrix

D̃2 “

¨

˚

˚

˝

1 ´1 ... 0
´1 1 ... 0

. . .

˛

‹

‹

‚

image, except the �rst one, is subtracted to the previous image.

Surround subtraction 6 has size pN ´ 2q ˆ N and interpolates using 3

6 Surround subtraction matrix

D̃3 “
1
2

¨

˚

˚

˝

1 ´2 1 ... 0
1 ´2 1 ... 0

. . .

˛

‹

‹

‚

images. Every data point is computed doing the subtraction of a half
of the previous and next images to the present image.

Sinc subtraction has size N ˆ N and uses a sinc (see �gure 3.12) to
combine neighbouring images in a more elaborate interpolation. It is
the di�erencing method that works the best.

The resulting perfusion time series can be then analysed as though they
were BOLD time series. See [Mumford et al., 2006] for extended explanation.
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Figure 3.12: sincpxq “ sinpxq
x

The main advantage of these methods is that the noise becomes whiter
when the subtraction is done.

3.5.2 Non-di�erencing approaches: GLM

Non di�erencing approaches analyse the whole time series containing a
BOLD e�ect and the perfusion signal. As in BOLD, GLM can be used
to analyse fASL [Mumford et al., 2006, Hernandez-Garcia et al., 2010],
but the design matrix has to be modi�ed to account for the perfusion



34 Classical methods in fMRI data analysis

signal. The ASL regressors in the design matrix will be: baseline MRI,
task-related BOLD describing the BOLD e�ect changes, baseline perfusion
corresponding to the control/tag di�erence at rest, and task-related ASL
describing the control/tag di�erence due to activation. See �gure 3.13.

The signal model reads:

yASL
j “ XASLβj ` bj (3.20)

where yASL
j is the acquired ASL signal, XASL the design matrix, βj the

weights of the regressors that we are going to estimate, and bj an error
vector.

Figure 3.13: The regressors of the
design matrix are baseline MRI,
activation BOLD, baseline ASL and
activation ASL. Di�erent colors
represent di�erent experimental
conditions. Reproduced from
[Hernandez-Garcia et al., 2010].

In the task-related regressors, an HRF can be used for perfusion and
BOLD regressors. However, the canonical HRF has been calibrated in BOLD
experiments and re�ects simultaneous variations of cerebral blood �ow,
blood volume and changes in cerebral oxygen consumption. It is well
known that the perfusion function, re�ecting just CBF variation, is a bit
di�erent than the hemodynamic response: the perfusion function peaks
before and it has a smaller or non-existing undershoot. A modi�ed response
peaking at 4 s and without undershoot can be used to consider this in GLM.

From this point, the analysis of functional ASL data is the same as in
BOLD. We estimate the e�ect for each regressor and we perform statistical
tests for a subject or a group of subjects. For more details, see [Mumford
et al., 2006, Hernandez-Garcia et al., 2010].



4 Bayesian analysis of functional

MRI data

In this chapter we introduce the main Bayesian tools used in our analysis of
fMRI data. We present Markov Chain Monte Carlo (MCMC) and Variational
Expectation Maximization techniques. The use of these optimization tools
to the problems studied in this thesis is detailed in the next chapters.

4.1 A light introduction to Bayesian theory

Figure 4.1: Thomas Bayes (1701-
1761), in the upper picture,
wrote what later became the
Bayes’ theorem as part of a
wider and unpublished work on
the probability distribution of a
binomial parameter. Richard Price
(1723-1791), in the lower picture,
modi�ed it and presented it at the
Royal Society in 1763, after Bayes’
death, and published it in 1764.

wikipedia.org and
newworldencyclopedia.org

Bayes’ theorem describes the probability of an event based on conditions
that might a�ect this event. These conditions are called priors because they
are a priori information about the events. The probability of the event after
considering these conditions is called posterior distribution.

Bayes’ theorem combines the sum and product probability rules.

Product Rule ppy, φq “ ppy|φqppφq “ ppφ|yqppyq

Sum Rule ppyq “
ż

φ

ppy, φqdφ which becomes

ppyq “
ÿ

φ

ppy, φq in the discrete case.

where ppφq is the probability of φ, ppφ, yq the joint probability of φ and y,
and ppφ|yq the probability of φ conditional to y. Combining the sum and
product rules, we obtain Bayes’ rule: the posterior probability distribution
ppφ|yq is the likelihood ppy|φq multiplied by the prior distribution ppφq,
over the evidence ppyq. This theorem allows us to go from the probability
of observations given some parameters to the probability of the parameters
given the observations.

ppφ|yq “
ppy|φqppφq

ppyq
“

ppy|φqppφq
ş

φ

ppy|φqppφqdφ
.

We have expanded ppyq into an integral over the joint probability ppy, φq,
written as a product of conditional and prior probability. This shows that
ppyq acts like a normalizing constant, guaranteeing that the integral over
φ of the right-hand side is 1. Omitting this constant, also called evidence,
we can establish a proportionality relationship: the posterior distribution is
proportional to the likelihood times the prior

ppφ|yq 9 ppy|φqppφq
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This is an important remark, since evidence computation is usually di�cult.

4.2 Bayesian inference

Bayesian inference is a statistical inference method that uses Bayes’
theorem to update the probability of a hypothesis as more information
becomes available. Since we get a distribution, we can predict values
for unseen data points and quantify uncertainty of the prediction. The
evaluation of this posterior distribution is not easy when the evidence ppyq
is intractable. When this happens, we can approximate the inference using
di�erent approaches. Here we focus on two.

Markov Chain Monte Carlo (MCMC) is a sampling method: samples
are drawn from the posterior distribution and are then used to
compute various quantities using averaging. Sampling methods are
asymptotically exact, but computationally very expensive.

Variational Expectation Maximization (VEM) is an approximate inference
method: the posterior distribution is approximated with a simple,
computationally tractable expression. This method is much faster than
sampling methods. However, it is not necessarily exact asymptotically
and optimization can fall into local minima. For this reason, comparing
to sampling techniques may be useful for validation.

With these techniques, we can construct point-wise estimates either from
ppφ|yq in the case of using sampling, or from the optimization of the
posterior approximation derived using variational EM. We also have access
to marginal e�ects of subsets of parameters ppφi|yq and to posterior
predictions ppỹ|yq, where ỹ is the model output given φ̃ the parameter
estimate derived from ppφ|yq. Note that φ here may also contain missing
hidden variables.

4.3 Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) is a sampling technique based on
Monte Carlo integration using Markov Chains [Gilks et al., 1996].

Monte Carlo integration draws samples from the posterior distribution
and then approximates the posterior mean with the sample mean.
This sample mean tends to the real posterior mean when samples are
independent and the number of samples tends to in�nity, by the law of
large numbers.

The generation of independent samples is not always feasible and
Markov chains can be used to deal with this. A Markov chain is a sequence
of random variables tX0, X1, ...u that considers only the recent samples
(e.g. Xt´1) to generate the current one (e.g. Xt) considering a transition
probability (e.g. PpXt|Xt´1q). The chain gradually forgets its initial state
and the distribution of the output of the Markov chain converges to a
unique stationary distribution. If we discard the �rst samples, called burn-
in period, we ensure that the initialization does not a�ect the mean. The
number of samples discarded will depend on how fast the Markov chain
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samples converge to stationary-distribution-like samples (called mixing
time). Determining the burn-in period is not computationally feasible in
most situations, and visual inspection of the MCMC output is usually used
[Gilks et al., 1996].

The mean discarding the burn-in samples is called ergodic mean [Gilks
et al., 1996] and it will tend to the stationary distribution mean when the
number of samples is su�ciently high. This can be checked by running the
algorithm several times and checking the similarity of the results.

We can make the Markov chain stationary distribution be our posterior
distribution by using the Metropolis-Hastings (HM) algorithm. The
MH algorithm consists in sampling a candidate point from a proposal
distribution and accepting this candidate with a certain probability. The
acceptance probability depends on the stationary distribution and the
proposal distribution. A special case of the MH algorithm is the Gibbs
sampling [Roberts, 1996], in which the acceptance rate is always 1
because the proposal distribution is the full conditional distribution of
the parameter of interest ppφ|yq. If we have a multivariate distribution
with N components φ “ pφ1, ...φnq, we can sample from the distribution
of a component conditioned on all other components already sampled
(sample one-at-a-time). For example, to sample component φs in iteration r
(φprqs ), we use the distribution ppφs|φ

prq
1 , . . . , φ

prq
s´1, φ

pr´1q
s`1 , . . . , φ

pr´1q
n q. All

components are sampled in one iteration and the order in which this is done
usually remains unchanged, although it is not necessary [Gilks et al., 1996].
We use the components already sampled in the current iteration.

More detailed information can be found in [Robert and Casella, 2013,
Roberts, 1996, Gilks et al., 1996].

4.4 Expectation Maximization and Variational Expectation
Maximization

Expectation Maximization (EM) algorithm [Dempster et al., 1977] is an
iterative method for �nding maximum likelihood estimates of parameters
θ with unobserved latent variables X. EM can be viewed [Neal and Hinton,
1998] as an alternating maximization procedure of the (negative) variational
free energy1 functionF . The term free energy comes from thermodynamics 1 Sometimes the term negative is

neglected and we call it free energy,
probably due to the fact that
authors use it as the lower bound
of the likelihood.

and it is a negative cost function that we want to maximize. In the E-
step, the posterior of the hidden variable X is computed, and in the M-step
the parameters θ of the model are updated by maximizing the free energy
function with respect to the set of parameters. See [Bishop, 2006] for further
details.

When the posterior density and therefore the E-step are intractable, we
can approximate the posterior using Variational Expectation Maximization
(VEM) [Jordan et al., 1999]. VEM �nds an analytical expression p̃pxq as
similar as possible to the posterior distribution ppx|yq. For VEM, the
iterative procedure reads

E-step: p̃prq “ arg max
p̃PD

Fpp̃, y, θprqq (4.1)

M-step: θpr`1q “ arg max
θPΘ

Fpp̃prq, y, θq (4.2)
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where r is the iteration number. The free energy, for any p̃ P D and θ, reads

Fpp̃, y, θq “

ż

p̃pxq log ppy, x; θqdx´
ż

p̃pxq log p̃pxqdx

“ Ep̃
“

log ppy, X; θq
‰

` Ipp̃q (4.3)

where Ep̃
“

log ppy, X; θq
‰

is the expected complete log-likelihood under the
surrogate distribution and Ipp̃q is the entropy of the surrogate distribution.
The free energy can be decomposed into

Fpp̃, y, θq “

ż

p̃pxq log
ppy, x; θq

p̃pxq
dx

“

ż

p̃pxq log
ppx|y; θqppyq

p̃pxq
dx

“

ż

p̃pxq log ppyqdx´
ż

p̃pxq log
p̃pxq

ppx|y; θq
dx

“ log ppyq ´KLpp̃, px|yq (4.4)

where KLpp̃, px|yq is the Kullback Leibler (KL) divergence. The KL
divergence quanti�es the dissimilarity between the approximate p̃pxq and
the real posterior ppx|yq. It is the expectation of the logarithmic di�erence
between p̃pxq and ppx|yq, taking p̃pxq for the expectation. Although it
is unknown, we do know that it is non-negative. Minimizing the KL
divergence implies making the approximate posterior more similar to the
actual one, and this is equivalent to maximizing the free energy. The free
energy becomes a lower bound for the model log evidence:

KLpp̃, px|yq ě 0 (4.5)

log ppyq “ Fpp̃, y, θq `KLpp̃, px|yq ě Fpp̃, y, θq (4.6)

See �gure 4.2, reproduced from [Beal, 2003, Bishop, 2006].

(a) Initialization (b) Expectation step (c) Maximization step

Figure 4.2: Variational EM
minimizes the KL distance in the
E step and updates the model log
evidence and the free energy in the
M step with the new parameters.
Figure reproduced from [Beal,
2003, Bishop, 2006].

When we are dealing with several missing variables X in the E
step, we can restrict the class of approximate posteriors to the mean
�eld approximation: we consider the posteriors p̃pxq that factorize into
independent distributions p̃ipxiq:

p̃pxq “
ź

i

p̃ipxiq (4.7)

When we consider the mean �eld approximation, the free energy can be
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decomposed into:

Fpp̃, y, θq “

ż

ź

i

p̃pxiq log
ppy, x; θq
ś

i
p̃pxiq

dx

“

ż

p̃pxjq

ż

ź

izj

p̃pxiq log
ppy, x; θq

p̃pxjq
ś

izj
p̃pxiq

dxidxj

“

ż

p̃pxjq

ż

ź

izj

p̃pxiq

¨

˝log ppy, x; θq ´
ÿ

izj

log p̃pxiq

˛

‚dxidxj

´

ż

p̃pxjq log p̃pxjqdxj

9

ż

p̃pxjq log
exp

´

Ep̃zj
“

log ppy, X; θq
‰

¯

p̃pxjq
dxj

9´KL
ˆ

p̃j,
1
Z

exp
´

Ep̃zj
“

log ppy, X; θq
‰

¯

˙

(4.8)

where Z is the normalizing term of the distribution. This shows that we can
�x all other densities p̃pxzjq and then approximate the posterior density of
a certain variable p̃pxjq

ˆ̃pj “ arg max
p̃j

Fpp̃, y, θq9 exp
´

Ep̃zj
“

log ppy, X; θq
‰

¯

(4.9)

and by using again Bayes’ theorem, this is proportional to

ˆ̃pj9 exp
´

Ep̃zj
“

log ppxj|y, Xzj; θq
‰

¯

. (4.10)

We can do this for each hidden variable. In a Bayesian setting we may have,
in addition to hidden variables, random parameters. They can be treated
as hidden variables in the E step. When we are just dealing with random
variables possibly including random parameters, then there is no need for
an M-step and this is called Variational Bayes (VB). See [Beal, 2003, Tzikas
et al., 2008] for further details. A regular M step as (4.2) appears when
parameters are unknown but considered as �xed (frequentist case).

4.5 Application to BOLD fMRI: the Joint Detection
Estimation model

Bayesian models have been proposed in the analysis of BOLD fMRI in
[Woolrich et al., 2004, Penny et al., 2003, 2005, Flandin and Penny, 2007,
Gössl et al., 2001, Friston et al., 2002b,a]. As already explained in chapters
2 and 3, BOLD fMRI signal is known to have several components. The
component of interest in fMRI is the task related component and it
contains the variations that the BOLD signal su�ers in response to cerebral
stimulation. These variations give rise to the hemodynamic response
function (HRF) and the amplitude of the e�ect gives us a measure of local
brain activity. As we have seen in section 3.3, this response function can
be modelled. However, the estimation of this function and the detection of
activation at the same time is not straightforward.

A joint detection estimation (JDE) approach has been proposed in
[Makni et al., 2005, 2008] to be able to jointly estimate the response function
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and its amplitude. This method assumes a constant HRF over di�erent areas
of the brain, and a varying amplitude in each voxel. For that purpose,
it needs an a priori de�ned parcellation of the cerebral cortex in parcels
P “ pPκqκ“1: with homogeneous hemodynamic properties. The size of
each parcel Pκ is typically hundreds of voxels. For a certain voxel j P J ,
the generative model of the signal (see also �gure 4.3) is:

yj “

M
ÿ

m“1

am
j X

mh`P `j ` bj (4.11)

where h “ phd∆tqd“0:D is the HRF corresponding to a parcel Pκ and ∆t is
the HRF sampling period. Xm “ pxm

n´d∆tqn“1:N,d“0:D is a binary matrix
that encodes the stimulus for each condition m and has dimension N ˆ

pD` 1q. am
j is the response amplitude at voxel j for the mth experimental

condition. To account for spatial correlation, response amplitudes are
assumed to follow spatial Gaussian mixture models [Vincent et al., 2010]
governed by hidden Markov random �elds (MRF) q that encode the voxel
activation states. There is a MRF per experimental condition qm. The
activation states are considered conditional to these MRF: am|qm.P `j is a
term that represents the drifts of the signal due to low frequency variations
of the signal. P P RN ˆRF is an orthogonal function base. bj P RN

is the noise vector for voxel j and is assumed to follow a distribution
bj „ N p0, Γ´1

j q where Γj “ Λj{vbj
. Λj is the identity matrix when i.i.d.

Gaussian noise is considered, and a �rst order autoregressive model (AR)
matrix when temporal correlation is considered (see [Makni et al., 2005]
for more details). BOLD data is known to have correlated noise, although
sometimes white noise is assumed in its analysis for simplicity.

Figure 4.3: Parcel model of the
BOLD signal. In each parcel,
we consider homogeneous
hemodynamic properties and
we assume a single HRF h. The
amplitude of the HRF is modulated
voxel-wise with the response
levels a. There are also drifts and
noise.Note here that the signal model is similar to the one used in the classical

method GLM for BOLD: yj “ Xβj ` bj. The main di�erence is that X in
GLM contains the regressors constructed as the convolution of a canonical
HRF and a vector encoding the stimulus for a given experimental condition.
The matrix Xm in JDE is speci�c for the mth experimental condition and it
encodes a convolution. The product Xmh is equivalent to the convolution
of the vector encoding the stimulus xm for a given experimental condition
m and the estimated HRF: xm ˚ h. Therefore, it is equivalent to a GLM
regressor considering an estimated HRF. The amplitudes βj are independent
across voxels in GLM, as opposed to aj’s in JDE, that consider a spatial
correlation.
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4.5.1 Bayesian modelling

JDE uses Bayesian modelling for the estimation of the di�erent parameters.
The joint probabilistic model can be decomposed as:

ppy,a,h, q; θq “ ppy |a,h, q; θq ppa |h, q; θq pph | q; θq ppq; θq ppθq

θ being the parameters from the drifts and noise, and the ones introduced
with the prior distributions considered. As shown in the joint model, y is
assumed independent of q given a and h, a is assumed to be independent
of h conditionally to q, and h is assumed to be independent of q.

Likelihood

The likelihood reads:

ppy |a,h; `, Γq “
ź

jPJ
ppyj |aj,h; `j, Γjq (4.12)

with ppyj |aj,h; `j, Γjq „ N
˜

M
ÿ

m“1

am
j X

mh`P `j, Γ´1
j

¸

(4.13)

where Γj “ Λj{vbj
, and Λj is the identity matrix when i.i.d. Gaussian noise

is considered, and a �rst order AR matrix2 when autocorrelated noise is 2 �rst order AR precision matrix
¨

˚

˚

˚

˚

˚

˚

˚

˝

1 ´ρj 0 ... 0
´ρj 1` ρ2

j ´ρj ... 0
...

. . .
...

1` ρ2
j ´ρj

0 ... ´ρj 1

˛

‹

‹

‹

‹

‹

‹

‹

‚

considered. Γ and ` are unknown.

Prior distributions

We assume prior distributions for the di�erent variables.

• The prior distribution proposed for the HRF is a Gaussian with mean
zero and covariance a matrix that introduces smoothness like matrix R

in section 3.3: pph; vhq „ N p0, vhRq. A scale parameter vh controls
how smooth is the response.

• Gaussian Mixture models are assumed for the response amplitudes, with
assumed independence between the di�erent experimental conditions.
For each experimental condition, the mixture model segregates active
from non-active voxels, activation being encoded in a di�erent binary
variable q. In �gure 4.4, qm

j “ 1 and qm
j “ 0 mean that voxel j is active

and not respectively, for experimental condition m. The prior probability
distribution for the response amplitudes is:

ppa|q; µ,vq “
M
ź

m“1

J
ź

j“1

1
ź

i“0

N pam
j ; µm

i , vm
i q

1pqm
j “iq

Parameters µ and v are unknown.

Figure 4.4: Prior distribution of the
response amplitudes. It is a GMM
with two Gaussians corresponding
to not activated, with mean 0, and
activated classes.

• Spatial correlation is directly incorporated in the probabilities of
activation through a hidden Potts �eld on the binary variables qm

(see �gure 4.5). The proportions of voxels for the di�erent classes
is not explicit. Independence between experimental conditions is

assumed: ppq; βq “
M
ś

m“1
ppqm; βmq, where βm is the amount of spatial

regularization for condition m. Here ppqm; βmq is a 2-class Potts (Ising)
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model with interaction parameter βm, that controls the amount of spatial
regularization, and no external �eld.

ppqm; βmq “ Zpβmq´1 exp

¨

˝

1
2

βm
ÿ

jPJ

ÿ

iPN pjq
1pqm

j “ qm
i q

˛

‚, (4.14)

where 1pKq = 1 if K is true, 0 otherwise. Zpβmq is the normalizing
constant or the partition function of the Potts �eld. β “ tβm, m “ 1..Mu
are the unknown parameters. Figure 4.5: Prior distribution of

the binary activation states: MRF
introduces a dependency between
neighbouring voxels.

• Drift coe�cients `j are assumed to be Gaussian a priori:
`j ∼ N p0, v` IFq.

• For the rest of the parameters, we use non-informative Je�reys priors
for MCMC and conjugate priors for VEM. It will be further explained in
chapters 5 and 6.

The prior parameters will be estimated in the model θ “ t`, Γ, µ,v, vh, β, v`u.
The full joint model becomes:

ppy,a,h, q; θq “ ppy |a,h; `, Γq ppa | q; µ,vq pph; vhq ppq; βqppθq.

The graphical hierarchical model can be found in �gure 4.6.

Figure 4.6: Graphical hierarchical
model.

4.5.2 Estimation of the posterior probability distribution

The posterior probability distribution of this model is intractable due to the
Markov Random Field introduced to consider spatial correlation. MCMC
and VEM methods have been proposed to deal with this posterior density
in the estimation of the parameters in JDE.

Markov Chain Monte Carlo solution for BOLD JDE

MCMC was proposed in [Makni et al., 2008, Vincent et al., 2010]. For each
parameter, we sample from its full posterior conditional distribution:

hprq Ð pph|y,apr´1q; θprqq (4.15)

aprq Ð ppa|y,hprq, qpr´1q; θprqq (4.16)

qprq Ð ppq|y,aprq; θprqq (4.17)

θpr`1q Ð ppθ|y,hprq,aprq, qprqq (4.18)

All parameters in θ are sampled iteratively from their respective posterior
densities. In this formalism, `j is not treated as a component of θ but either
as a random variable or integrated out before sampling. Many samples are
computed and the posterior means are found by averaging all the samples
(S) after a burn-in period (b). For example, for h

ĥPM “
1

S´ b` 1

S
ÿ

r“b

hprq (4.19)



43

Variational Expectation Maximization solution for BOLD JDE

A VEM solution was proposed in [Chaari et al., 2013] and the formulas of
the E-step for this model read:

p̃prqh phq9 exp
ˆ

E
p̃pr´1q

a p̃pr´1q
q

“

log pph | y,apr´1q, qpr´1q; θprqq
‰

˙

(4.20)

p̃prqa paq9 exp
ˆ

E
p̃prqh p̃pr´1q

q

“

log ppa |y,hprq, qpr´1q; θprqq
‰

˙

(4.21)

p̃prqq pqq9 exp
ˆ

E
p̃prqa p̃prqh

“

log ppq |y,aprq,hprq; θprqq
‰

˙

(4.22)

The corresponding M-step is:

θpr`1q “ arg max
θPΘ

E
p̃prqa p̃prqh p̃prqq

“

log ppy,aprq,hprq, qprq ; θprqq
‰

. (4.23)

For further detail, see the multiple-session model in appendix B. Both
solutions are implemented in the python package PyHRF 3. 3 pyhrf.org

Outputs of JDE

Once inference performed over each parcel, we have an HRF estimated from
each parcel of the brain, a brain map with the amplitudes of these HRFs
per voxel and experimental condition, a brain image with the activation
probabilities per experimental condition, and the rest of the parameters.
Posterior probability maps can be afterwards obtained from the activation
levels after the estimation of the posterior probability functions.

4.6 Posterior probability maps

Since the output of our Bayesian model are probability distributions, we can
use this information to decide which voxels are activated.

As we saw in the previous chapter, statistical parametric maps (SPMs)
are widely used in classical methods and they are easy to deal with because
of their interpretability. However, derived p-values do not re�ect the
likelihood that an e�ect is present. Instead, they re�ect the probability of
observing the data in the absence of any e�ect [Penny and Friston, 2004]. If
su�ciently small, it can be used to reject the null hypothesis that the e�ect
is not present. This has several limitations according to [Penny and Friston,
2004]:

• The alternate hypothesis can not be rejected: the probability that an
e�ect is exactly zero is zero.

• SPMs are very sensitive to over�tting: given enough scans or subjects
one can always demonstrate a signi�cant e�ect at every voxel if su�cient
degrees of freedom are used to achieve a small variance.

• The need for a correction for multiple comparisons makes the inference
of a brain region dependent on the rest of the regions.

This can be avoided by using a more Bayesian approach.
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Posterior probability maps (PPM) were proposed in [Friston and Penny,
2003] to construct maps describing the probability that an activation
exceeds some speci�ed threshold in every voxel, given the data:

ppγtβj ą δ|yjq ą α

where δ has to be chosen carefully, and βj and γt are the e�ects and
the contrasts of interest, respectively (see section 3.2.2). In JDE, δ can be
chosen as the point where the two Gaussian densities in the GMM encoding
activation and non-activation ina intersect. Another possibility is choosing
δ as the 5% of the parcel signal mean or of the brain signal mean. Figure 4.7: Posterior probability

map.As noted in [Friston et al., 2002a, Friston and Penny, 2003], thresholding
a PPM could be seen as controlling the false discovery rate (FDR) or the
percentage of false activations allowed, since it establishes an upper bound
on the FDR [Benjamini and Hochberg, 1995]. SPM and PPM maps have been
compared for fMRI in [Friston et al., 2002a].

PPMs are implemented in the SPM software4 and derived by using 4 http://www.�l.ion.ucl.ac.uk/spm/
empirical variational Bayes, a variational Expectation Maximization [Penny
et al., 2003, Penny and Friston, 2004] approach in which all priors are
estimated from the data.

4.7 Parcellation of the brain

The JDE approach operates on a prior partitioning of the brain into
functionally homogeneous parcels, where the hemodynamics is assumed
constant. This parcellation can be either an atlas or a previously computed
data-based parcellation of the brain. Several atlases exist that divide the
brain in anatomical or functional regions:

Automated Anatomical Labeling (AAL): It is an anatomical atlas of the
brain, containing 45 anatomical volumes of interest in each hemisphere.
It was proposed in [Tzourio-Mazoyer et al., 2002] and the regions
were drawn manually after the delineation of the sulci (cerebral cortex
grooves) from a template. In the work, an automatic labelling of
functional MRI activations was proposed. See �gure 4.8.

L R

y=-40 x=2

L R

z=-1

Figure 4.8: Structural atlas AAL
(Automatic Atlas Labeling).

Harvard-Oxford: It can be found in FSL [Jenkinson et al., 2012]. It is a
probabilistic atlas of human cortical brain areas (lateralized). It covers
48 cortical and 21 subcortical structural areas. It was derived from the
structural images of 21 healthy male and 16 healthy female subjects of
ages between 18 and 50. They were individually segmented using semi-
automated tools. Segmentations were provided by the Harvard Center
for Morphometric Analysis. See �gure 4.9.

L R

y=-42 x=0

L R

z=11

Figure 4.9: Harvard-Oxford
functional atlas.

Brodmann: It contains 52 functional regions of the cerebral cortex. They
were described by Korbinian Brodmann in 1909 by examining the
di�erent cellular morphology and organization of humans and monkeys
brains. The english version of his book can be found in [Brodmann,
2007]. Posterior studies found a correlation with cortical function
specialization.
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Neuromorphometrics: It has been created by Neuromorphometrics Inc. from
a database of 114 manually labeled brains of subjects ranging in age
from 5 to 96. They have been labeled and double-checked by experts
using two protocols: “general segmentation” de�ned by the MGH Center
for Morphometric Analysis and parcellation of the cerebral cortex into
regions de�ned by gyral and sulcal landmarks (cerebral cortex ridges and
grooves, respectively). See �gure 4.10.
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Figure 4.10: Neuromorphometrics
functional atlas.

Willard: It is a functional atlas created from the �ndings in [Richiardi et al.,
2015]. It provides a parcellation in 499 regions of interest, considering
13 well-known functional networks. From the resting-state functional
MRI images of 14 subjects, 13 well-known functional networks were
identi�ed using Independent Component Analysis (ICA). The post-
mortem cortex samples of 6 subjects from the Allen Institute for Brain
Science human (AIBS) microarray dataset were then mapped to the
functional regions. Validation was performed in 259 subjects from the
IMAGEN database [Schumann et al., 2010]. This is a good parcellation for
use in JDE because parcels are quite homogeneous and of approximately
a hundred of voxels or two, when we consider a typical fMRI voxel
resolution. See �gure 4.11.

L R

y=-25 x=-2

L R

z=17

Figure 4.11: Willard functional
atlas with a resolution 3 ˆ 3 ˆ
3 mm3.

Other atlases can be found in nilearn5 [Abraham et al., 2014]: [Varoquaux

5 http://nilearn.github.io

et al., 2011, Power et al., 2011, Bellec et al., 2010, Craddock et al., 2012]
between many.

A data-based parcellation could be also useful due to the variability of the
hemodynamics in di�erent brains but to ensure a good JDE performance the
parcellation needs to be robust. A few attempts have been proposed to cope
with this issue [G. Flandin et al., 2002, B. Thirion et al., 2006, T. Vincent et al.,
2008, A.-L. Fouque et al., 2009, L. Chaari et al., 2012, Badillo et al., 2013a]
but most of them are either too computationally demanding [A.-L. Fouque
et al., 2009, L. Chaari et al., 2012, Badillo et al., 2013a] or do not account for
hemodynamics variability [G. Flandin et al., 2002, B. Thirion et al., 2006, T.
Vincent et al., 2008].

4.7.1 Hemodynamically informed parcellation of cerebral
fMRI data

In [Frau-Pascual et al., 2014a], we attempt a fast hemodynamically based
parcellation for use in daily applications prior to JDE inference. We
propose a two-step approach consisting �rst of hemodynamics feature
extraction, in which a general linear model (GLM) is used to discriminate
hemodynamics information, followed by a parcellation of these features.
The goal of the �rst step is �nding features that are able to catch most of
the hemodynamic information, without the need of perfectly estimating the
HRF function. Afterwards, an agglomerative clustering algorithm based on
Gaussian Mixtures is used to segment the features. The main contribution is
the consideration of the detection-estimation e�ect within the parcellation
step: there is a lack of hemodynamics information in the non- or slightly-
activating voxels. The idea is then to enforce grouping these uncertain
voxels with neighboring activating voxels. This is done through a spatial
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constraint in the agglomerative step of the parcellation procedure. The
uncertainty in a given voxel can be quanti�ed by a statistics linked to its
activation level, namely a p-value obtained in the GLM feature extraction
step. This statistics is hence injected within the agglomeration criterion.
For this reason, we call it Informed Gaussian Mixture based parcellation
(IGMM). The approach has been tested on arti�cial fMRI data sets.

Generation of artificial fMRI data sets

Let us de�ne the set of all parcels as P “ tP1, ...,Pκ , ...,PKu where Pκ is
the set of position indexes belonging to parcel κ and Jκ denotes the set of
positions in parcel κ. For this section, we introduce the subscript to indicate
the parcel. Arti�cial BOLD data sets are generated using the regional BOLD
model in (4.11). Recall that for a given voxel j P Jκ , and a given parcel κ:

yj “

M
ÿ

m“1

am
j X

mh`P `j ` bj, (4.24)

where am
j is the response amplitude at voxel j for a certain condition m,

Xm “ pxm
n´d∆tqn“1:N,d“0:D is the binary matrix encoding the stimulus

for each condition m, h “ phd∆tqd“0:D is the HRF corresponding to
parcel Pκ , ∆t being the HRF sampling period, P the orthogonal function
basis multiplied by the drift `j, and bj the noise vector. Note that yj “

ryjpt1q, ..., yjptNqs
t, where tn “ n TR and TR " ∆t. Typical values are

∆t “ 0.6 and TR “ 1.8 s.
In this section, we considered arti�cial data at low SNR, with one

experimental condition represented with a 20ˆ 20-voxel binary activation
labels q “ rq1...qJs, and levels of activation a “ ra1...aJs, with paj|qj “

1q „ N p1.8, 0.25q. We simulated a map of hemodynamics parcels, with
di�erent HRF shapes h (duration 25 s, TR “ 1 s, ∆t “ 0.5 s) in each parcel
Pκ (see Fig. 4.12), by using the combination of 3 Bezier’s curves, each being
controlled by 4 points, to describe the curves until the peak, from the peak
to the undershoot, and from the undershoot to the end, given speci�c peak
and undershoot widths. We considered a Discrete Cosine Transform for P ,
a drift `j „ N p0, 11I4q, and white Gaussian noise with variance vbj

“ 1.5.

time (sec.)
Figure 4.12: Arti�cial fMRI data
sets. Top left: hemodynamic
parcels. Bottom left: response
levels. Right: HRFs associated with
parcels.

Feature extraction

As regards hemodynamic feature extraction, several approaches are
available. Here, we only focus on GLM-based ones involving either
canonical HRF and its derivative(s) [Friston et al., 1998]. We chose
not to rely on Finite Impulse Response (FIR) models [Henson et al.,
2001] since they may be too sensitive to noise. Although more �exible
regularized FIR (RFIR) approaches such as [P. Ciuciu et al., 2003] are
also theoretically able to recover any HRF shape accurately in contrast
to canonical GLM, RFIR inference is pretty di�cult when the SNR is too
low since it proceeds voxelwise. Moreover, it is time consuming because it
performs unsupervised estimation (cf [A.-L. Fouque et al., 2009]). Here, we
are more interested in a quick feature extraction step that also allows us to
disentangle true active voxels from non-active ones.

As regards canonical GLMs, our feature extraction step consists in �tting
the following linear model: yj “ Xβj ` bj, where yj is the BOLD
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signal, X the GLM design matrix, βj the parameter estimates and bj

the noise at voxel j. Let us denote β j,0, β j,1 and β j,2 the parameters
associated with the regressors in X , which derives from the convolution
of the experimental paradigm with the canonical HRF h, its temporal h1

and dispersion derivatives h2, respectively. We assume that β j,0 rather
contains information about the HRF magnitude, whereas β j,1 and β j,2

provide information about the HRF delay and dispersion respectively, and,
hence, are useful to di�erentiate hemodynamic territories. Maximum
likelihood (ML) inference enables to get the parameter estimates pβj in each
voxel among which we only retain φj “ rpβ j,1, pβ j,2s

t, as input features to
the parcellation method.

To quantify the activation level, we consider the p-value pj,0 associated
with testing H0 : β j,0 “ 0 and we use the notation αj “ 1´ pj,0 P p0, 1q for
these statistics in voxel j: The higher the αj value, the larger our con�dence
in the presence of evoked activity in voxel j. Importantly, the statistics αj

does not enter in the parcellation along with the previously de�ned features
φj, it is rather used as weights in the agglomeration criterion.

(a) pβ j,1 @j P Jκ

(b) pβ j,2 @j P Jκ

(c) αj @j P Jκ

Figure 4.13: Hemodynamics
features extracted φj “

rpβ j,1, pβ j,2s
t @j P Jκ , and activation

levels αj @j P Jκ .

Informed Gaussian mixture based parcellation

Agglomerative clustering algorithms. The model based interpretation of
agglomerative clustering algorithms [Kamvar et al., 2002] makes
the assumption that features have been generated by probability
distributions that vary across parcels. In the context of model-based
hard clustering, which aims at assigning classes to the input samples
instead of weights, the goal is to maximize the classi�cation likelihood
with respect to both Θ and z given a set of features Φ:

LpΘ; z |Φq “
J
ź

j“1

ppφj|θzjq (4.25)

where Θ “ tθκuκ“1:K is the set of parcel-speci�c model parameters and
z “

 

zj
(

j“1:J denotes the set of parcel labels associated with each voxel.
If we assume that we can �nd the best possible parameters Θ, denoted by
Θ̂, then the problem amounts to optimizing the label likelihood function
L̂:

L̂pz|Φq “ max
Θ

LpΘ; z|Φq (4.26)

In an agglomerative approach, this function is approximately optimized
by successive merge operations, starting from an initial clustering guess
or singleton clusters. Hence, at each step, i.e. when merging two clusters
Pκ and Pτ of the current parcellation z into the parcel Pκ1 “ Pκ YPτ

of the resulting parcellation z1, the relative increase of the log-likelihood
has to be maximized:

log ∆L̂pz, z1|Φq “ log

˜

L̂pz1|Φq
L̂pz|Φq

¸

(4.27)

Note that the optimal model parameters Θ̂ have to be obtained for each
computation of the label likelihood function. A given merging step thus
involves several likelihood maximization over parameters Θ.
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Gaussian-mixture model. To account for the activation level αj associated
with each voxel j, we rely on an independent two-class Gaussian
mixture in the agglomerative step. The rationale is that features φj
are distributed di�erently within a given parcel depending on the
corresponding activation levels αj. Hence, the two-class mixture is
expressed on every φj in parcel κ as a way to model parameter
di�erences related to activation levels:

ppφj|θκq “

1
ÿ

i“0

Prpqj “ iq f pφj | qj “ i; θκq

“

1
ÿ

i“0

λκ,i N pµκ,i, Σκ,iq (4.28)

SW IGMM

vb “ 0

vb “ 1

vb “ 2

vb “ 5

Figure 4.14: Parcellations obtained
by Spatial Ward (SW) and IGMM
methods, considering an averaged
100 iterations Monte Carlo
experiment. From left to right:
noise variance 0, 1, 2 and 5,
respectively.

Figure 4.15: MI-based quantitative
comparison of SW and IGMM
parcellation results with the
ground truth territories for noise
variances ranging from 0.0 to 5.0.

The latent variable qj encodes the activation state of voxel j and Prpqj “

1q “ λκ,1 re�ects the probability of activation. This latent variable
can be directly linked to the activation statistics αj obtained at the
feature extraction step: λ̂κ,1 “

ř

jPJκ
αj{Jκ “ 1 ´ λ̂κ,0 where Jκ

denotes the set of voxels in parcel κ and Jκ their cardinality. Then,
straightforward calculations give the following ML estimators for the
parcel-level mixture moments:

µ̂κ,0 “

ř

jPJκ
p1´ αjq φj

ř

jPJκ
p1´ αjq

, (4.29)

µ̂κ,1 “

ř

jPJκ
αj φj

ř

jPJκ
αj

, (4.30)

Σ̂κ,0 “

ř

jPJκ
p1´ αjq pφj ´ µ̂κ,0qpφj ´ µ̂κ,0q

t

ř

jPJκ
p1´ αjq

, (4.31)

Σ̂κ,1 “

ř

jPJκ
αj pφj ´ µ̂κ,1qpφj ´ µ̂κ,1q

t

ř

jPJκ
αj

, (4.32)

where µ̂κ,i and Σ̂κ,i, with i “ t0, 1u, de�ne the empirical weighted
mean and covariance of features in parcel κ. Note that we consider
activation informed from previously estimated feature αj, or non-
activation, informed from p1´ αjq, for classes active (i “ 1) and non-
active (i “ 0) respectively. Once the parameters Θ have been estimated,
the two parcels Pκ and Pτ that are selected to be merged into Pκ1 “

Pκ YPτ are those which maximize:

log ∆L̂pz, z1|Φq “
ÿ

jPJ

´

log ppφj|θ̂z1j
q ´ log ppφj|θ̂zjq

¯

“
ÿ

jPJκ

log
`

1
ÿ

i“0

λ̂κ,iN pµ̂κ,i, Σ̂κ,iq
˘

`
ÿ

jPJτ

log
`

1
ÿ

i“0

λ̂τ,iN pµ̂τ,i, Σ̂τ,iq
˘

´
ÿ

jPJ
κ
1

log
`

1
ÿ

i“0

λ̂κ1,iN pµ̂κ1,i, Σ̂κ1,iq
˘

where the �rst two terms correspond to the parcels being merged Pκ and
Pτ , and the third term to the �nal parcel Pκ1 .
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Parcellation results on artificial data

Using the generated arti�cial data, in �gure 4.14 we compare the proposed
Informed GMM (IGMM) method with the Ward [Ward, 1963] algorithm
with connectivity constraints, that here we name Spatial Ward (SW). A
Monte Carlo experiment is used, where the variability against several
random data sets is assessed, to quantify the results of both parcellation
methods. Fig. 4.14 shows results averaged across 100 runs and for di�erent
noise variance levels. SW makes a big parcel for all the non-active
positions, while IGMM overcomes this issue and partitions the positions
independently of the activation level.

For a quantitative evaluation, mutual information (MI) [Pedregosa et al.,
2011] was used to compare our parcellation results with the ground truth
territories. Fig. 4.15 shows the evolution of both parcellation techniques
with respect to increasing noise variance. IGMM outperforms SW and has a
decreasing mean value until MI « 0.4, whereas SW has an almost constant
mean MI « 0.25. Note that both methods are sensitive to noise and have
a high variance.

Parcels NRLs

Ground
truth

SW

MSE=0.0051

IGMM

MSE=0.0087
Figure 4.16: JDE detection results
for SW and IGMM. From left to
right: parcellation used, averaged
estimated NRLs over 100 JDE
iterations with detection MSE “
}ed}2

}atrue}2 , being ed “ red
1...ed

J s,
atrue “ ratrue

1 ...atrue
J s, and ed

j “

âj ´ atrue
j .

(a) Region 1.

(b) Region 2.

(c) Region 3.

(d) Region 4.

Figure 4.17: JDE HRF estimation
averaged results over 100 JDE
iterations (errorbars for standard
deviation), for the di�erent
regions, labelled in Fig. 4.12.

Since the motivation to create this parcellation method is its posterior
use in the JDE approach, we study the impact of the parcellation in JDE. As
input parcellations, we considered the hard clustering resulting from either
the SW- or IGMM-based average parcels computed over the 100 individual
results of our previous Monte Carlo experiment, i.e., the ones shown in
Fig. 4.14 for vb “ 1.5.

Fig. 4.16 compares the averaged detection results over 100 JDE iterations.
First, we can see a slightly lower mean detection MSE for SW-based hard
parcellation. Also, a lower activation level can be observed for voxels
considered in the wrong IGMM-based parcel. Fig. 4.17 shows the averaged
estimated HRF pro�les over 100 JDE iterations whether it is based on SW
or IGMM parcellation methods, compared with the ground-truth HRFs in
Fig. 4.12. Overall, HRFs are well recovered by both SW-based or IGMM-
based JDE analyses. In region 2 (cyan), IGMM-based better �ts the ground-
truth since it mixes less voxels with di�erent hemodynamics than SW which
includes all non-activating voxels. In region 3 (yellow), SW seems to yield a
MC-averaged HRF estimate slightly closer to the ground-truth than IGMM
which produces a parcel that also spans region 4 (red). However, the MC
variability is higher in this region than in the others for both parcellation
methods as shown by the error bars.

Regarding to computation time, IGMM takes 130 times more than
SW, but 1800 times less than the Consensus Clustering JDE (CC-JDE)
parcellation method [Badillo et al., 2013a].

Discussion on the hemodynamically informed parcellation

A hierarchical parcellation method that takes into account the activation
levels in the parcellation process has been developed, so as to be consistent
with JDE assumption that one parcel contains active and inactive positions,
and �nd the underlying hemodynamic territories, independently of the
activation level. In terms of computation load, it is not a demanding
method. However, hierarchical agglomerative algorithms need the selection
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in advance of the number of clusters, and this fact lead us to a de�nition
problem. In the JDE framework, we want parcels big enough to be able
to estimate accurately the HRF, although if parcels are too big, we will
be losing information and averaging the hemodynamics. However, if we
can have a good estimate of hemodynamics, we are interested in having
as much as possible parcels to better recover the territories’ singularities.
The computation of the number of clusters in the context of JDE with an
intrinsic parcellation computation, that has been called Joint Parcellation
Detection Estimation (JPDE) [L. Chaari et al., 2012, Chaari et al., 2016], has
been posteriorly addressed in [Albughdadi et al., 2014] and [Albughdadi
et al., 2016a] for the subject level, and in [Albughdadi et al., 2016b] for the
multiple-subject case.

We have quantitatively validated that the proposed IGMM approach
enables a better recovery than a reference spatial Ward approach. Indeed,
parcels obtained with IGMM are less in�uenced by highly activated
positions and do not mix non-active positions altogether. JDE results are
quite comparable in terms of detection and HRF estimation whether the
input parcellation comes from the SW method or the proposed IGMM
approach. Still, the proposed approach yields more reliable parcellations
than SW and may be more adequate to treat real data sets.

Experiments in real data need to be done to properly validate the
parcellation method. In the context of this thesis, no further work has
been done in this topic. In the next chapters, an atlas has been used as
JDE input parcellation for the sake of simplicity. First of all, results on
simulated data show that JDE results do not vary dramatically when we
use di�erent parcellations. Also, using an atlas removes a layer of variability
and complexity in the use of JDE, and the comparison across subjects and
datasets becomes more direct and easier.

This work was presented at the IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP) conference in 2014.

4.8 Multiple-session extension of the VEM JDE
algorithm

The previously presented approach for BOLD analysis with a JDE approach
considers a single session. Usually several sessions are recorded for one
subject in order to be able to combine or compare them. Their combination
is important to achieve a higher statistical power without making too long
sessions that would be uncomfortable for the subject being scanned. The
acquisition of several sessions can be used for validation too.

For a multiple-session approach, we need to make some other
considerations in our model: y “ tys

j , j P J , s P Su where J is the set of
voxels and S the set of sessions. In [Badillo et al., 2013b] a multiple-session
extension of the JDE framework is proposed and it is solved using MCMC. In
this extension, the response levels per condition am are considered to have
a mean value ām that could be considered the true subject response level,
and an inter-session variation that could be considered error measurement:

am,s “ ām ` εs with εs „ N p0, vaIq
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Therefore, we consider session speci�c response levels

a “
!

am,s
j , m “ 1 : M, s P S , j P J

)

.

The HRFh is considered unique through sessions to improve the estimation.
The rest of the parameters are estimated separately per session.

In the context of this thesis, the VEM solution of this extension has
been implemented to allow the fast joint analysis of multiple fMRI sessions.
The implementation in VEM simpli�es considerably the modelling with
respect to the MCMC version. Experimental results showed that this
approach is not very di�erent from doing the posterior average of the
independent single-session JDE results. However, analysing the data
altogether means a higher computational load and a lower potential for
parallelization. Moreover, if there is a very noisy session we might want
to discard it and it will be easier to identify a noisy session by doing the
independent single-session analysis. This concern lead us to the proposal
of an heteroscedastic multiple-session extension of the VEM JDE approach.
It consists in modelling a variable error instead of having it �xed. This
amounts to considering

am,s “ ām ` εs with εs „ N pµs, vsIq

The response level mean remains independent conditionally upon qm:

@m, ppām | qm; µm,vmq “
ź

j

ppām
j | q

m
j ; µm,vmq.

The goal is to be able to weight the importance of the di�erent sessions
so as to diminish the contribution of a potential noisy session to the �nal
parameter estimates. Variance vs will be the responsible of this weighting
and will modulate the contribution of µm and µs to the session-dependent
estimate of the amplitude values.

For this extension, we propose a prior density for a:

ppa | q; µ,vq “
M
ź

m“1

ź

jPJ

ź

sPS

1
ź

i“0

N pam,s
j ; µm

i ` µs, vm
i ` vsq

1pqm
j “iq

where µm and vm are the GMM parameters. The rest of the prior
distributions are the same as in the single session model already presented.
The full joint model becomes:

ppy,a,h, q; θq “ ppy |a,h; `, Γq ppa | q; µ,vq pph; vhq ppq; βq ppθq

“
ź

j

ź

s
ppys

j |a
s
j ,h; `s

j , Γs
j q

ź

m
ppam,s

j | qm
j ; µm ` µs, vm ` vsq

ppqj; βq pph; vhq ppθq

The complete model can be found in appendix B. Validation on simulated
and real data needs to be done to assess the model expected behaviour.
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4.9 Discussion

In this chapter, we have introduced Bayesian models and MCMC and VEM
approaches. We have also presented the application of these methods for
BOLD fMRI analysis. Two contributions have been presented:

• An hemodynamically informed parcellation of fMRI data.

• A heteroscedastic multiple-session extension of the VEM JDE algorithm.

In the next chapters, the methods presented are used in the analysis of
functional ASL data.

Outcome of this chapter:

A. Frau-Pascual, T. Vincent, F. Forbes, and P. Ciuciu.
“Hemodynamically informed parcellation of cerebral fMRI data”.
In 2014 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pages 2079–2083. IEEE, 2014a.
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ASL data: MCMC solution

This chapter introduces a Bayesian model for the analysis of functional ASL
(fASL). It is based on the previously presented Joint Detection Estimation
(JDE) model for BOLD signal. As in the BOLD JDE, ASL JDE, �rst presented
in [Vincent et al., 2013a], allows the estimation of a hemodynamic1 response 1 Note here that hemodynamic and

perfusion response functions are
both hemodynamic responses. In
this work, this notation is used
to be in line with the literature
in BOLD fMRI. However, one
can refer to the hemodynamic
response as the BOLD response to
remove any ambiguity.

function (HRF) and a perfusion response function (PRF) per parcel along
with the activation values of each voxel. Although the ASL JDE in
[Vincent et al., 2013a] provides a good estimate of the HRF, the PRF
estimation remains much more di�cult because of the noisier nature of
the perfusion component within the ASL signal. The whole perfusion
component has a variation of around 1% [Golay et al., 2004, Liu and
Brown, 2007] due to the fact that it is measured making the di�erence
of control and tag images. The task-related perfusion can vary up to a
70%, which is a 1.7% variation with respect to the ASL signal. In this
chapter, we propose to rely on physiological models to derive a linear
operator that can be used as a tractable functional link between perfusion
and hemodynamics components within the ASL signal and to exploit this
link as prior knowledge for the accurate and robust recovery of the PRF
shape in functional ASL data analysis. This way, we re�ne the separate
estimation of the response functions performed in [Vincent et al., 2013b,a]
by taking physiological information into consideration.

We �rst introduce the signal model for ASL, then the Bayesian model
along with the prior distributions on the parameters, and �nally we present
the MCMC optimization strategy to estimate the unknown quantities
in JDE. The outcome of this chapter was presented in October 2014 at
the workshop in Bayesian and grAphical Models for Biomedical Imaging
(BAMBI), a satellite event of the MICCAI conference.

Outcome of this chapter:

A. Frau-Pascual, T. Vincent, J. Sloboda, P. Ciuciu, and F. Forbes.
“Physiologically informed bayesian analysis of ASL fMRI data”. In
Bayesian and grAphical Models for Biomedical Imaging, pages
37–48. Springer, 2014.
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5.1 The functional ASL signal model

The ASL Joint Detection Estimation (JDE) model was proposed in [Vincent
et al., 2013b,a] and it assumes, as in BOLD JDE, the brain volume to
be partitioned into a number of functionally homogeneous parcels, each
of which gathers signals which share the same response shapes. In a
given parcel P , the generative model for ASL time series considering M
experimental conditions (see also �gure 5.1) reads @ j P P :

yj“

M
ÿ

m“1

am
j X

mh
looomooon

paq

` cm
j WXmg
looooomooooon

pbq

` αjw
loomoon

pcq

` P `j
loomoon

pdq

` bj
loomoon

peq

(5.1)

ASL time series are measured at times ptnqn“1:N where N is the number
of scans, tn “ nTR, and TR the repetition time. The signal is decomposed
into task-related (a) hemodynamics and (b) perfusion components given by
the �rst two terms respectively; (c) a perfusion baseline term αjw which
completes the modelling of the perfusion component; (d) a drift component
P `j already considered in the BOLD JDE [Vincent et al., 2010]; and (e) a
noise term.

Figure 5.1: Forward model of JDE.

Acquiring ASL fMRI data consists in consecutively performing
alternating measurements of control and magnetically tagged images. The
hemodynamics component is present in both images, whereas the perfusion
component comes from the subtraction of both control and tagged images.
The hemodynamics component in ASL is noisier compared to a standard
BOLD fMRI acquisition because the echo time (TE) used for ASL is not
optimal for the BOLD contrast [Ogawa et al., 1993, Tjandra et al., 2005].
The control/tag e�ect is modelled with the use of matrix W .

More speci�cally, we further describe each signal part below.
(a) The hemodynamics component represents the variation of the
hemodynamics (or BOLD) signal when there is task-related activity. h P

RD`1 represents the unknown HRF shape with size D ` 1 and assumed
identical for all voxels in a parcel P . The magnitude of activation or
hemodynamics response levels are a “

!

am
j , j P P , m “ 1 : M

)

.
(b) The perfusion component represents the variation of the perfusion
from the baseline when there is task-related activity. g P RD`1 represents
the unknown PRF shape, with size D ` 1 and constant within P . The
perfusion response levels are c “

!

cm
j , j P P , m “ 1 : M

)

. W models the
control/tag e�ect in the perfusion component, further explained below.
(a-b)Considering ∆t ă TR the sampling period ofh and g, whose temporal
resolution is assumed to be the same, Xm “ txn´d∆t, n “ 1 : N, d “
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0 : Du is a binary matrix that encodes the lagged stimulus onset. Xm

is the linear function that associates h to xm ˚ h. The hemodynamics
(HRLs) and perfusion (PRLs) response levels (resp. a and c) are assumed
independent conditionally to a common binary hidden Markov random
�eld q that introduces spatial correlation across neighbouring voxels, as
in [Vincent et al., 2013b,a]. This Markov random �eld has been introduced
in the previous chapter for the BOLD JDE.
(c) The drift term allows to account for a potential low frequency temporal
scanner drift and any other nuisance e�ect (e.g. slow motion parameters).
Matrix P “

“

p1, . . . ,pF
‰

of size N ˆ F with orthonormal columns (i.e.,
P tP “ IF). We denote by ` “

 

`j, j P J
(

the set of low frequency
drifts. Each `j is a L-dimensional vector of coe�cients to be estimated
`j “ p` f ,j, f “ 1 : Fqt.
(b-d) The control/tag vectorw (N-dimensional) encodes the di�erence in
magnetization signs between control and tagged ASL volumes. wtn “ 1{2
if tn is even (control volume) and wtn “ ´1{2 otherwise (tagged volume),
and W “ diagpwq is the diagonal matrix with w as diagonal entries.
(d) The perfusion baseline is encoded by αj at voxel j.
(e) The noise term encodes the noise in the signal. Here it is assumed
i.i.d Gaussian. A straightforward extension to AR(1) noise process can be
derived using [Vincent et al., 2010, Chaari et al., 2013].

The simultaneous estimation of the HRF and PRF response functions
is di�cult in this framework because the signal is noisy and because
the alternation of control and tag images introduces variability between
consecutive time points. See the results in [Vincent et al., 2013b,a]. The
perfusion response function estimation is much more di�cult because the
perfusion e�ect is quite small compared to the rest of the signal and it
comes from the subtraction of control and tag images, with the increase
in temporal variability that comes with it. The use of prior knowledge on
the PRF could appropriately inform the estimation of this function. For
this reason, we derive a physiologically informed relationship between the
perfusion and hemodynamic response functions from physiological models.
We use the extended Balloon model previously introduced in chapter 2.

5.2 Physiological linear relationship between response
functions

The extended Balloon model (see chapter 2) models the variations in �ow
inducing signal ψ, local blood �ow fin, local capillary volume ν, and
deoxyhemoglobin concentration ξ as a response to neuronal activity u.
Recall that the interactions of these four state variables are described by
the system of di�erential equations:

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

dfinptq
dt “ ψptq

dψptq
dt “ ηuptq ´ ψptq

τψ
´

finptq´1
τf

dξptq
dt “ 1

τm

ˆ

finptq
1´p1´E0q

1{finptq

E0
´ ξptqνptq

1
w̃´1

˙

dνptq
dt “ 1

τm

´

finptq ´ νptq
1
w̃

¯

(5.2)
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with initial conditions ψp0q “ 0,finp0q “ νp0q “ ξp0q “ 1. The system
depends on 6 physiological parameters that have already been described
in section 2.5.1. The local blood �ow finptq is the normalized perfusion,
with initial value 1. We can then de�ne the perfusion response function
(PRF), namely gptq, as the task-related perfusion variation from the baseline.
Therefore, we consider gptq “ finptq ´ 1 and gp0q “ 0. We can consider it
as one of the state variables tψ, g, 1´ ν, 1´ ξu.

The hemodynamic response function (HRF) is given by hptq when uptq
is an impulse function, and [Buxton et al., 1998b] proposed a link of the
BOLD response hptq to the physiological quantities considering intra- and
extra-vascular components [Buxton et al., 1998b, Obata et al., 2004]:

hptq “ V0

„

k1p1´ ξptqq ` k2

ˆ

1´
ξptq
νptq

˙

` k3p1´ νptqq


(5.3)

where k1, k2 and k3 are scanner-dependent constants and V0 is the resting
blood volume fraction. In the following we will drop the time index t and
use variables in their discretized vector form.

From these equations, we derive an approximate relationship between
the PRF (g) and the HRF (h). We can obtain it by linearizing the system
of equations (see complete linearization in appendix C). Equation (5.3) can
�rst be linearized into:

h “ V0rpk1 ` k2qp1´ ξq ` pk3 ´ k2qp1´ νqs . (5.4)

We then linearize the system (5.2) around the resting point tψ, g, 1´ ν, 1´
ξu “ t0, 0, 0, 0u as in [Khalidov et al., 2011]. From this linearization,
denoting by D the �rst order di�erential operator and I the identity matrix,
we obtain:

$

’

’

’

’

&

’

’

’

’

%

Dtgu “ ´ψ
´

D ` I
w̃τm

¯

t1´ νu “ ´ 1
τm
g

´

D ` I
τm

¯

t1´ ξu “ ´

ˆ

γI ´ 1´w̃
w̃τ2

m

´

D ` I
w̃τm

¯´1
˙

g

(5.5)

where γ “ 1
τm

´

1` p1´E0q lnp1´E0q
E0

¯

. It follows a linear link between h and
g that we write as g “ Ωh where:

Ω “ V´1
0

ˆ

´pk1 ` k2qγB ` pk1 ` k2q
1´ w̃
w̃τ2

m
BA´

k3 ´ k2

τm
A

˙´1
(5.6)

with A “

ˆ

D ` I

w̃τm

˙´1
and B “

ˆ

D ` I

τm

˙´1
(5.7)

The entire derivation of Ω can be found in appendix C.
Using values of physiological constants as proposed in [Friston et al.,

2000], Fig. 5.2 shows the HRF and PRF results that we get (hlin, glin)
by applying the linear operator to physiologically generated PRF (gphysio)
or HRF (hphysio): hlin “ Ω´1gphysio or glin “ Ωhphysio compared to
these physiologically generated hphysio and gphysio functions, computed
by using the physiological model di�erential equations. The error of this
linearization is }hphysio´hlin}

?
dt

“ 0.087 and }gphysio´glin}
?

dt
“ 0.099 for a

dt “ 0.5. There is a time-to-peak (TTP) di�erence of 0.4 s in the case of
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the PRFs and 0.5 s in the case of the HRFs. Note that, although TTP values
are not exact, the linear operator maintains the shape of the functions and
satisfyingly captures the main features of the two responses. We considered
a �ner temporal resolution than TR for Ω.

Figure 5.2: Physiological responses
generated with the physiological
model, using parameters proposed
in [Friston et al., 2000]: neural
activity ψ, physiological (hphysio

or HRFphysio) and linearized (hlin

or HRFlin) HRFs, physiological
(gphysio or PRFphysio) and
linearized (glin or PRFlin) PRFs.

This linear operator gives us a new tractable tool for analyzing the ASL
signal. Although this link is subject to caution due to its linear nature, as it
is only valid around its development point and incurs approximation errors,
we can nevertheless consider it in a prior distribution of the perfusion
response function.

5.3 Bayesian modelling

The joint probabilistic distribution for the model in equation 5.1 can be
decomposed as follows:

ppy,a,h, c, g, q; θq “ ppy |a,h, c, g, q; θq ppa |h, q; θq ppc | g, q; θq ¨

¨ pph | q; θq ppg | q; θq ppq; θq ppθq

with θ being the parameters that need to be estimated: perfusion, drift
and noise parameters, as well as the parameters included with the prior
distributions that are presented below. Here y is assumed independent of q
given a, h, c, g. a and c are assumed independent of h and g, conditionally
to q. h and g are assumed independent of q because HRF and PRF do not
depend on the activation states of the voxels, just their amplitudes. This is
expressed by the factorization of the probabilities in the above formula.

5.3.1 Likelihood

According to this model, the likelihood reads:

ppy |a,h, c, g, α; `, Γq “
ź

jPJ
ppyj |aj,h, cj, g; αj, `j, Γjq (5.8)

with ppyj |aj,h, cj, g; αj, `j, Γjq „ N
´

ȳj, Γ´1
j

¯

(5.9)

and ȳj “

M
ÿ

m“1

am
j X

mh` cm
j WXmg`wαj `P `j (5.10)

5.3.2 Prior distribution of the response functions

Following [Vincent et al., 2010], the HRF and PRF shapes are assumed to
follow a prior multivariate Gaussian distribution whose covariance matrices
Σh and Σg impose temporal smoothness as in section 3.3.2. They embody a
constraint on the second order derivative so as to penalise high variations
between neighbouring points and have a smooth temporal shape. As this
modelling remains non-parametric, any shape is allowed and it is worth
noting that the two HRF and PRF shapes may di�er. In [Vincent et al.,
2013a], the priors used for HRF/PRF are

h „ N p0, vhΣhq (5.11)
g „ N p0, vgΣgq (5.12)
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where vh and vg are unknown variances, and Σh “ Σg “ R “

´

Dt
2D2
p∆tq4

¯´1
.

See section 3.3.2 for the de�nition of D2
2 and the derivation of R. Priors 2 Recall that

D2 “

¨

˚

˚

˚

˚

˚

˚

˝

´2 1 0 ... 0
1 ´2 1 ... 0
...

. . .
...

0 ... 1 ´2 1
0 ... 0 1 ´2

˛

‹

‹

‹

‹

‹

‹

‚

on vh and vg can also be introduced. In MCMC, we use non-informative
Je�reys priors: ppvhq “ v´1{2

h , ppvgq “ v´1{2
g . In VEM, since vh and vg are

positive, suitable priors can be exponential distributions with means ´λh

and ´λg respectively as in [Chaari et al., 2013]: ppvh; λhq “ λh expp´λhq

and ppvg; λgq “ λg expp´λgq.
We can also enforce a prior mean shape by using a di�erent mean prior:

a physiological shape in HRF and PRF, or just in the PRF, or the use of
a physiological link between HRF and PRF. In the latter case, a prior on
the PRF would regularize the estimation by using the already estimated
HRF to construct a candidate for the PRF. Part of this work consisted
in investigating the use of di�erent priors on the response functions,
and di�erent ways to introduce them. We have focused on the derived
physiological link Ω between both responses (see Appendix C for its
derivation) as prior knowledge in g, to compensate for the lower SNR of
the perfusion component of the signal. Constraints on the shape of the
responses (e.g. norm constraint or positivity) have also been considered.

Stochastic Ω constraint

The �rst prior investigated encodes a hierarchical relationship between g

and h. We use the equality g “ Ωh for the prior mean of g:

h „ N p0, vhΣhq (5.13)
g|h „ N pΩh, vgΣgq (5.14)

For h, we use the covariance matrix Σh “ R. Σg can add smoothness if we
use the prior Σg “ R (regularized physiological prior) or not if we use the
identity matrix Σg “ ID`1 (not regularized physiological prior).

If we consider a joint prior with a single variance parameter, the relation
of h and g becomes:

h „ N p0, vghΣhq (5.15)
g|h „ N pΩh, vghΣgq (5.16)

A joint variance vgh amounts to setting vh “ vg, decreasing the number
of parameters to estimate or set. This can be potentially interesting when
the values have to be set because they are not well estimated. We can �nd
the joint multivariate normal distribution of ph, gq from the relationship
pphqppg|hq as

«

h

g

ff

„ N
˜«

0
0

ff

, vgh

«

Σh ΣhΩT

ΩΣh Σg `ΩΣhΩT

ff¸

(5.17)

When we include Ω, we are considering some variability around the prior
mean Ωh. Therefore, any approximation error coming from the derivation
of Ω can be compensated for. However, imposing a relationship between h

and g also a�ects the computation of h. See for example in appendix D that
the expression (D.17) in the computation of pph|y, ..., θq contains a term
with g.
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Deterministic Ω constraint

We also investigate the simplest option: including directly the relationship
g “ Ωh. g is directly obtained from h. Here the same “classical”
regularized prior is used for the HRF. The priors read:

h ∼ N p0, vhΣhq (5.18)
g “ Ωh (5.19)

where: Σh “ R. We reformulate the forward model to inject the relation
(5.19). @ j P J ,

yj “

M
ÿ

m“1

”

cm
j WXmΩ` am

j X
m
ı

h`P `j ` αjw` bj (5.20)

Hierarchical model

Here we consider a hierarchical model in which both response functions
are conditional to a variable ht.

ht „ N phcan, vht Σhtq (5.21)

where Σht “ R and vht contain the regularising terms to obtain a smooth
ht. ht is in some sense the “true” HRF, and we have access to the noisy
version of the true HRF:

h|ht „ N pht, vhΣhq (5.22)
g|ht „ N pΩht, vgΣgq (5.23)

where vh is small (good precision on h) and vg is large (less precision on
g). We use Σh “ ID`1 and Σg “ ID`1 because we are conditional to the
“true” HRF, which will be smooth.

The random variables h and g are independent but conditional to ht, so
that when you estimate h in the MCMC algorithm the lower precision on
g should not in�uence h too much. We hope that the e�ect of g on ht is
lower by the fact that vg is large because using a large vg is equivalent to
saying that the observation is not as reliable as with a small vh.

Balloon model prior

The Balloon model can be used to generate an hballoon and gballoon that can
be used as prior mean in the response functions.

pph; vhq „ N phballoon, vhΣhq

ppg; vgq „ N pgballoon, vgΣgq

Usually we use the smooth prior covariance Σh “ Σg “ R already
explained. This prior is not used in this chapter, but will be used in chapter 7.

5.3.3 Prior distributions for the rest of parameters

Here we present the rest of the prior distributions used for each one of the
parameters of the model.
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Response Levels

For a given experimental condition m, the hemodynamic (HRLs) and
perfusion (PRLs) response levels are assumed to follow spatial Gaussian
mixture models with di�erent means and variances but governed by
the same hidden Markov random �eld encoding voxels activation states.
Indeed, the actual hemodynamics and perfusion response levels are likely
to di�er as they do not re�ect the same physiological measure: CBF versus
a combination of CBV, CBF and CMRO2. However, the activation states are
assumed to be the same for both response levels. The aim is to model a
coupling between the perfusion and hemodynamics components, allowing
the extraction of the perfusion component by taking advantage of the higher
SNR in the hemodynamics component.

Mixture models segregate active voxels from non-active ones. Let qm
j

be the allocation variable that states whether voxel j is active (qm
j “ 1) or

non-active (qm
j “ 0) in response to the mth experimental condition. Spatial

correlation is directly incorporated in the probabilities of activation through
a hidden Potts �eld on the allocation variables qm. Here, the proportion of
voxels for the di�erent classes is not explicit.

We assume that different types of stimulus (experimental conditions)
induce statistically independent response levels. HRLs and PRLs are a priori
spatially independent conditionally on q. Let 1pKq = 1 if K is true, 0
otherwise.

ppa | q; µ,vq “
M
ź

m“1

ź

jPJ

ź

iPt0,1u

N pam
j ; µm

i , vm
i q

1pqm
j “iq

9

M
ź

m“1

J
ź

j“1

ź

iPt0,1u

˜

pvm
i q
´ 1

2 exp

˜

´pam
j ´ µiq

2

2vi

¸¸1pqm
j “iq

where we used the notations µm and vm for µm “
“

µm
0 , µm

1
‰t and vm “

“

vm
0 , vm

1
‰t. The unknown parameters are the Gaussian parameters µ and v.

The same way, for the PRLs the conditional prior pdf:

ppc | q; η, ρq “
M
ź

m“1

ź

jPJ

ź

iPt0,1u

N pcm
j ; ηm

i , ρm
i q

1pqm
j “iq

9

M
ź

m“1

J
ź

j“1

ź

iPt0,1u

˜

pρm
i q
´ 1

2 exp

˜

´pcm
j ´ ηiq

2

2ρi

¸¸1pqm
j “iq

where we used the notations ηm and ρm for ηm “
“

ηm
0 , ηm

1
‰t and ρm “

“

ρm
0 , ρm

1
‰t. The unknown parameters are the Gaussian parameters η and ρ.

Activation states (labels)

As proposed in [Vincent et al., 2010], a Potts �eld is expressed to model
spatial correlation in a parcel. We assume prior independence between
experimental conditions regarding the hidden Potts �elds:

ppq; βq “
M
ź

m“1

ppqm; βmq
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where β is the amount of spatial regularization. Here ppqm; βmq is a 2-class
Potts model with interaction parameter βm and no external �eld.

ppqm; βmq “ Zpβmq´1 exp

¨

˝

1
2

βm
ÿ

jPJ

ÿ

kPN pjq
1pqm

j “ qm
k q

˛

‚ (5.24)

The Potts �eld is de�ned on the neighborhood graph of each parcel. Zpβmq

is the normalizing constant or the partition function of the Potts �eld. It
is independent of a speci�c value of q, as it is the marginalisation over all
possible values of q. β “ tβm, m “ 1 : Mu are unknown parameters. A
prior on β can also be added in the VEM case: ppβm; λβq “ λβ expp´λβq.

Perfusion Baseline

We assume a Gaussian prior for the perfusion baseline: αj ∼ N p0, vαq

ppα|vαq9v´
J
2

α exp

¨

˝

J
ÿ

j“1

´α2
j

2vα

˛

‚ (5.25)

Dri� Coe�icients

We assume a Gaussian prior for the drift coe�cients: `j ∼ N p0, v` IFq

pp`|v`q9v´JF{2
` exp

¨

˝

J
ÿ

j“1

´
1
2
`t

jpv` IFq
´1`j

˛

‚

Hyper-parameters

Non-informative Je�reys Priors3 are adopted for the hyper parameters: 3 Je�rey’s prior is a non-
informative prior distribution
de�ned using Fisher information
I f pθq:

p pθq9
b

I f pθq

“

c

´Epx

“d2 log ppX|θq
dθ2

‰

θ̃ “ tvh, vg, vα, v`, vb, µ,v, η, ρu

Thus ppvhq “ v´1{2
h ppvgq “ v´1{2

g ppvbj
q “ v´1{2

bj

ppv`q “ v´1{2
` ppvαq “ v´1{2

α ppµiq “ 1

ppviq “ v
´1{2
i ppηiq “ 1 ppρiq “ ρ

´1{2
i

All the prior parameters will be estimated in the model

θ “ tα, `, Γ, µ,v, η, ρ, vh, vg, βu.

Considering all these parameters, the full joint model becomes:

ppy,a,h, c, g, q; θq “ ppy |a,h, c, g; `, Γq¨

¨ ppa | q; µ,vq ppc | q; η, ρq ppq; βq¨

¨ pph; vhq ppg; vgq ppθq

5.3.4 Posterior distribution

The posterior distribution can be computed from the prior densities and the
likelihood of the model:

ppa, c,h, g, `, α, vb |yq 9 ppy |a,h, c, g; `, Γq¨

¨ ppa | q; µ,vq ppc | q; η, ρq ppq; βq¨

¨ pph; vhq ppg; vgq ppθq
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Using the expressions of the likelihood and prior distributions, we get a
full posterior distribution that can be found in appendix D. The JDE ASL
hierarchical graph model can be found in �gure 5.3.

Figure 5.3: Hierarchical graph
model for JDE ASL.

5.4 Estimation of the posterior probability distribution
with MCMC

From the posterior conditional distributions of each variable x P X , with
X “ ta, q,h, g, α, `, θu samples are generated using a Gibbs sampling
scheme and posterior mean (PM) estimates are computed from the samples
according to: x̂PM “

řK1
k“K0

xpkq{K, @x P X where K “ K1´K0` 1 and
K0 stands for the length of the burn-in period. The posterior conditional
distributions ppxk | pX zxqk´1,yq are computed at each iteration k of the
sampling scheme, considering the rest of the variables X zx updated in
last iteration k´ 1. The samples are drawn from the conditional posterior
distributions. For the hyperparameter conditional posterior, let rθ be the set
of all hyperparameters except the one in question.

Algorithm 1 Gibbs sampling for ASL JDE
1: initialize
2: repeat
3: Sampling from posterior conditional distributions:

pam
j q
pkq Ð ppam

j | q
m
j “ i, ...q

pcm
j q
pkq Ð ppcm

j | q
m
j “ i, ...q pqm

j q
pkq Ð ppqm

j |y, ..., θq

hpkq Ð pph|y, ..., θq gpkq Ð ppg|y, ..., θq

α
pkq
j Ð ppαj|yj, ..., θq `

pkq
j Ð pp`j|yj, ..., θq

µ
mpkq
i Ð ppµm

i |y, ...,rθq vmpkq
i Ð ppvm

i |y, ...,rθq

η
mpkq
i Ð ppηi|y, ...,rθq ρ

mpkq
i Ð ppρi|y, ...,rθq

vpkqh Ð ppvh|y, ...,rθq vpkqg Ð ppvg|y, ...,rθq

vpkqα Ð ppvα|y, ...,rθq vpkq` Ð ppv`|y, ...,rθq

vpkqbj
Ð ppvbj

|y, ...,rθq

4: until k “ Niterations

5: Compute posterior means

x̂PM “
1
K

K1
ÿ

k“K0

xpkq, @ x P X

6: RETURN posterior mean estimates x̂PM @ x P X

The posterior conditional distributions and the whole model can be found
in appendix D.

5.5 A 2-step MCMC inference procedure

When using the stochastic physiological prior, we are trying to in�uence
the shape of the PRF using the HRF as prior information, but this also leads
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to an in�uence of the PRF on the HRF (see expression (D.17) in appendix D).
As a mid step in the analysis of this model, a 2-step procedure was developed
to deal with the two components, hemodynamics and perfusion, separately.
We �rst identify hemodynamics properties (ĥ, âm

j ), and then use the
linear operator Ω and the previously estimated hemodynamic properties
to recover the perfusion component (ĝ, ĉm

j ). This way, we avoid any
contaminating e�ect of g on the estimation of h. Each step is based on a
Gibbs sampling procedure as in [Vincent et al., 2013b,a].

Hemodynamics estimation step M1

In a �rst step M1, our goal is to extract the hemodynamic components and
the drift term from the ASL data. In the JDE framework (5.1), it amounts
to initially considering the perfusion component as a generalized perfusion
term, including perfusion baseline and event-related perfusion response. By
grouping the perfusion terms involving W , the generative model (5.1) for
ASL time series can be equivalently written, as

yj“

M
ÿ

m“1

am
j X

mh`P `j`W

˜

M
ÿ

m“1

cm
j X

mg`αj1

¸

`bj (5.26)

where we consider αjw “ W αj1. Note that the hemodynamics
components HRF h and the drift term `j can be estimated �rst, by
segregating them from a general perfusion term and a noise term. However,
the perfusion component is considered in the residuals, in order to properly
estimate its di�erent contributions in a second step M2.

Given the estimated phM1 , p`
M1 and paM1 , we then compute residuals

rM1 containing the remaining perfusion component:

r
M1
j “ yj ´

M
ÿ

m“1

pam,M1
j Xm

phM1 ´Pp`
M1
j (5.27)

Perfusion response estimation step M2

From the residuals of the �rst step rM1 , we estimate the perfusion
component. The remaining signal is, according to (5.1), @j “ 1 : J,

yM2
j “

M
ÿ

m“1

cm
j WXmg` αjw` bj “ r

M1
j (5.28)

In this step, we introduce a prior on g, to account for the already described
physiological relationship g “ Ωh:

g|phM1 „ N pΩphM1 , vgΣgq, with Σg “ ID`1 . (5.29)

The signi�cance of the 2-step approach is to �rst preprocess the data
to subtract the hemodynamics component within the ASL signal, as well
as the drift e�ect, and to focus in a second step on the analysis of the
smaller perfusion e�ect. In [Mumford et al., 2006], di�erencing methods
were used to subtract components with no interest in the perfusion analysis
and directly analyse the perfusion e�ect in the time series. In contrast to
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these methods, we expect to disentangle perfusion from hemodynamics
components by identifying all the components contained in the signal, and
to recover them more accurately.

5.6 Comparison of the models on simulated data

Figure 5.4: HRL and PRL ground
truth.

The generative model for ASL time series in (5.1) has been used to generate
arti�cial ASL data. A low SNR has been considered, with TR “ 1 s,
mean ISI “ 5.03 s, duration 25 s, N “ 325 scans and two experimental
conditions (M “ 2) represented with 20ˆ 20-voxel binary activation label
maps corresponding to HRL and PRL maps shown in Fig. 5.4. For both
conditions: pam

j |qj “ 1q „ N p2.2, 0.3q and pcm
j |qj “ 1q „ N p0.48, 0.1q.

Parameters were chosen to simulate a typical low SNR ASL scenario, in
which the perfusion component is much lower than the hemodynamics
component. A drift `j „ N p0, 10I4q and noise variance vbj

“ 7 were used.
HRF and PRF shapes were simulated with the physiological model, using
the physiological parameters used in [Friston et al., 2000].
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Figure 5.5: Results on arti�cial
data. Top row: non-physiological
version. Bottom row:
physiological 2-step version
(stochastic constraint in 2-step).
(a,d): estimated HRL and PRL
e�ect size maps respectively. The
ground-truth maps for the HRL
and PRL are depicted in Fig.5.4.
(b,c): HRF and PRF estimates,
respectively, with their ground
truth.

In a low SNR context, the PRF estimate retrieved by the former approach
developed in [Vincent et al., 2013b,a] is not physiologically relevant as
shown in Fig. 5.5[(c), Top]. In the case of a physiologically informed 2-
step Bayesian approach proposed here delivers a PRF estimate very close to
the simulated ground truth (see Fig. 5.5[(c), Bottom] The same holds for the
HRF, too.

In Fig. 5.6, the robustness of both approaches with respect to the noise
variance is studied, in terms of HRF and PRF recovery. The relative root-
mean-square-error (rRMSE) is computed for the PRF and HRF estimates, i.e.
rRMSEφ “ }pφ´ φptrueq}{}φptrueq} where φ P th, gu. We observed that,
maintaining a good performance in the HRF estimation, we achieved a much
better recovery of the PRF for noise variances larger than vbj

“ 1, with
respect to the non-physiological prior. Therefore, with the introduction of
the physiological link between HRF and PRF, we have improved the PRF
estimation.

Figure 5.6: Relative RMSE for the
HRF and PRF and the two JDE
versions, wrt noise variance vbj

ranging from 0.5 to 30.
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5.7 Validation of the physiologically informed MCMC
approach in real data

After testing the performance with simulated data, we test on real data from
the AINSI initiative4. Real ASL data were recorded during an experiment 4 http://thalie.ujf-grenoble.fr/ainsi
designed to map auditory and visual brain functions, which consisted of
N “ 291 scans lasting TR “ 3 s, with TE “ 18 ms, FoV 192 mm, each
yielding a 3-D volume composed of 64ˆ 64ˆ 22 voxels (resolution of 3ˆ
3 ˆ 3.5 mm3). The tagging scheme used was PICORE Q2T, with TI1 “

700 ms, TI2 “ 1700 ms. The paradigm was a fast event-related design
(mean ISI “ 5.1 s) comprising 60 auditory and visual stimuli in total. Two
regions of interest in the right temporal lobe for the auditory cortex, and
left occipital lobe for the visual cortex, were de�ned manually.

Fig. 5.7(b-c) depicts the response estimates superimposed to the
canonical shape which is in accordance with the HRF estimates for both
methods. We consider here an auditory region where the canonical version
has been �tted. Accordingly, the HRL maps (Fig. 5.7(a)) also look alike
for both methods. However, PRF estimates signi�cantly di�er and the
e�ect of the physiologically-inspired regularization yields a more plausible
PRF shape for the 2-step approach compared with the non-physiological
JDE version. Results on PRL maps (Fig. 5.7(d)) con�rm the improved
sensitivity of detection for the proposed approach. In the same way, in
the visual cortex, Fig. 5.7(f-g) shows the HRF and PRF estimates, giving a
more plausible PRF shape for the 2-step approach, too. For the detection
results (Fig. 5.7(h)), the 2-step approach seems also to provide a much better
sensitivity of detection.

5.8 Discussion

Starting from non-linear systems of di�erential equations induced by
physiological models of the neuro-vascular coupling, we derived a tractable
linear operator linking the perfusion and hemodynamics responses. This
operator showed good approximation performance and we demonstrated its
ability to capture both realistic perfusion and hemodynamics components.

This derived linear operator was easily incorporated in a JDE framework
at no additional cost. Di�erent models have been considered when
including this link: stochastic constraint, deterministic constraint and a
hierarchical formulation.

• The deterministic formulation considers g �xed to Ωh during Gibbs
sampling. It enables the recovery of the ground-truth HRF and PRF at
low SNR. However, this approach does not allow any �exibility in the
PRF.

• The hierarchical formulation considers a “true” HRF ht, and the HRF
h and PRF g noisy versions that are conditional to the “true” HRF,
with a certain precision. We enforce a high precision on the HRF to
be close to the “true” HRF, and a low precision on the PRF to account
for possible variability around the prior mean. This model de�nition
is proper theoretically. However, the addition of other parameters to
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Figure 5.7: Comparison of the
two JDE versions on real data in
the auditory and visual cortices.
(top row in auditory and
visual cortex results): non-
physiological version. (bottom
row in auditory and visual
cortex results): physiological 2-
step version (stochastic constraint
in 2-step). (a,e) and (d,h):
estimated HRL and PRL e�ect
size maps, respectively. (b,f) and
(c,g): HRF and PRF estimates,
respectively. The canonical HRF
is depicted as a black dashed line,
while PRF and HRF estimated
are depicted in solid red and blue
lines, respectively.

estimate (the “true” HRF and its variance) adds more complexity to the
model.

• The stochastic constraint seemed to be the best one to be used in this
framework, allowing to couple both responses with �exibility. It has
been implemented in a 1-step and in a 2-step procedure.

Results in this chapter correspond to the stochastic constraint in a 2-step
procedure, but in the next chapter results are shown for the stochastic
constraint in 1-step case. With the introduction of this prior, we achieve
signi�cant improvement in PRF estimation, especially in critical low SNR
situations. In this chapter, this has been shown in both simulated and real
data.



6 Bayesian analysis of functional

ASL data: VEM solution

In the previous chapter, a Bayesian model for the analysis of functional
Arterial Spin Labeling (fASL) data has been proposed based on [Vincent
et al., 2013b], using a Markov Chain Monte Carlo optimization strategy. One
of the novelties of the previous chapter, presented in [Frau-Pascual et al.,
2014a], is the introduction of prior knowledge through the relationship
between perfusion and hemodynamic responses derived from physiological
models. This relationship allows us to inform the perfusion response
function (PRF) estimation from the hemodynamic response function (HRF),
as the hemodynamic component has a higher SNR than the perfusion one
due to the acquisition procedure.

In this chapter, following the spirit of [Chaari et al., 2013], we
provide an alternative solution based on the variational expectation-
maximization (VEM) algorithm. As explained in chapter 4, this solution is
less computationally expensive than MCMC. The VEM algorithm has been
explained in detail in chapter 4. This framework is also more convenient
to deal with constraints, as normalization or positivity. In this chapter, we
focus in the use of the physiological operator Ω as a stochastic constraint.
First, we explain the VEM for JDE ASL. Then, JDE-VEM and JDE-MCMC
are compared to point out the di�erences on simulated and real data. The
outcome of this chapter was presented at the International Workshop
on Pattern Recognition in NeuroImaging (PRNI) and at Medical Image
Computing and Computer-Assisted Intervention (MICCAI) conference in
2015, and can be read in [Frau-Pascual et al., 2015b,c].

Outcome of this chapter:

A. Frau-Pascual, F. Forbes, and P. Ciuciu. “Variational
physiologically informed solution to hemodynamic and perfusion
response estimation from ASL fMRI data”. In Pattern Recognition
in NeuroImaging (PRNI), 2015 International Workshop on, pages
57–60. IEEE, 2015a.

A. Frau-Pascual, F. Forbes, and P. Ciuciu. “Comparison of stochastic
and variational solutions to ASL fMRI data analysis”. In Medical
Image Computing and Computer-Assisted Intervention–MICCAI
2015, pages 85–92. Springer, 2015b.



68 Bayesian analysis of functional ASL data: VEM solution

6.1 Variational expectation maximization for JDE ASL

Here, a Variational Expectation-Maximization (VEM) algorithm is proposed
to deal with the intractable posterior of our model ppa,h, c, g, q|yq, when
estimating the variables and parameters of the model. VEM algorithm
approximates the posterior with a function p̃, and minimizes the Kullback
Leibler divergence between the approximation p̃ and the actual posterior:
KLpp̃, ppa,h, c, g, q|yqq.

The missing variables in our model are the hemodynamic response levels
a P A, the HRF h P H, the perfusion response levels c P C , the
PRF g P G , and the activation states q P Q. Let D be the set of all
probability distributions on AˆHˆ C ˆ G ˆQ. One way of dealing with
several missing variables is to restrict the class of approximate posteriors
with the mean �eld approximation: we choose our approximate posterior
distribution over a restricted class of probability distributions, D̃, that can
factorize as

p̃pa,h, c, g, qq “ p̃apaq p̃hphq p̃cpcq p̃gpgq p̃qpqq

where p̃a P DA, p̃h P DH , p̃c P DC , p̃g P DG and p̃q P DQ are sets of
probability distributions on A,H, C,G,Q respectively.

As we have seen in previous chapters, EM can be viewed [Neal and
Hinton, 1998] as an alternating maximization procedure of the free energy
function F . For any p̃ P D,

Fpp̃, θq “ Ep̃
“

log ppy,a,h, c, g, q ; θq
‰

` Irp̃s (6.1)

where Irp̃s “ ´Ep̃
“

log p̃pa,h, c, g, qq
‰

is the entropy of p̃, and Ep̃
“‰

denotes the expectation with respect to p̃. The �rst term thus becomes a
type of reconstruction measure: It quanti�es to what extent probable events
for p̃ are also probable for p. The second term quanti�es the uncertainty in
p̃. Denoting current parameter values by θprq, the alternating procedure, as
in section 4.4, proceeds as follows:

E-step: p̃prq “ arg max
p̃PD

Fpp̃, θprqq (6.2)

M-step: θpr`1q “ arg max
θPΘ

Fpp̃prq, θq (6.3)

When applying the mean �eld approximation, the E-step can be further
decomposed into �ve stages updating the di�erent variables in turn. At
iteration prq, with current estimates denoted by p̃pr´1q

a , p̃pr´1q
h , p̃pr´1q

c , p̃pr´1q
g ,

p̃pr´1q
q and θprq, the updating formulae are of the form:

E-A-step:

p̃prqa “ arg max
p̃aPDA

F
´

p̃a p̃pr´1q
h p̃pr´1q

c p̃pr´1q
g p̃pr´1q

q ; θprq
¯

(6.4)

E-C-step:

p̃prqc “ arg max
p̃cPDC

F
´

p̃prqa p̃pr´1q
h p̃c p̃pr´1q

g p̃pr´1q
q ; θprq

¯

(6.5)

E-Q-step:

p̃prqq “ arg max
p̃qPDQ

F
´

p̃prqa p̃pr´1q
h p̃prqc p̃pr´1q

g p̃q; θprq
¯

(6.6)
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E-H-step:

p̃prqh “ arg max
p̃hPDH

F
´

p̃prqa p̃h p̃prqc p̃pr´1q
g p̃prqq ; θprq

¯

(6.7)

E-G-step:

p̃prqg “ arg max
p̃gPDG

F
´

p̃prqa p̃prqh p̃prqc p̃g p̃prqq ; θprq
¯

(6.8)

Hereafter, for the ease of presentation, the prq and pr ´ 1q superscripts
are omitted. From the Kullback-Leibler divergence properties (see the
derivation in section 4.4), we can derive as in Eq. (4.8) the solutions of
Eq. (6.6) for each step as:

E-A: p̃apaq9 exp
´

Ep̃h p̃g p̃c p̃q

“

log ppa |y,h, c, g, q; θq
‰

¯

(6.9)

E-C: rpcpcq9 exp
´

Ep̃h p̃g p̃a p̃q

“

log ppc |y,a,h, g, q; θq
‰

¯

(6.10)

E-Q: p̃qpqq9 exp
´

Ep̃h p̃g p̃arpc

“

log ppq |y,a,h, c, g; θq
‰

¯

(6.11)

E-H: p̃hphq9 exp
´

Ep̃g p̃a p̃c p̃q

“

log ppa |y,h, c, g, q; θq
‰

¯

(6.12)

E-G: rpgpgq9 exp
´

Ep̃h p̃a p̃c p̃q

“

log ppc |y,a,h, g, q; θq
‰

¯

(6.13)

Note that the dependence between random variables, as in MCMC, is
translated into dependence between statistical moments in VEM. This
can be seen in the formulas derived in the appendices D and E: for the
computation of rph for example, the MCMC expression (D.16) becomes in
VEM (E.17), and (D.17) in MCMC becomes (E.18) in VEM.

The corresponding M-step, where parameters are estimated, is given by:

M: θ “ arg max
θPΘ

„

Ep̃a p̃c

“

log ppy |a,h, c, g; α, `,vbq
‰

` Ep̃h

“

log pph; vhq
‰

` Ep̃g

“

log ppg; vgq
‰

` Ep̃a p̃q

“

log ppa | q; µ,vq
‰

` Ep̃c p̃q

“

log ppc | q; η, ρq
‰

` Ep̃q

“

log ppq; βq
‰

` log ppθq


(6.14)

where θ “
 

α, `,vb, µ,v, η, ρ, vh, vg, β
(

. Hyperparameters were
considered for the parameters vh, vg and β, and therefore we include them
in the M-step computation. Given the separability of the prior probability
density functions, the M-step can be divided into separate M-steps, as
in [Chaari et al., 2013]. The stopping criterion of the algorithm will be
based on the convergence of the free energy:

Fpp̃, θq “ Ep̃
“

log ppy |a,h, c, g, q; θq ppa | q; θaq ppc | q; θcq

ppq; βqppβ; λβqpph; vhqppvh; λhq ppg |h; vgqppvg; λgq
‰

` Ipp̃aq ` Ipp̃hq ` Ipp̃cq ` Ipp̃gq ` Ipp̃qq (6.15)

Algorithm 2 shows the alternation between E and M steps. Details of
the model and the approximate posterior distributions can be found in
appendix E. Free energy computation can be found in appendix F.
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Algorithm 2 VEM algorithm for JDE in a given parcel.
1: initialize
2: repeat
3: Expectation step: Compute probability distributions

rpajpajq “ N paj; m̃aj , Σ̃ajq

rpcjpcjq “ N pcj; m̃cj , Σ̃cjq

rpqmpqmq “
ź

jPJ
p̃qm

j
pqm

j q

rphphq “ N pm̃h, Σ̃hq

rpgpgq “ N pm̃g, Σ̃gq

4: Maximization step: Compute parameters

θ “ tµ,v, η, ρ, vh, vg, β, `j, αj, vbj
u

5: Compute free energy Fpp̃, θq

6: until free energy ∆Fpp̃, θq ă 10´5 or n_iterationsą 100
7: RETURN estimates m̃h, Σ̃h, m̃g, Σ̃g, m̃a, Σ̃a, m̃c, Σ̃c, p̃qm

j
, θ

It is worth mentioning that, in this approach, the hemodynamic and
perfusion response levels a and c, and the activation states q are hidden
variables because their dimensionality increases with the dimensionality of
the data. The HRF h and PRF g are actually random parameters because
they do not change dimensionality with the data. However, since they have
priors and we estimate a posterior density, they are in the E step as it is the
case for parameters in Variational Bayes EM (VBEM). Although we consider
the rest of the parameters in the M step, some of them have priors too, as
it is the case of the spatial regularization parameter β or the HRF variance
vh, when we use hyperpriors. These parameters could actually be in the E
step because we compute a posterior density, but we then keep the MAP
estimate. For this reason, we have these parameters in the M step.

6.1.1 Normalization constraint

One of the issues of JDE is that the model is bilinear. We estimate the HRF
h and the amplitudes a, but they are being multiplied, so there is a scaling
indetermination. If we do not take care of it, numerical issues can emerge
when computing the parameters. For this reason, we usually �x the `2-
norm of the HRF to 1, and this way we get all the information of the scale
in the response levels a. The normalization of h is not easy to deal with in
MCMC since we need to use truncated Gaussians: h ∼ Nr´1,`1sp0, vhΣhq

and g ∼ Nr0,`8sp0, vgΣgq. The implementation is not straightforward.
In VEM, the inclusion of normalization or positivity constraints becomes

easier. We can consider normalization constraints in the priors on h and g

so that our solution has unit `2-norm. For example, to constrain h:

pphq 9 N p0, vhRq if h P S2pRD`1q (6.16)
“ 0 otherwise (6.17)
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where S2pRD`1q is the L2 unit ball of RD`1. This induces a quadratic
constraint. Note that the normalizing constant is not necessarily easy to
compute but we won’t need it. The same can be done for g. We could also
impose positivity very easily: g ě 0.

For this, we modify the sought variational approximation to p̃ “

p̃a δh̃ p̃c δg̃ p̃q, where the probabilities on h and g are replaced by
Dirac distributions. This reduces the search to pointwise estimates h̃ and g̃.
The E-H and E-G steps in Eqs. (6.7)-(6.8) then yield maximization problems
which are easily constrained to account for normalization:

E-H: h̃ “ arg max
h s.t. hth“1

Ep̃a p̃c p̃q

“

log pph | y,a, c, g̃, q; θq
‰

(6.18)

E-G: g̃ “ arg max
g s.t. gtg“1

Ep̃a p̃c p̃q

“

log ppg | y,a, h̃, c, q; θq
‰

(6.19)

Considering a normalized h and g amounts to minimizing a quadratic
function under a quadratic constraint, namely }h}2 “ 1 and }g}2 “ 1
respectively. The other E-steps can be derived from standard expressions
replacing expectations over h and g by h̃ and g̃, e.g.:

E-A: p̃apaq9 exp
´

Ep̃c p̃q

“

log ppa |y, h̃, c, g̃, q; θq
‰

¯

(6.20)

E-C: p̃cpcq9 exp
´

Ep̃a p̃q

“

log ppc |y,a, h̃, g̃, q; θq
‰

¯

(6.21)

E-Q: p̃qpqq9 exp
`

Ep̃a p̃c

“

log ppq |y,a, h̃, c, g̃; θq
‰˘

, (6.22)

The corresponding M-step is given by:

M: θ “ arg max
θPΘ

„

Ep̃a p̃c

“

log ppy |a, h̃, c, g̃; α, `,vbq
‰

` log pph̃; vhq ` log ppg̃; vgq

` Ep̃a p̃q

“

log ppa | q; µ,vq
‰

` Ep̃c p̃q

“

log ppc | q; η, ρq
‰

` Ep̃q

“

log ppq; βq
‰

` log ppθq


where θ “
 

α, `,vb, µ,v, η, ρ, vh, vg, β
(

. For the constrained case, VEM
becomes algorithm 3.

Algorithm 3 VEM algorithm for JDE in a given parcel, using constraints
in the norm of the response functions.

1: initialize
2: repeat
3: Expectation step: Compute probability distributions and point wise
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estimates of response functions

p̃ajpajq “ N paj; m̃aj , Σ̃ajq (6.23)

p̃cjpcjq “ N pcj; m̃cj , Σ̃cjq (6.24)

p̃qmpqmq “
ź

jPJ
p̃qm

j
pqm

j q (6.25)

h̃ “ arg min
h

´

logN pm̃h, Σ̃hq ` λc1 hTh
¯

(6.26)

g̃ “ arg min
g

´

logN pm̃g, Σ̃gq ` λc2 gTg
¯

(6.27)

4: Maximization step: Compute parameters

θ “ tµ,v, η, ρ, vh, vg, β, `j, αj, vbj
u

5: Compute free energy Fpp̃, θq

6: until free energy ∆Fpp̃, θq ă 10´5 or n_iterationsą 100
7: RETURN estimates h̃, g̃, m̃a, Σ̃a, m̃c, Σ̃c, p̃qm

j
, θ

In the free energy computation, we need to introduce Lagrange multipliers
λc1 and λc2 of the minimization under a quadratic constraint for the
computation of h̃ and g̃. If we constrain both response functions:

Fpp̃, θq “ Ep̃a p̃c

“

log ppy |a,h, c, g, q; θq
‰

` log pph; vhq

` log ppg |h; vgq ` Ep̃a p̃q

“

log ppa | q; µ,vq
‰

` Ep̃c p̃q

“

log ppc | q; η, ρq
‰

` Ep̃q

“

log ppq; βq
‰

` ppβ; λβq

` ppvh; λhq ` ppvg; λgq ` Ipp̃aq ` Ipp̃cq ` Ipp̃qq

` λc1p}h} ´ 1q ` λc2p}g} ´ 1q (6.28)

The transformation g “ Ωh does not give an `2´norm“ 1 g when h has
`2´norm“ 1. For this reason, if we constraint h and g at the same time, we
need to do it through the relationship g “ Ωh

}Ωh}2
. Otherwise, we can just

apply the normalization to h, and g will be scaled accordingly due to Ω. For
further details of the model and the approximate posterior distributions see
appendix E, and for details about free energy computation see appendix F.

6.2 Comparison of stochastic and variational solutions

In this chapter and the previous one, we have presented the MCMC and
VEM solutions to the ASL JDE approach. In theory, MCMC solution gives
asymptotically the correct estimation, whereas VEM solution can fall into
local minima and calls for attention to the parameter initialization.

The implementation of these two solutions can be found in PyHRF1. In 1 https://github.com/pyhrf/pyhrf
this section, we assess the performance of both solutions by comparing
them, as already done for BOLD in [Chaari et al., 2013]. Note that we
consider the MCMC version with a stochastic Ω constraint computed in
one step, and the VEM with `2´norm“ 1 constraint.

Di�erent data sets have been analysed to compare the performance of
the VEM and MCMC approaches: �rst, arti�cial data synthesized with the
generative model (5.1); and second, real data acquired on several subjects
from the AINSI initiative2. 2 http://thalie.ujf-grenoble.fr/ainsi
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6.2.1 Artificial data

To assess the correct estimation of the parameters in JDE ASL, we simulate
some arti�cial data in order to have a ground truth with which to compare
our results. We try to emulate real ASL data by using low temporal
resolution (high TR) and a very low SNR. We use the experimental design
of the real data that we are going to analyse next: the AINSI dataset.

N “ 292 arti�cial ASL images (i.e. 146 control/tag pairs) were simulated
using a realistic low SNR according to the observation model in Eq. (5.1).
Di�erent levels of SNR were used, in order to show the performance of the
method depending on the noise level. To emulate the slow sampling rate of
ASL images, Eq. (5.1) was synthesized at ∆t “ 0.5 s and then down-sampled
to a certain repetition time (TR), which means that the temporal resolution
of rows (TR) and columns (∆t) of Xm is di�erent. Here, we used a fast
event-related paradigm comprising two conditions (M “ 2), with mean
ISI “ 5 s. A TR “ 3 s is considered as a realistic ASL experiment, compared
to the TR “ 1 s that could be used for a realistic experiment when using
BOLD signal.

In the experiments, h and g are generated as depicted in Fig.6.1(a)-(b) by
dashed lines. P is a polynomial basis of order F “ 4. Drift coe�cients
and noise realizations were drawn according to `j „ N p0, 10 IFq and
bj „ N p0, 2 INq, respectively. HRLs were sampled from pam

j |q
m
j “ 1q „

N p2.2, 0.3q (for active voxels) and from pam
j |q

m
j “ 0q „ N p0, 0.3q (for

non-active voxels). PRLs were generated with a lower contrast than HRLs:
pcm

j |q
m
j “ 1q „ N p1.6, 0.3q and pcm

j |q
m
j “ 0q „ N p0, 0.3q. PRLs and HRLs

were chosen so as to make this synthetic setting realistic: PRLs lower than
HRLs, and active/non-active voxels distribution means close. Activation
states (assignment variables q) were set by a hand-drawn map.
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Figure 6.1: Arti�cial data with 2
noise settings: (a, b) SNR “ 3 dB,
(c, d) SNR “ 0.5 dB. Ground-
truth response curves (black
dashed lines) and estimated
hemodynamic (a, c) and perfusion
(b, d) response functions with
MCMC and VEM.

Fig. 6.1(a-d) shows the HRF and PRF estimates obtained for two di�erent
noise levels. Both response functions were similarly well recovered with
MCMC and VEM at 3dB SNR with a degradation at lower SNR (i.e. 0.5 dB).
In the latter case, MCMC recovers the time-to-peak slightly better. The
labels (active/non-active) in Fig. 6.2 are well recovered with both MCMC
and VEM at the higher SNR. In the high-noise regime both solutions fail to
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recover the ground-truth label maps. VEM labels maps are more contrasted
than with MCMC which is likely to better estimate variability. Fig. 6.3 shows
the root mean squared errors (RMSE) for a range of SNR levels. Response
functions are well recovered with small RMSE in all cases (Fig. 6.3(a))
but with better estimations with MCMC. In contrast, response levels are
better recovered with VEM (Fig. 6.3(b)). This is consistent with previous
comparisons between VEM and MCMC on BOLD signals [Chaari et al.,
2013].

Ground MCMC VEM MCMC VEM
truth SNR “ 3 dB SNR “ 3 dB SNR “ 0.5 dB SNR “ 0.5 dB

A

V

Figure 6.2: Results on arti�cial data
for labels q. The probability to be
activated is shown for each voxel,
for 2 experimental conditions,
namely auditory (A) and visual (V)
stimuli. The ground truth as well
as the MCMC and VEM activation
probability estimates are shown in
two di�erent SNR scenarios.

(a) (b)

SNR (dB) SNR (dB)

Figure 6.3: RMSE comparison
between MCMC and VEM
approaches. (a) Response
functions HRF and PRF. (b) Mean
over conditions of the RMSE of
the response levels HRL and PRL.

6.2.2 Real data

The real ASL data used in this section is the AINSI initiative dataset, already
used in section 5.7. Recall that the experiment was designed to map auditory
and visual brain functions with a fast event-related paradigm comprising
60 auditory and visual stimuli in total, randomly distributed according to
a mean inter-stimulus interval of 5.1 s. It consists of N “ 291 scans with
TR “ 3 s, TE “ 18 ms, FoV 192 mm, with spatial resolution 3 ˆ 3 ˆ 7
mm3. The tagging scheme used was PICORE Q2T, with pTI1, TI2q “
p700, 1700q ms.

In Fig. 6.4, the MCMC and VEM results are shown in the left and right
visual and auditory cortices. The HRL maps in Fig. 6.4 are very similar
for the two approaches and for auditory (A) and visual (V) conditions in
contrast to the larger variability reported in the PRL maps owing to the
lower e�ect size. Interestingly, the PRL maps yielded by the two algorithms
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(a) Auditory condition (b) Visual condition
MCMC MCMC

HRLs PRLs HRLs PRLs

VEM VEM
HRLs PRLs HRLs PRLs

Figure 6.4: Results on real fASL
data for a single subject of
the AINSI database for both
conditions: (a) Auditory and
(b) Visual. The �rst line contains
the results for the approach
MCMC, and the second line for
the VEM approach. For each one,
HRL are on the left and PRL on the
right, with its respective scales.
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Figure 6.5: Results on real fASL
data for a single subject of
the AINSI database for both
conditions: (a) Auditory and
(b) Visual. The brain image
shows the region of interest (ROI)
where the response functions are
estimated. As indicated in the
legend, the curves represent the
PRF and HRF for the MCMC
approach and the PRF and
HRF for the VEM approach.
As a reference, we depicted the
canonical HRF with a black dashed
line.
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are consistent for the V condition in contrast to what we observed for the
A condition.

The regions of interest (ROI) in Fig. 6.5 correspond to the parcels with
stronger mean HRL and PRL values for each condition respectively. The
HRF and PRF estimates in these ROIs have plausible shapes and both
approaches recover similar pro�les. For both conditions, the PRF peaks
before the HRF, as enforced by the physiological prior.

Regarding computational times, a substantial decrease was observed for
VEM as compared to the MCMC solution, which is consistent with previous
reports [Chaari et al., 2013]. In arti�cial data, a parcel containing 400 voxels
takes approximately 270 s in MCMC, when 1500 iterations are done, and
approximately 22 s in VEM, when 15 iterations are done. In real data, a
parcel of 214 voxels takes 300 s in MCMC when 3000 iterations are done
and 50 s in VEM when 30 iterations are done. The ratios are 12 and 6,
respectively. However, some parts of the MCMC implementation have been
optimized in C code. Time spent loading data is included in these timings.

6.3 Discussion

In this chapter a variational Expectation-Maximization algorithm has
been proposed to address the issue of jointly detecting activity and
estimating hemodynamic and perfusion responses from functional ASL
data. Compared to MCMC, VEM delivers estimations in analytic form for
each latent variable. Although the VEM setting remains an approximation,
it facilitates the inclusion of additional information such as constraints.
In particular, we considered a physiologically informed link between
normalized hemodynamic and perfusion responses so as to compensate the
low signal-to-noise ratio of the perfusion component. We can also easily
introduce constraints in the norm of the responses or positivity. This is not
the case for MCMC. Results in this chapter demonstrate a good performance
of VEM when compared to MCMC at a signi�cantly lower computation
time. This suggests VEM as a fast and valid alternative for functional ASL
data analysis.



7 Physiological models and physiological

parameters

In the previous chapters, physiological models have been used as a priori
knowledge in the estimation of the parameters of the Joint Detection
Estimation model. In chapter 5, we have derived a physiological link
from the so called extended Balloon model, previously introduced in
chapter 2. This link has been plugged into the JDE framework to inform and
strengthen the estimation of the parameters of the perfusion component, in
chapter 5 for the MCMC approach and in chapter 6 for the VEM approach.
The physiological parameters being used for the link operator Ω were found
in the literature: see e.g. [Khalidov et al., 2011, Friston et al., 2000], which
we explored in chapters 5 and 6. Di�erent settings have also been proposed
in the literature for the coupling between blood �ow and hemodynamic
response, and a comparison can be found in [Stephan et al., 2007].

In this chapter, we present the di�erent settings of the extended Balloon
and hemodynamic models, we check their impact when being used in JDE as
part of the physiological link, and we compare the convergence of the JDE
algorithm when using them. The method used in this chapter is the MCMC
solution with the physiological link injected as a stochastic constraint prior.
The conclusions of this chapter were presented in the IEEE International
Symposium on Biomedical Imaging (ISBI) conference in 2015 [Frau-Pascual
et al., 2015a].

Outcome of this chapter:

A. Frau-Pascual, F. Forbes, and P. Ciuciu. “Physiological models
comparison for the analysis of ASL fMRI data”. In Biomedical
Imaging (ISBI), 2015 IEEE 12th International Symposium on, pages
1348–1351. IEEE, 2015.
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7.1 Physiological models for fMRI

As introduced in the previous chapters, in the past decade physiological
models have been described to explain the changes caused by neural
activity. In [Buxton et al., 1998b, Friston et al., 2000, Buxton et al., 2004]
di�erent models have been introduced: neural coupling, which maps
neural activity to ensuing cerebral blood �ow (CBF); the Balloon model,
which relates CBF to volume and deoxyhemoglobin changes, and the
hemodynamic model, also referred to as BM (for BOLD model) in [Stephan
et al., 2007], which relates these parameters to the blood-oxygen-level-
dependent (BOLD) e�ect. These models thus provide a description of
the physiological process underlying hemodynamic activity, from neural
activation to the hemodynamics or BOLD e�ect measurement. In this work,
we call the extended Balloon model to the combination of the Balloon and
hemodynamic models. Di�erent parameter settings have been proposed in
the Balloon model formulation and several versions of the hemodynamic
model have been presented in [Stephan et al., 2007]. The di�erent
behaviours induced by the various parameter sets provide �exibility to
model physiological responses but also introduce more complexity.

We have previously explained that Arterial Spin Labelling (ASL) signal
embodies a hemodynamic or BOLD component and a perfusion component.
Recall that the ASL signal is a time series of successive alternate control/tag
images, with inverted magnetization in the tag image. A hemodynamic
or BOLD e�ect can be found in both control/tag images, while a perfusion
e�ect can be captured from the control-tag di�erence. Their typical shapes
are respectively described by the hemodynamic response function (HRF),
and the perfusion response function (PRF). As we have seen in chapter 5,
these two response functions can be estimated using the probabilistic joint
detection-estimation (JDE) formalism [Vincent et al., 2013a,b], although
the PRF estimation remains di�cult because of the noisier nature of the
perfusion component within the ASL signal [Golay et al., 2004]. For
this reason, in chapter 5 we used a physiological link between PRF
and HRF shapes as a prior knowledge in the JDE framework [Vincent
et al., 2013a,b]. However, the physiological parameters we chose and the
hemodynamic model we used were not completely in accordance with
the analysis performed in [Stephan et al., 2007], where the performance
of the di�erent models was compared. In this chapter we replicate the
analysis of [Stephan et al., 2007] but for ASL data and to identify which
model outperforms the other for informing the link between perfusion and
hemodynamics (PRF/HRF link) in the JDE analysis of ASL data. Results on
real data could give us a hint on the best set of parameters to use in the
Balloon and hemodynamic models.

7.2 A physiological link between perfusion and
hemodynamics

An approximate relationship between the perfusion and hemodynamic
response functions has been derived from physiological models in chapter 5.
In this section, we recall the work presented in chapter 5, in which the
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extended Balloon model and the hemodynamic model were used to describe
a link between perfusion and hemodynamic response functions. Following
the same reasoning as in [Stephan et al., 2007], we further analyse the
di�erent models to recover a more accurate perfusion/hemodynamics link,
with the correct set of parameters.

The extended Balloon model (see chapter 2) describes the changes in
blood �ow fin, blood volume ν and oxygen concentration ξ when a
hemodynamic response h is ensuing neural activation. Recall:
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(7.1)

where η is the neuronal e�cacy weighting term; τψ, τf and τm are
time constants respectively for signal decay/elimination, auto-regulatory
feedback from blood �ow and mean transit time; w̃ re�ects the ability of a
vein to eject blood; E0 is the oxygen extraction fraction. See chapter 2 for
more details.

Next, a hemodynamic model links these variables to the BOLD e�ect.
Taken together, these equations allow the precise modeling of the coupling
between the cerebral blood �ow and hemodynamic response. However,
several competing versions of the hemodynamic model and di�erent
physiological parameters values have been described in the literature.

7.3 The variants of the hemodynamic model

[Buxton et al., 2004] proposed the following expression to link the
hemodynamic response (HRF)1 hptq to physiological quantities considering 1 To clarify, the hemodynamic

response corresponds to the
impulse response, namely the
HRF, only when a single stimulus
or neural event is considered as
input.

the intra-vascular and extra-vascular components [Buxton et al., 1998b,
Obata et al., 2004]:

hptq “ V0

„

k1p1´ ξptqq ` k2

ˆ

1´
ξptq
νptq

˙

` k3p1´ νptqq


(7.2)

where k1, k2 and k3 are scanner-dependent constants and V0 is the resting
blood volume fraction. This equation can be linearized (see the details in
appendix C) into:

hptq “ V0rpk1 ` k2qp1´ ξptqq ` pk3 ´ k2qp1´ νptqqs . (7.3)

As synthesized in [Stephan et al., 2007], where the hemodynamic model
is referred to as BM, di�erent expressions were proposed for k1, k2 and k3:
the classical ones (classical BM) in [Buxton et al., 2004], and their revised
(revised BM) version in [Obata et al., 2004]. Hereafter, we will use the
same notation as Stephan et al [Stephan et al., 2007]: CBM and RBM stand
for models using the classical and revised expressions, respectively, and
subscripts "L" and "N" for the nonlinear (Eq. (7.2)) and linear (Eq. (7.3))
expressions:
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CBM RBM
k1 “ p1´V0q4.3ϑ0E0TE k1 “ 4.3ϑ0E0TE (7.4)
k2 “ 2E0 k2 “ εr0E0TE (7.5)
k3 “ 1´ ε k3 “ 1´ ε (7.6)

where ϑ0 is the frequency o�set at the outer surface of the magnetized vessel
for fully deoxygenated blood, r0 the slope of the relation between intra-
vascular relaxation rate and oxygen saturation, and ε the ratio of intra- and
extravascular signal.

In the end, we have di�erent combinations: classical linear BM (CBML),
revised linear BM (RBML), classical nonlinear BM (CBMN) and revised
nonlinear BM (RBMN). Di�erent values have been proposed [Friston
et al., 2000], [Khalidov et al., 2011] (see Tab. 7.1) for the physiological and
BM parameters, and we consider some of them in this work. According
to [Behzadi and Liu, 2005], we also considered at 3T: r0 “ 100s´1 and
ϑ0 “ 80.6s´1. For the ε parameter, the values given by [Stephan et al.,
2007] have been used: 0.4, 1 and 1.43.

η τψ τf τm w̃ E0 V0

[Friston et al., 2000] 0.5 1.25 2.5 1 0.2 0.8 0.02
[Khalidov et al., 2011] 0.54 1.54 2.46 0.98 0.33 0.34 0.01

Table 7.1: Physiological and BM
parameters used in [Friston et al.,
2000] and [Khalidov et al., 2011].

Other parameters were tested in the context of this thesis, but we do not use
them because they were either too similar to the ones we use here and the
impact can be quanti�ed with the present ones, or they gave non plausible
shapes for human fMRI data.

7.3.1 Physiological linear relationship between response
functions

Akin to [Frau-Pascual et al., 2014b] and here explained in chapter 5,
starting from the system of di�erential equations, we derive an approximate
relationship between the PRF (named g) and the HRF (named h). Both
PRF and HRF are percent signal changes. By linearising the system of
di�erential equations around the resting point as explained in chapter 5, and
considering the hemodynamic model equations (linear (7.3)/nonlinear (7.2)
forms), we �nd a linear relationship betweenh and g, g “ Ωhwhich reads:

Ω “ V´1
0 ppk1 ` k2qB ` pk3 ´ k2qAq

´1 (7.7)

when Eq. (7.3) holds and

Ω “ V´1
0

´

k1B ` k2pB ´AqpI ´Aq´1 ` k3A
¯´1

(7.8)
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.
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Hence, we have di�erent Ω matrices depending on the Balloon model
parameters (see Tab. 7.1), the classical or revised expression for k1, k2 and
k3 (see Eqs. (7.4)-(7.6)), directly impacted by ε parameter, and the model
(Eqs. (7.7)-(7.8)). Changing Ω might therefore a�ect the PRF and HRF
estimation results from ASL data. Identifying the best combination of these
ingredients is the issue we address here.

7.4 Perfusion/hemodynamics link analysis on simulated
data

The matrix Ω varies depending on the model under consideration: CBML,
RBML, CBMN and RBMN with di�erent possible values for ε, and on which
set of parameters we use (see [Friston et al., 2000] or [Khalidov et al., 2011]).
Here, we simulate a PRF by applying gm “ Ωmhcan to the canonical HRF
shape (hcan) using di�erent Ωm (m coding the model that we use) to �nd
out which factors have a stronger impact on Ω. We choose as canonical
HRF the one presented in [Glover, 1999], and we use it as a reference for
the PRF.

Fig. 7.1(a) illustrates the cases for which we observed the largest
di�erence between the simulated PRF shapes when applying gm “ Ωmh

when Ωm is de�ned either by (7.7) or (7.8) using the parameters proposed
in [Khalidov et al., 2011]. We also found variability between the generated
PRFs associated with di�erent ε values. Fig. 7.1(b) shows this fact for the
CBML model.
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Figure 7.1: PRFs resulting from
Ωmhcan when using model m,
for parameters in [Khalidov et al.,
2011] (a), and for the CBML model
(b).

One interesting question to answer is whether there is a signi�cant
impact of the di�erent hemodynamic models and of the di�erent sets of
parameters in the generation of the PRF using g “ Ωh. To draw signi�cant
conclusions about the statistical signi�cance of the measured di�erences
between PRF and canonical HRF, for each ε value we performed a 2 way-
ANOVA including the model type (CBML, RBML, CBMN and RBMN)
and the setting of parameters (see Tab. 7.1) as the two factors of interest. We
entered the squared di�erences between the canonical HRF and the di�erent
PRFs as observations in our analysis. For ε “ 0.4 only, we identi�ed a
signi�cant di�erence between the sets of parameters, but none between
classical and revised or linear and nonlinear BM models at a 0.01 level of
signi�cance (F-test: F “ 38.98, p-val ă 10´4). This result is also con�rmed
by the discrepancy depicted in Fig. 7.1(b) between the blue curve and the
other traces. To sum up, the setting of physiological parameters and ε

can impact the quality of the link between perfusion and hemodynamic
response functions, whereas choosing a particular BM model has a limited
in�uence.

In what follows, we address the same concern on real ASL data acquired
along an fMRI experiment.

7.5 Impact of the physiological parameters in the HRF
and PRF shapes

Every parameter has a biological interpretation, and therefore have to be
kept within a range of biological validity. A variation in the physiological
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parameters creates di�erent HRF and PRF shapes. As we have already seen
in chapter 2 and we can see in �gure 7.2, each parameter a�ects di�erently
to the shapes:

• η: Neuronal e�cacy models BOLD response amplitude without
changing the shape. There is a point of amplitude saturation ( cannot
be higher). Typical values are 0.54˘ 0.633 owing to mean ˘ standard
deviation.

• τψ: Signal decay or elimination. If it decreases it removes the �nal
undershoot and if it increases oscillations appear after the undershoot.
Typical values are 0.65˘ 0.862.

• τf : Auto-regulation feedback from blood �ow. This represents the
time that takes the blood �ow to decrease after the peak (post-stimulus
undershoot). Increasing it makes BOLD smoother and softens the
undershoot. Typical values are 0.41˘ 0.654.

• τm: Transit time. If it increases it slows down BOLD signal dynamics,
which dilates the HRF. Typical values are 0.98˘ 1.015.

• w̃: The Windkessel parameter in�uences the amplitude of the response.
It represents the degree of nonlinearity of the system. Typical values are
0.33˘ 0.596.

• E0: Oxygen extraction changes the BOLD response: dip and amplitude.
Typical values are 0.34˘ 0.659, although it remains positive. Therefore,
values have to be kept from 0 to 1.

• V0: Resting venous cerebral blood volume fraction. Typical values are
0.02˘ 0.152.

The typical range values are proposed in [Mesejo et al., 2016].

Figure 7.2: E�ect of the
physiological parameters on
the BRF and PRF shapes. The
parameters values proposed in
[Friston et al., 2000] are used
except for one parameter whose
identity and value is modi�ed as
indicated in the plot.

7.6 Impact of the extended Balloon model se�ings on
real data

Here, we performed ASL JDE analyses on ASL fMRI data, considering the
di�erent models and parameter settings for Ω explored in section 7.3. The
analysis was performed on 8 individuals, although the results are shown for
1 subject only. The same conclusions hold for the other subjects.

The ASL data used has already been described in chapters 5 and 6. Recall
that the experiment (fast event-related paradigm with mean ISI “ 5.1 s)
was designed to map primary auditory and visual cortices (auditory and
visual stimuli), with 291 scans, repetition time TR “ 3 s, echo time TE “
18 ms, FoV 192 mm, dimensions 64ˆ 64ˆ 22 voxels (resolution of 3ˆ 3ˆ
3.5 mm3). The tagging scheme used was PICORE Q2T, with TI1 “ 700 ms,
TI2 “ 1700 ms. Two regions of interest in the right temporal and left
occipital lobes were de�ned manually as parcels of interest to study the
evoked response in the auditory and visual cortices, respectively.

Fig. 7.3 shows the perfusion and hemodynamic response functions
estimated using di�erent Ω matrices for ppg |hq in the ASL JDE inference,
after 3000 MCMC iterations. Here, the two parameter sets in [Friston et al.,
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Figure 7.3: PRF (left) and
HRF (right) estimates for model
RBMN with parameters in
[Friston et al., 2000] (F00 label)
and [Khalidov et al., 2011] (K11
label), considering di�erent ε

values, estimated in auditory (a)
and visual (b) cortices.

ε “ 0.4 ε “ 1 ε “ 1.43 Figure 7.4: Auditory cortex
PRLs for model RBMN with
parameters: [Friston et al.,
2000] (top), [Khalidov et al.,
2011] (bottom), considering ε (left
to right) 0.4, 1 and 1.43.

2000, Khalidov et al., 2011] were tested and Ω was computed using the
abovementioned models and ε values. Fig. 7.3 also depicts the canonical
HRF (dashed line), which is in accordance with the HRF estimates for both
methods. We observed very similar shapes, as well as similar perfusion
response levels in Fig. 7.4 for auditory cortex using RBMN . A variation in
PRF could impact the PRLs retrieved.

Fig. 7.5 shows the convergence of the relative reconstruction error
over MCMC iterations for the di�erent parameter settings. The relative
reconstruction error measures how good is the �tting with respect to the
signal measured: erec “

}ymeasured´yestimated}
2

}ymeasured}
2 . The lower the reconstruction

error the better the �tting. Hemodynamic models (BM) are not all shown as
they have similar convergence speed. Interestingly, we observed a stronger
variability between the two parameter sets as compared to changing the ε

value. Important results are the lower relative reconstruction error of the
parameters proposed in [Khalidov et al., 2011] from the �rst iteration, and
the better performance in both sets of parameters, [Khalidov et al., 2011]
and [Friston et al., 2000], for ε “ 1.43. For this reason we can consider the
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combination [ε “ 1.43 and parameters as in [Khalidov et al., 2011]] as the
one performing best and o�ering promising perspectives. However, after
3000 iterations, the algorithm converges to good parameter estimates in all
cases.

Figure 7.5: Convergence of the
averaged relative reconstruction
error over 10 runs for the
auditory cortex and model
RBMN . Standard deviations are
shown with shaded colors. F00
and K11 labels correspond to
parameters proposed in [Friston
et al., 2000] and [Khalidov et al.,
2011], respectively.

7.7 Discussion

A physiological link has been described, combining the Balloon and
hemodynamic models, to achieve a better estimation of parameters in an
ASL JDE framework. Di�erent versions of the hemodynamic model have
been described in the literature, and di�erent parameter settings for the
Balloon model have also been proposed. In this paper, we considered them
all together to assess their impact in the context of ASL data analysis.
On simulated data the selection of physiological parameters used in the
Balloon model as well as the setting of ε, were more critical than that of the
hemodynamic model itself. On real ASL data we con�rmed this �nding with
a faster convergence in the joint estimation of perfusion and hemodynamic
components of the signal in the auditory and visual regions.

7.8 Perspectives

This work is an attempt to assess the impact of changing models and
parameters in the estimation of JDE quantities. One interesting observation
is that although the results of JDE are not very di�erent for di�erent
parameter settings, the convergence is much faster if the correct model is
used. If we assume that the good model and parameters �t better the JDE
estimation and a faster convergence is achieved, then this can be interpreted
as though these parameters are the most convenient for this speci�c data.
For this reason, we consider as a possible future work the inclusion of a step
to estimate the physiological parameters inside the JDE framework. With a
good estimation of the physiological parameters, we make also the JDE run
faster and be more accurate.

7.8.1 Estimation of the physiological parameters from the
HRF and PRF

The estimation of the physiological parameters in the Balloon model from
BOLD fMRI has already been studied in [Mesejo et al., 2015, 2016]. The
extended Balloon model used in [Mesejo et al., 2016] includes two non-
linear equations to explain excitatory and inhibitory neuronal activity,
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besides the previously presented equations, that add other parameters
to the model. In total, 15 physiological parameters are estimated and,
since identi�ability issues can arise when estimating them, statistical prior
knowledge about the parameters is used in the estimation to constrain the
possible set of solutions. For this, the target function to minimize when
estimating the parameters is derived with Bayesian modelling and includes
a priori knowledge. Within this framework local optima are also avoided.
The approach proposed in [Mesejo et al., 2016] to minimize this function
is based on metaheuristics (MH): an Evolutionary Computation global
search method called Di�erential Evolution (DE). In [Mesejo et al., 2016],
this method provides stable and realistic estimates of the physiological
parameters in rat fMRI data, compared to the de facto standard Expectation
Maximization Gauss-Newton (EM/GN) approach, that is implemented in
SPM2. 2 http://www.�l.ion.ucl.ac.uk/spm/

7.8.2 Adaptative prior for JDE ASL

In previous chapters, we have introduced the Gaussian priors used for h

and g, considering a certain mean and introducing smoothness with the
covariance matrix. The mean can be the HRF and PRF generated with the
Balloon model:

h „ N phballoon, Σhq (7.9)
g „ N pgballoon, Σgq (7.10)

The physiological parameters can be either extracted from the literature as
in previous chapters or estimated as in [Mesejo et al., 2016].

We propose to estimate the physiological parameters of the Balloon
model from the shapes of the HRF and PRF estimated using JDE. Then, this
model with these physiological parameters can be used as prior information
in JDE for its estimation, since the estimated set of physiological parameters
will give physiologically plausible HRF/PRF shapes, and will therefore
“denoise” the JDE result. However, this circularity could drive our
estimation to unphysiological shapes, or make it more computationally
expensive with no improvement in the estimation. For this reason,
the estimation of the physiological parameters would be done when the
algorithm is already close to convergence, as a re�nement step. This way,
the estimated parameters would give us the closest physiologically plausible
response shape to the estimated one. This amounts to “projecting” the result
onto the physiologically plausible space of HRF/PRFs, discarding noise and
artefact e�ects that give non physiologically plausible response shapes. The
prior can adapt during some iterations of the JDE algorithm to let the rest
of the parameters converge.

In any case, estimating the physiological parameters is interesting in
itself, since it describes the physiological changes undergone during brain
activity in a given subject and region.
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This chapter opens a line of research for the analysis of physiological
parameters and its use in the estimation of response functions from fMRI
data in the context of the Joint Detection Estimation framework, since it
was shown that it a�ects the convergence of the algorithm.



8 Methodology comparison in the

analysis of HEROES dataset

In this chapter, we analyse a dataset with both BOLD and ASL fMRI data.
We use the proposed JDE method presented in chapter 6, and compare it to
a classical general linear model (GLM). First, we present the dataset and the
fMRI setting, then the results with both methods for BOLD and functional
ASL (fASL). We also present the measured basal cerebral blood �ow (CBF)
maps, for subject and group levels, and compare it to the perfusion baseline
estimated from the functional data.

8.1 Data: design and acquisition

The HEROES dataset has been acquired at Neurospin1, CEA Saclay, in the 1 http://www-centre-
saclay.cea.fr/fr/NeuroSpincontext of the HEROES initiative2. It contains anatomical T1-weighted

2 HEROES stands for
“HEmodynamics-infoRmed atlas
of brain functiOnal and vascular
territoriES from multimodal MR
images”. Based on the information
obtained from the combination
of di�erent MR modalities for
a group of healthy subjects, the
goal was to build an atlas of
functional and vascular territories
with homogeneous hemodynamic
properties to address clinical
questions.

images, blood-oxygen-level-dependent (BOLD) data, basal Arterial Spin
Labeling (ASL), functional ASL data, and other images acquired for the
quanti�cation of cerebral blood �ow (CBF). The dataset contains data of 13
subjects, 7 men and 6 women, of age between 20 and 29. They all are right-
handed and they were asked not to drink co�ee before the acquisition. Two
subjects were discarded for this analysis because of acquisition di�erences.

8.1.1 Image acquisition

After a localizer scan (13 s) [Pinel et al., 2007], several types of data were
acquired during one acquisition:

• Anatomical T1-weighted image acquired with a MP-RAGE3 acquisition

3 Magnetization prepared rapid
gradient-echo

sequence, with resolution 1ˆ 1ˆ 1 mm3 comprising 160 sagittal slices.
TR “ 2.3 s, TE =2.98 ms, �eld of view FoV “ 256 mm and phase FoV “
93.8%.

• BOLD data was acquired with a gradient echo EPI acquisition sequence.
The images contain 165 scans with TR“ 2.5 s, TE“ 30 ms and resolution
3ˆ 3ˆ 3 mm3. This results in 42 slices that were acquired interleaved.
The �eld of view used is FoV “ 192 mm and phase FoV “ 100%.

• Functional ASL data was acquired using pulsed ASL and a Q2TIPS
PICORE scheme [Luh et al., 1999] as in �gure 8.1. Two in-plane
presaturation pulses before the inversion pulse improve the cancellation
of signal from static tissues between tag and control states. The gradient
in gray is alternately applied to tag and control states. Periodic saturation
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pulses are applied from TI1 to TI1S to improve saturation of the
remaining tagged blood in the region being tagged [Luh et al., 1999].
EPI acquisition is used to acquire the images at time TI2. The time series
contain 165 scans acquired with TR=2.5 s and TE=11 ms. The �rst scan
in the time series corresponds to an M0 image. It has a spatial resolution
of 3ˆ 3ˆ 7.5 mm3, the slice thickness being larger than that of BOLD
images. Each volume contain 14 slices acquired sequentially (down-up).
Slices have actually a 6 mm width and there is a 1.5 mm space between
slices. The �eld of view used is FoV “ 192 mm and phase FoV “ 100%.
The output of the scanner contains three images: raw ASL, perfusion
weighted image, and relative CBF.

Figure 8.1: Functional ASL
acquisition scheme used in the
HEROES dataset. Acknowledged
from [Luh et al., 1999].

• Perfusion baseline ASL contains 151 scans with TR “ 2.5 s and
resolution 3 ˆ 3 ˆ 7.5 mm3 as in fASL. The �rst scan in the time
series corresponds to an M0 image. The output of the scanner contains
three images: basal raw ASL, basal perfusion weighted image, and basal
relative CBF.

• B1 Mapping image. The resolution is 4 ˆ 4 ˆ 4 mm3 with 36 slices,
and two images are acquired for magnitude and phase, respectively.
This image determines the �ip angle distribution to be used in the T1
mapping. The �eld of view used is FoV “ 256 mm and phase FoV “
100%. TR “ 14 ms and 4 TE are used: 3.061 ms, 3.061 ms, 4.5 ms, 7 ms.
Images were acquired sequentially (down-up).

• T1 PSSFP4 with angles 20˝ and 5˝. They have resolution 1ˆ 1ˆ 1 mm3
4 partially Spoiled Steady State Free
Precessionwhich results in 144 slices acquired interleaved. Other parameters used

are TR “ 14 ms, TE “ 3.06 ms, FoV “ 256 mm. These images are
acquired to be used for the T1 mapping.

The total acquisition time is 1 h 10 min. The functional BOLD and ASL
sessions were collected with two di�erent versions (conditions ordering
changed randomly between the two) of the same experimental paradigm.

8.1.2 Data preprocessing and postprocessing

BOLD and ASL fMRI data have been preprocessed following the steps in
section 3.4 using the python toolbox process-asl5. It has been developped by 5 https://github.com/process-asl
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S. Bougacha under the supervision of P. Ciuciu, and reproduces the pipeline
developped by J. Warnking at the Grenoble Institute of Neuroscience (GIN).
The toolbox uses nipype6 to create a preprocessing pipeline using SPM7. 6 http://nipy.org/nipype/0.10.0/

7 Statistical Parametric mapping
www.�l.ion.ucl.ac.uk/spm/

A CBF quanti�cation module has been added to this toolbox for pre-
and post-processing of ASL fMRI data, following the recommendations in
[Alsop et al., 2015]. CBF quanti�cation has been coded by S. Bougacha
under the supervision of P. Ciuciu, and in collaboration with A. Vignaud
at Neurospin (CEA Saclay) and J. Warnking at GIN.

8.1.3 Experimental design

We chose an experimental paradigm with a block design to increase the
statistical power of the e�ects, since the ASL signal strength is quite low
(around 1% perfusion baseline variation) [Golay et al., 2004]. However, we
used mini-blocks to be able to study response dynamics. With TR 2.5 s,
each session takes 400 s and has 16 blocks with 4 blocks per condition.
Each block lasts 15 s and it is followed by 10 s of rest so the signal has time
to go back to baseline, completing 25 s cycles. The paradigm consists of
visual, motor and auditory tasks. When a block starts, a blinking checker-
board is shown, and therefore the visual task is performed (see �gure 8.2).
After a certain delay of 2.5 s or 5 s a blinking half-circle blue or red is
displayed in the left or right hemi�eld respectively and at the same time
“beep” sounds are delivered at the same pace/frequency as the one of the
�ashing half-circle in the ipsilateral ear (see �gure 8.2). This delay allows to
avoid habituation to the stimuli. The subject is instructed to push a button
at the frequency of the “beep”. This auditory/motor mini-block lasts 10 s,
so if the delay is 2.5 s (as in the �rst block of �gure 8.2) we have also 2.5 s
at the end of only visual task. Otherwise, we have 5 s at the beginning of
the block of only visual task and then the three tasks simultaneous until the
end of the block (as in the second block of �gure 8.2).

Visual

1 Motor left

Flashing checkerboard

motor instruction

Flashing checkerboard with half color disk

blue / left red / right

Motor right2

Visual

Figure 8.2: After a certain delay ∆i

a half-circle is shown blinking and
at the same time a “beep” sounds.
For the left condition, the half-
circle is blue in the left side, and
the beep sounds in the left ear. For
the right condition, the half-circle
is red in the right side, and the
beep sounds in the right ear. The
subjects start pushing the button at
the frequency of the “beep” while
the half-circle is shown.
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8.2 BOLD data analysis

BOLD fMRI data is used as the reference functional MRI technique here. The
design matrix has been constructed by considering 3 conditions: left motor-
auditory condition, right motor-auditory condition and visual condition.
Each block lasts 15 s, and it is followed by 10 s of rest. We have 4 blocks per
condition, which makes 16 blocks in total. In �gure 8.3 polynomial drifts
were used.

Figure 8.3: Design matrix used
in the General Linear Model.
The 3 task related regressors, 5
polynomial drifts and a constant
regressor to capture the mean.

In this section, BOLD data has been analysed using a general linear
model (GLM)8, the joint detection-estimation (JDE) framework using the 8 Note here that GLM can be

given some �exibility by adding
regressors for capturing delay and
dispersion, but that for simplicity
we have compared to the simplest
version of it. The addition of
these regressors would need the
use of F-tests instead of t-tests in
the statistical analysis.

canonical HRF, and the JDE framework estimating an HRF per parcel.
For GLM, we need data that has been previously smoothed in order to
account for spatial correlation and reduce noise. For the HEROES dataset,
with resolution 3 ˆ 3 ˆ 3 mm3, we have applied a smoothing of kernel
width 5 mm full width at half maximum (FWHM). For JDE, we do not
need smoothed data because the spatial correlation is modelled with a
Markov Random Field (MRF), as explained in chapter 5. We use the Willard
parcellation (see section 4.7). By using the JDE with �xed canonical HRF,
we show an intermediate step between GLM and JDE. We can therefore see
the impact of the estimation of the HRF by comparing JDE estimating the
HRF and with �xed HRF shape. We also see the impact of the parcel based
approach with the MRF modelling using non-smoothed data, by comparing
GLM and JDE with �xed canonical HRF. The impact of the smoothing is
discussed in subsection 8.3.3.

We have analysed9 the 2 sessions of all 13 subjects and in the following 9 This analysis was done in a joint
work with Thomas Perret.we show subject level results for a session of one subject, and group

level results for all 13 subjects and both sessions. The subject illustrated
in the subject-level results has been chosen to be representative of the
group. It has a high correlation score of subject-to-group activation maps
compared to the rest of the subjects in BOLD and ASL results, for all the
methods presented (see �gures 8.10 and 8.18). The correlation score is better
explained in section 8.2.2.

For the evaluation of activation detection, contrast maps are shown. In
the case of GLM, we show contrast γtβj z-score maps and the impact of a
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correction for multiple comparisons in these tests. We also show´ log10pp-
valsq, in order to focus on the order of magnitude of the p-value. For JDE, as
explained in chapter 4, we cannot use the same maps. We show the contrast
e�ect maps γtaj and the posterior probability maps (PPM) per experimental
condition, that can be computed as

ppam
j ą δ|yjq ą α (8.1)

Note that we have two thresholds to set. We set δ to get a posterior
probability distribution, and α is the threshold that we set to see a certain
level of signi�cance, as we do for the p-values. See section 4.6 for
more details on PPMs. In BOLD JDE, we chose a threshold δ for each
experimental condition m as the intersection of the two Gaussian densities
of the Gaussian Mixture Model (GMM) that represent active and non-active
voxels:

pδ´ µm
1 q

2

vm
1

´
pδ´ µm

0 q
2

vm
0

“ log
ˆ

vm
1

vm
0

˙

(8.2)

µm
i and vm

i being the parameters of the GMM in am
j corresponding to

active (i “ 0) and non-active (i “ 1) voxels for experimental condition m.
Figure 8.4 shows the Gaussian densities of JDE together with the histogram
of the amplitude levels a corresponding to a parcel. We use logarithmic
scale: ´ log10p1´ppmq.

Figure 8.4: Histogram of response
levels corresponding to the voxels
in one parcel (around 200 voxels)
in green, and overlapping the
Gaussian densities corresponding
to active and non-active voxels.
The threshold δ chosen is the
intersection between these
densities for each experimental
condition.

In order to be able to see the di�erences between methods, we have
chosen representative slices for each region of interest. We show an axial
slice containing the occipital visual cortex for the activation related to the
visual task and a coronal slice for the activation related to the motor task.
A part of the auditory cortex can also be seen in this coronal view. See for
example �gure 8.5.

Results on HRF estimation are also illustrated for some of the parcels
of interest. HRFs are expected to be similar between di�erent sessions
of the same subject. Note that HRFs are usually well estimated in the
parcels where some activation is found, but not in the others. The time
step used in the HRFs is equal to the TR because our paradigm has a
block design and the beginning of the blocks is not jittered (cycles task-rest
are 25 s long). Therefore, the HRF points being measured are always the
same: multiples of the TR. This implies a better measure of the estimated
points, but a low con�dence outside these measurement points. For this
reason, the temporal resolution chosen for the estimated HRF is low. Note
that we could use a higher temporal resolution because the prior on the
HRF enforces a smooth interpolation. This is particularly useful when the
measurements are jittered and we have some knowledge about the temporal
points between TR points (e.g. fast event related designs). In our case,
a higher resolution would just increase the degrees of freedom and the
computational load of the estimation.

8.2.1 Single subject

The subject chosen is representative of the group under study, as we show
in the next section (see �gure 8.10). Results for GLM in �gure 8.5 show
big activated clusters in the visual, motor and auditory cortices with a high
signi�cance, as expected.
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Figures 8.6 and 8.7 show contrast e�ect maps for the three contrasts
described before and the PPM maps of the three experimental conditions.
For the PPM maps, we use as threshold the intersection of the two Gaussian
densities of the GMM that are imposed in the response levels and that
correspond to active and non-active classes in JDE. Activations for JDE
are much less spread than in GLM, probably because we are using non-
smooth data. Note here that there is not much visual di�erence between
JDE estimating the HRF or using the canonical HRF.

BOLD data subject-level results using GLM
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Figure 8.5: Subject level z-maps
of BOLD data computed using
GLM. From top to bottom: z-maps,
z-maps corrected for multiple
comparisons using a FDR of
0.05, and ´ log10ppvalq of the
FDR-corrected z-maps. They are
thresholded to show values from
10´5 to 10´10. Note that the
FDR-corrected z-maps and the
p-value maps are one-sided.

BOLD data subject-level results using JDE with �xed HRF
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Figure 8.6: Subject level maps
of BOLD data computed using
JDE, using the canonical HRF.
First row are the contrast e�ect
maps γtaj. Second row are the
posterior probability (PPM) maps
of each experimental condition
m in logarithmic scale using as
δ threshold the intersection of
the two Gaussian densities of the
GMM imposed in the response
levels (active/non-active). They
are thresholded to show values
from 10´5 to 10´10.

For the case of JDE estimating the HRF, we can also check the shapes of
the estimated responses. Figure 8.8 shows the HRFs estimated in 8 parcels
containing regions expected to elicit evoked activity in the auditory, visual
and motor cortices of both hemispheres. As we can see, we get similar
shapes for both sessions in most regions, con�rming that the estimation
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BOLD data subject-level results using JDE estimating HRF
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Figure 8.7: Subject level maps
of BOLD data computed using
JDE and estimating the HRF in
each parcel. First row are the
contrast e�ect maps γtaj. Second
row are the posterior probability
(PPM) maps of each experimental
condition m in logarithmic
scale using as δ threshold the
intersection of the two Gaussian
densities of the GMM imposed in
the response levels (active/non-
active). They are thresholded to
show values from 10´5 to 10´10.

was consistent. The HRFs of the right auditory cortex and the left motor
cortex di�er slightly between sessions. In the PPM maps, these regions are
less active than the rest. Left and right regions have similar HRFs too, and
visual regions are all very similar. It is worth noting that auditory cortex
HRFs peak slightly before 5 s, visual cortex HRFs slightly after 5 s and motor
cortex HRFs peak at 5 s.

8.2.2 Group level statistics

Group level statistics were performed on the BOLD data of 13 subjects,
considering 2 sessions per subject. Figure 8.9 shows the comparison of
group level z-maps using GLM, JDE with the canonical HRF, and JDE
estimating the HRF. The group level contrast is done considering random
e�ects analysis (see section 3.2.2). A one-sample t-test is conducted on the
contrast e�ect maps computed as γtβj on GLM, and γtaj on JDE, and the
z-maps were corrected for multiple comparisons using the FDR criterion
with a threshold 0.05. The clusters of size lower than 50 voxels were also
thresholded. We observe large active regions. In the case of the visual
contrast we observe that visual occipital cortex, superior colliculus (SC)
and lateral geniculate nucleus (LGN) are active. For the motor and auditory
contrast, we �nd activations in the motor and auditory cortices, as expected.
Note that when using JDE we have a higher sensitivity to activations,
which is consistent with the literature [Handwerker et al., 2004]. We might
think that this is due to the spatial smoothing on GLM. However, the
same analysis has been performed without spatial smoothing and z-maps
had lower or similar values than when smoothing (see subsection 8.3.3),
although this is probably due to a worse correspondence across subjects.
The same analysis was done using JDE on smoothed data and the results had
the same z-score levels as when using non-smoothed data, with smoother
activation patterns (see also subsection 8.3.3). In the subject level analysis,
the same results were reported too with less noisier maps and more de�ned
clusters. However, the HRF estimation was slightly worse. When we
estimate the HRF in JDE, we observe bigger active regions around the LGN
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(b) visual cortex
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(c) motor cortex
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Figure 8.8: Subject level HRFs for
one subject. We show 8 regions
considering motor, auditory and
visual cortex regions, on the left
and right side. Four visual cortex
regions are considered, including
primary visual and high level
visual regions. Two di�erent
sessions were analysed and plotted
together in blue and green. HRFs
are very similar in both sessions
for a single region, con�rming
that the estimation is consistent.
Left and right regions have similar
HRFs too.



95

and SC in �gure 8.9.

Comparison of group-level results in BOLD data
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Figure 8.9: Comparison of
group level z-maps of BOLD
data computed using di�erent
methods. From top to bottom:
GLM, JDE with the canonical
HRF, and JDE estimating the
HRF. Columns correspond to the
contrasts shown: visual, motor-
auditory right minus left, and
motor-auditory left minus right.
Note that FDR-corrected maps are
one-sided.

These maps represent the group e�ect for each contrast. We can check
the correlation of these maps with the subject level maps to be able to
detect outliers10. Figure 8.10 shows the mean cross-correlation matrix 10 There exist statistical approaches

to mitigate the e�ect of outliers
such as Wilcoxon signed-rank test
with non-parametric estimation of
the distribution under H0.

across subjects on the left. We compute, for each subject, the cross-
correlation matrix of the subject activation maps and the group activation
maps, considering the di�erent contrasts. Then we average all subject
matrices to get the mean cross-correlation matrix across subjects (�gure
8.10 left). Note here that the correlation was computed between subject-
level z-maps of the contrast γtβj and group-level z-maps computed from
γtβj for GLM, and subject-level contrast e�ect maps γtaj and group-level z-
maps computed from γtaj for JDE. That is the reason why the scores are not
comparable between GLM and JDE, but they are across subjects when using
the same method. We just want to see a coherence in the group results for
each method, and detect potential outliers: subjects or sessions that di�er
very much from the rest of the group. We also check that the correlation
between contrasts (�gure 8.10 left) is 0 when conditions are supposed to
elicit activity in di�erent regions, and equally correlated when we do left-
right and right-left contrasts.

We can de�ne a similarity score per subject11 as the correlation between 11 This analysis was �rst performed
in the context of the INRIA Parietal
retreat, in a joint work with E.
Dohmatob and B. Thirion, for the
analysis of OpenfMRI datasets.

subject and leave-one-out group maps, averaged across contrasts. It is
computed as the mean of the diagonal entries in the cross-correlation
matrix. For the correlation, the subject level being compared is not used
to compute the group map. Figure 8.10 on the right shows the similarity
scores per subject and session. There is one subject session that is a bit
di�erent from the rest. The subject level results of this subject session were
checked and it shows activations in the expected regions.

Figure 8.11 shows the estimated HRFs for the 8 same regions that we
considered in the subject level analysis: auditory cortex left and right, visual
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cortex left and right for primary and high level visual, and motor cortex left
and right. Left and right mean estimated HRFs for the auditory and motor
cortex are quite similar. In the auditory cortex, the HRF peaks around 6 s
and it has a deeper undershoot. In the motor cortex, the HRFs peak at 5 s
and the undershoot is not very deep. The HRFs of the visual cortex peak
around 6 s with a wide peak, and pronounced previous dip and posterior
undershoot. Note that there is negative bump around second 22.5, that
could be considered an artifact, but that it is consistent across subjects and
similar visual regions. This could be due to the spectral characteristics of
the paradigm: we might not be sampling some frequencies and that could
a�ect the HRF results of the regions that are activated during a certain
experimental condition, as it could be the visual.
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(a) GLM

(b) JDE with canonical HRF

(c) JDE estimating HRF

Figure 8.10: Similarity between subject and group maps. On the left side, we have the mean cross-correlation
between the subject level maps and the group level maps. For each subject and session, we can de�ne a score
as the subject/leave-one-out-group map correlation, averaged across contrasts. On the right side of the �gure, we
depict the scores of each subject and session. The black dashed line shows the median of the scores of all subjects
and sessions. Note that the subject that we used in the subject level analysis (SB150062) has a high score, so it is
representative of the group in that sense.
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(a) auditory cortex
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(b) visual cortex
L R

y=88 x=31

L R

z=2

L R

y=88 x=26

L R

z=4

0 5 10 15 20 25
Time

0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8
1.0

0 5 10 15 20 25
Time

0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8
1.0

L R

y=76 x=0

L R

z=9

L R

y=82 x=4

L R

z=0

0 5 10 15 20 25
Time

0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8
1.0

0 5 10 15 20 25
Time

0.6
0.4
0.2
0.0
0.2
0.4
0.6
0.8
1.0

(c) motor cortex
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Figure 8.11: HRF estimated by JDE
from BOLD data for some parcels
of the auditory, visual and motor
cortex regions, that we expect to
be activated. The blue line is the
mean over subjects and sessions
and the blue shadow surrounding
it the standard deviation over
subjects and sessions. A dashed
black line draws the canonical HRF
sampled at the same rate as the
estimated one.
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8.3 Functional ASL data analysis

After the analysis of BOLD data, we now move to functional ASL data
analysis. The design matrix has been constructed by considering the same
conditions as in BOLD. For these conditions, we have hemodynamic and
perfusion regressors. The perfusion regressor considers the control tag
alternation. See �gure 8.12.

Figure 8.12: Design matrix used
in the General Linear Model.
The 3 task related hemodynamic
regressors, 3 task related perfusion
regressors, a control tag regressor
to capture the perfusion baseline,
7 polynomial drifts and a constant
regressor to capture the mean.

As in the case of BOLD data, ASL data is analysed with GLM, JDE using
the canonical HRF and a PRF derived from the canonical HRF using the
physiological link Ω, and JDE estimating both HRF and PRF, and injecting
Ω as prior knowledge on the PRF (see chapters 5 and 6). In this analysis we
used the VEM solution using Ω as a stochastic constraint prior. For ASL,
we obtain maps corresponding to the hemodynamic component and maps
corresponding to the perfusion component. We also analyse the baseline
perfusion.

8.3.1 Single subject

Subject-level results for ASL data are illustrated on the same subject as the
one used for BOLD imaging data.

Figure 8.13 shows the subject level z-maps of ASL data computed using
GLM (on γtβj contrast maps). Signi�cant activation is observed in the
expected regions in the hemodynamic component in �gure 8.13(a), and the
signi�cance does not change when we correct for multiple comparisons.
The FDR corrected z-maps look cleaner though. Perfusion maps are
generally visibly noisier than hemodynamic maps. In the perfusion
component in �gure 8.13(b), activations are not very signi�cant before
correction and they disappear after the correction for multiple comparisons.
This is the reason why it is not displayed in the �gure. This happens with
all the sessions and subjects except for 5 out of 26 sessions, in which we can
see some small active clusters. This might be due to the lower magnitude of
this component, or to the smoothing of the e�ect during the preprocessings.
One would need more data either on the subject level or on the group level
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ASL data subject-level results using GLM

(a) Hemodynamic component
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(b) Perfusion component
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Figure 8.13: Subject level z-maps
of ASL data computed using
GLM for the (a) hemodynamic
component and the (b) perfusion
component, both from the
ASL signal. Columns indicate
di�erent contrasts: visual, motor
and auditory R-L, and motor
and auditory L-R. For a given
component, the �rst row contains
the z-maps, the second row
the negative log p-values of
those z-maps, the third row
depicts the z-maps for both
components corrected for multiple
comparisons using FDR to 0.05,
and the fourth row the negative
log p-values of the corrected
z-maps. The p-value maps before
correction are referred to as pvalbc.
We observe that there is signi�cant
activation in the expected regions
in the hemodynamic component
and that the signi�cance does
not change when we correct for
multiple comparisons. In the
perfusion component, activations
are not very signi�cant before
correction and they disappear
after the correction for multiple
comparisons. For this reason,
these maps are not shown.



101

to gain in statistical power. Note that the scale of the negative log p-values
shown has been modi�ed for the perfusion component to show p-values
from 0.1 to 10´5.

ASL data subject-level results using JDE with �xed responses

(a) Hemodynamic component
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(b) Perfusion component
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Figure 8.14: Subject level maps
of ASL data computed using
JDE with �xed HRF and PRF
shapes for the (a) hemodynamic
component and the (b) perfusion
component, both from the ASL
signal. Columns correspond
to contrasts or experimental
conditions. For each component,
�rst and second rows display
e�ect maps and PPM maps
´ log10p1´ppmq using a certain
threshold. We observe task-
related activations in the occipital
cortex for the visual contrast, in
the motor cortex for the motor
auditory condition, and some also
in the auditory cortex. In the
visual contrast, we have some
unexpected activations in the
frontal lobe in the hemodynamic
component that disappear almost
completely in the perfusion
component. PPM maps show
that activity in visual, motor and
auditive cortices is signi�cant.

When analysing the data with JDE, as before, we use e�ect contrast
maps and PPM. For this analysis, non-smoothed data and an MRF model
for spatial regularization were used. The threshold δ chosen to create the
PPMs is the same one as in BOLD for the hemodynamic component. For
the perfusion component, we used the 5% of the parcel perfusion baseline
mean. Figure 8.14 shows results for JDE using the canonical HRF and the
PRF computed from the canonical HRF and the physiological link g “ Ωh

as response functions for the hemodynamic and perfusion components.
Figure 8.14(a) illustrates the e�ect contrast maps γtaj and the PPMs of
the hemodynamic component. Activations are much less de�ned than in
BOLD data, but it is visible that the main detected regions correspond to
those also detected by the BOLD analysis. We get activations in the occipital
cortex for the visual contrast, and in the motor cortex for the motor auditory
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condition. We also observe some activity in the right auditive cortex. In the
visual contrast, we have some unexpected activations in the frontal lobe
in the hemodynamic component that disappear almost completely in the
perfusion component (see �gure 8.14(b)). PPM maps show that activity in
visual, motor and auditive cortices is signi�cant. The respective perfusion
maps in �gure 8.14(b) display noisier e�ect contrast maps for the perfusion
component γtcj as compared to the hemodynamic one. However, the PPM
maps show that activations are signi�cant in the expected regions too.
Results are noisier than in BOLD, even for the hemodynamic component,
as expected.

ASL data subject-level results using JDE estimating responses

(a) Hemodynamic component
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(b) Perfusion component
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Figure 8.15: Subject level maps
of ASL data computed using
JDE and estimating an HRF per
region for the (a) hemodynamic
component and the (b) perfusion
component, both from the ASL
signal. Columns correspond
to contrasts or experimental
conditions. For each component,
�rst and second rows display
e�ect maps and PPM maps
´ log10p1´ppmq using a certain
threshold. Similarly to JDE with
�xed canonical HRF and to GLM,
we get activations in the visual
and motor cortices. However,
results are quite noisy, as in the
case of JDE with canonical HRF.

Compared to JDE with �xed HRF and PRF, estimating HRF and PRF
responses within the JDE framework yields to similar results. Figure 8.15
shows the e�ect contrast maps and PPMs for hemodynamic γtaj (see
�gure 8.15(a)) and perfusion γtcj (see �gure 8.15(b)) components for JDE
estimating the responses. The biggest di�erence between the maps of both
hemodynamic and perfusion components is the removal of some “parasite”
activations in the frontal lobe. PPM results on JDE estimating or using a
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(a) auditory cortex
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(b) visual cortex
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(c) motor cortex
L R

y=23 x=36

L R

z=62

L R

y=23 x=36

L R

z=57

0 5 10 15 20 25
time (sec.)

−0.2

0.0

0.2

0.4

0.6

0.8

am
pl

it
ud

e

HRF1

HRF2

HRFcan

PRF1

PRF2

0 5 10 15 20 25
time (sec.)

−0.2

0.0

0.2

0.4

0.6

0.8

am
pl

it
ud

e

HRF1

HRF2

HRFcan

PRF1

PRF2

Figure 8.16: Subject level HRFs
computed from a subject in 8
regions that we expect to be
activated from the auditory, visual
and motor cortices. Here HRFs
from di�erent sessions are in blue
and green as in BOLD results,
and we di�erentiate HRF and PRF
with dashed or continuous lines,
respectively. The estimated HRF
and PRF are quite similar in a
single region. Auditory cortex
HRFs are not well estimated.
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�xed HRF/PRF give similar signi�cance patterns.
In �gure 8.16, it is worth noting that the di�erence between PRF and HRF

is very small and therefore the estimation of the two response functions
might not be necessary for this data. This might not be the case in an
event related design experiment. Second, the HRF responses peak before
the canonical in the motor cortex, and close to the canonical HRF peak (a
bit before) in the visual cortex. This is consistent with BOLD results shown
in �gure 8.16. PRF responses peak slightly before in most of the cases. The
responses were not well estimated in auditory regions, especially in the
right auditory cortex. In this dataset, a weak e�ect has been reported in
the auditory cortices. This could be due to the fact that the experiment
is optimized to get motor and visual responses. The auditory stimulus is
monotone and it acts as a cue to trigger motor action, complementary to
the visual indicator. Subjects may have paid less attention to these stimuli.

8.3.2 Group level statistics

From the subject level e�ect maps that we get from GLM (βj), JDE with
�xed response shapes and JDE estimating responses (aj, cj), we performed
a group level analysis as we did for BOLD data. FDR-correction for multiple
comparisons with a threshold of 0.05 was applied.

Figure 8.17 shows a comparison across methods of the group level maps
for hemodynamic (a) and perfusion (b) components. We observe that JDE
results give a more sharper map than GLM results. This also amounts to a
gain in speci�city: active regions are less spread in JDE with respect to GLM.
The GLM visual contrast z-maps contain unexpected activations in the
temporal cortex. However, GLM captures auditory cortex too (with a low
z-score) in the hemodynamic component, whereas in JDE most activations
in auditory cortex are lost when we do the right-left contrast. We might
think that this is due to the smoothing in GLM helping to compensate
inter-subject variability, but JDE results on smoothed data do not capture
activation on the left side either. The estimation of the HRF in JDE does
not make much di�erence for the hemodynamic component. The perfusion
component contrast z-maps show much more localized activations no
matter which method is used. In these cases, no auditory cortex activations
are observed. For the case of the visual perfusion contrast z-map, JDE
�nds much smaller activated regions. JDE results might be showing a
more localized activated region, that is spread by the smoothing in GLM,
although it could be also an e�ect of inter-subject variability. JDE results
on smoothed data con�rm the detection of bigger clusters than when using
non-smoothed data. In this sense, the use of smoothing does not seem to
be very appropriate, since one of the interests of fASL is the observation of
more localized activations [Luh et al., 2000, Tjandra et al., 2005].

The estimation of the perfusion response function seems to increase the
activated region in the visual contrast, but it decreases the activated motor
cortex region in the motor auditory contrast. Usually the responses are
more easily estimated in the visual cortex than in other regions because of
the strength of the signal in those regions. That might be the reason why
we get larger active clusters when we estimate the responses in the visual
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Comparison of group-level results in ASL data

(a) Hemodynamic component
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(b) Perfusion component
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Figure 8.17: Comparison of group
level maps of ASL data computed
using GLM, JDE with �xed
HRF/PRF, and JDE estimating
the HRF and PRF. Columns
correspond to di�erent contrasts.
Rows correspond to (a) the
hemodynamic component of ASL
and (b) the perfusion component
of ASL. Note that active regions
are bigger in GLM: this is a direct
consequence of the smoothing
applied to the used data. In JDE,
the activated region is sharper and
more localized. In ASL, in contrast
to BOLD, estimating HRF and PRF
amounts to losing sensitivity to
activation. A possible explanation
is that the noise level of the data
and the block design nature of the
experiment make this estimation
di�cult.
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(a) GLM

(b) JDE with canonical HRF

(c) JDE estimating HRF/PRF

Figure 8.18: Similarity between subject and group maps in ASL. On the left side, we have the mean cross-correlation
between the subject level maps and the group level maps. Note a non-zero correlation between hemodynamic
and perfusion maps of the same contrast, and also between baseline perfusion and perfusion visual contrast. On
the right side, we have the mean correlation between subject and leave-one-out group level maps per subject and
session. The black dashed line shows the median of the correlations of all subjects. Note that the subject that we
used in the subject level analysis (SB150062) has a high score, so it is representative.
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cortex than in other regions.

(a) auditory cortex
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(b) visual cortex
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(c) motor cortex
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Figure 8.19: HRF (in blue) and
PRF (in red) estimated by JDE
from ASL data for some parcels
of the auditory, visual and motor
cortex regions, that we expect
to be activated. The blue and
red lines are the mean HRF
and mean PRF over subjects
and sessions and the blue and red
shadows surrounding them are the
standard deviation over subjects
and sessions. A dashed black line
draws the canonical HRF.

Figure 8.18 shows the similarity check of the subject level maps with
respect to the leave-one-out group level maps. Recall that these graphs
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were computed between subject level z-maps and leave-one-out group
level z-maps for GLM, and subject level e�ect maps and leave-one-out
group level z-maps for JDE. The di�erent nature of subject level maps and
group level maps leads to a lower correlation in JDE. One can observe that
there are no outliers. However, there is a larger variability across subjects
when we estimate the responses. This is also re�ected in the activation
maps, which show more restricted active regions. Note that, as one can
expect, there is a non zero correlation between hemodynamic and perfusion
components, when we compare a certain contrast in �gure 8.18 on the left.
We also observe a non-zero correlation between baseline perfusion and
visual perfusion.

The HRF and PRF estimated responses for the 8 regions already shown
for other analyses are depicted in �gure 8.19. The mean PRF peaks slightly
before than the mean HRF in all cases. Consistently with the BOLD data
results, the motor cortex HRF responses peak before than the canonical
and have a wider peak. The visual cortex HRF responses peak around the
canonical or a bit later, as in BOLD. The auditory cortex responses peak
around 5 s and there is a higher peak di�erence between PRF and HRF. It
is worth mentioning that left and right regions have similar shapes, and
that all visual regions have similar results. As reported in single-subject
results, responses for the right auditory cortex have shapes that we would
not consider physiologically plausible.

8.3.3 The impact of the smoothing

In the previous sections, a comparison of JDE with non-smooth data and
GLM with smooth data has been done. The reason why is that the
smoothing is intrinsic in the JDE model through a Markov Random Field
on a hidden variable q. However, this comparison might be not fair to
one of the methods, if the amount of smoothing in both methods is not
the same. For this reason, in this section we compare both methods on
smooth and non-smooth data. Figure 8.20 shows, for both components, the
e�ect of the smoothing for the methods GLM and JDE with �xed responses.
In the hemodynamic component, we observe more spread active regions
when using smooth data for both methods. Using smooth and non-smooth
data, activity is more signi�cant when using JDE. Note also more “parasite”
activations in GLM results. In the perfusion component, we also observe
more signi�cant activity when using JDE in both cases (on smooth and non-
smooth data). Moreover, when using GLM we lose most activations. As in
the hemodynamic component, activation patterns are more spread when
using smooth data.

With this comparison, we want to show how the smoothing in GLM
is justi�ed. In JDE, the use of both smooth and non-smooth data deliver
signi�cant activation patterns. The choice of using non-smooth data in
this case is to keep the higher localization of the perfusion component,
which is interesting. Moreover, the intrinsic smoothing in JDE seems to
be comparable to the previous smoothing in GLM. Future works could be
dedicated to study this smoothing e�ect in more detail.
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Comparison of group-level results on smooth and non-smooth in ASL data

(a) Hemodynamic component
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(b) Perfusion component
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Figure 8.20: Comparison of group
level maps of ASL data computed
using GLM and JDE with �xed
HRF/PRF, on previously smooth
and on non-smooth data. The
comparison is done for the (a)
hemodynamic and (b) perfusion
components of ASL. Rows in each
component correspond to GLM on
non-smooth data, GLM on smooth
data, JDE with �xed HRF/PRF on
non-smooth data, and JDE with
�xed HRF/PRF on smooth data.
Columns correspond to di�erent
contrasts: visual, motor auditory
right-left, and motor auditory
left-right. Note that active regions
are bigger when using smoothing,
but that activation is more
signi�cant in both cases when
using JDE with �xed HRF/PRF.
In the perfusion component,
using non-smooth data on GLM
most of the signi�cant activaty
disappears. When using JDE with
�xed responses, we have higher
signi�cant activity when using
smooth and non-smooth data, but
the activity is more localized when
using non-smooth data.
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8.4 Baseline perfusion in basal and functional ASL

The most important part of the ASL signal, and the one that provides
a quantitative measure of cerebral blood �ow is the perfusion baseline
component ∆M “ Mcontrol´Mtag. From the baseline perfusion, we obtain
the cerebral blood �ow (CBF) maps with the expression (2.2) in section 2.4.2.
Recall that CBF quanti�cation is done with this expression [Alsop et al.,
2015]:

CBFrmL{100g{mins “ 6000λ∆M
2αTI1M0

exp
ˆ

TI2

T1,blood

˙

(8.3)

“
6000λ∆M

M0
ξ, (8.4)

where ξ “
1

2αTI1
exp

ˆ

TI2

T1,blood

˙

(8.5)

Here ∆M “ Mcontrol ´ Mtag is the averaged control-tag magnetization;
M0 is the relaxed magnetization; λ “ 0.9 mL/g is the averaged brain/blood
partition coe�cient; α “ 0.98 is the labeling e�ciency; T1,blood “ 1650 ms
is the longitudinal relaxation time at 3T. See section 2.4.2 for further details.
Time di�erence between slices [Nöth et al., 2006] needs to be considered
and it is done before any other preprocessing. The division by the relaxed
magnetization M0 corrects for signal variations during the acquisition. For
low TRs, a correction by 1{p1´ expp´TR{T1,tissueqq needs to be applied,
T1,tissue being the assumed T1 of gray matter. Figure 8.21 shows the basal
CBF map and the functional session CBF map for one subject session.

Basal CBF map for one subject

CBF map for subject functional session

Figure 8.21: Basal CBF and CBF of
a functional ASL session.

In the analysis of HEROES functional ASL data, scale correction during
the pre-processing step corrects for the time di�erence between the slice
acquisition: ξ “ 1

2αTI1
exp

´

TI2
T1,blood

¯

. The output of our analyses
corresponds to the di�erence ∆M multiplied by this scale factor ξ. Figure
8.22 shows the perfusion maps estimated with GLM, JDE with �xed
HRF/PRF responses, and JDE estimating HRF/PRF. We observe already that
they are quite di�erent between GLM and JDE, because of the smoothing of
the data. GLM perfusion map has mean 6.99 and standard deviation 3.84.
JDE perfusion map has mean 7.58 and standard deviation 4.96 when using
canonical HRF, and mean 7.56 and standard deviation 5.15 when estimating
the HRF. For GLM the mean but mainly the standard deviation are low
because of the smoothing e�ect. Note that the standard deviation is a bit
larger when we estimate the HRF in JDE, as we observed in the activation
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GLM

JDE with the canonical HRF

JDE estimating the HRF

Figure 8.22: Perfusion baseline
of a subject for GLM, JDE
with canonical HRF, and JDE
estimating the HRF. Note in
JDE some regions with 0 value
that come from numerical issues
during the computation.
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Figure 8.23: M0 magnetization
map for the functional ASL session
of a subject.

maps in �gure 8.18.
After the analysis, we can apply the remaining correction to get CBF

maps from the perfusion: 6000λ
M0

ξ∆M. To get proper results, this has to be
done before applying a spatial normalization. We need the M0 map, that is
depicted in �gure 8.23.

8.4.1 Group analysis of cerebral blood flow

In this section, we compare the CBF maps from 13 subjects and the mean
and standard deviation of the CBF maps across subjects. In �gure 8.24, we
observe the gray matter CBF values for all subjects in subject space (before
normalization). [Alsop et al., 2015] states that, as a general rule, gray matter
CBF values from 40´ 100 mL/100g/min can be normal. All subjects have
mean values from 30 to 60 mL/100g/min. Some are below the threshold of
what [Alsop et al., 2015] considers normal values. 1 2 3 4 5 6 7 8 9 10111213
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Figure 8.24: Boxplot showing
the basal gray matter CBF for
all subjects, considering data in
subject space.

Figure 8.25 shows the cerebral blood �ow (CBF) for the basal CBF
acquisition (see �gure 8.25(a)), and the CBF extracted from the functional
ASL sessions (see �gure 8.25(b)). We show the mean and the standard
deviation over subjects and session, in MNI space.

The subject CBF map mean and standard deviation across subjects
is 38.97 and 24.0 respectively for the basal CBF, and 43.68 and 22.72
respectively for the functional ASL sessions, when we just consider the gray
matter regions and after normalization. It is worth mentioning that a higher
mean but a lower standard deviation are found in the functional ASL session
CBF. Note that the region with higher standard deviation lies in the occipital
region: higher values are observed in the occipital lobe in the �rst slice. This
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is due partly to the fact that it is close to the limit of the acquired volume,
and some subjects have this region cut. One subject has been discarded
to do the mean for this reason. Note that this is also consistent with the
non-zero correlation between visual and baseline perfusion in �gure 8.18.
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(b) Functional session CBF group map
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Figure 8.25: Cerebral blood �ow mean and standard deviation of a group of 13 subjects. (a) Basal CBF, acquired
at rest. (b) Baseline CBF extracted from functional ASL session (2 fASL sessions/subject). On the right side, the
correlation of the subject-level and group-level CBF maps.

8.5 Discussion of the results

In this chapter, we have analysed a dataset with BOLD fMRI, ASL fMRI, and
basal ASL data corresponding to 13 subjects. The experimental paradigm
used for fMRI is a mini-block design and consists of visual, auditory and
motor tasks. We have analysed them both with GLM, JDE with �xed
responses and JDE estimating HRF and PRF responses. All three methods
give results which illustrate activity in expected regions. CBF maps give
reasonable values at the subject and group levels, according to the literature
[Pimentel et al., 2013, Raoult et al., 2011]. Note here that JDE has just been
compared to the simplest GLM, but that some �exibility can be given to
GLM, for example through the addition of other regressors to capture delay
and dispersion.

Results on BOLD and ASL fMRI data show signi�cant activation, at
the subject and group levels, in motor, visual and auditory cortices.
Auditory regions do not show task-speci�c CBF variations in the perfusion
component of fASL. In the hemodynamic component of the group level
GLM results, we �nd some activation in the auditory cortex, although it
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is much lower than in other involved regions. The lower activity in the
auditory cortex, also seen in BOLD data, might be due to the fact that
the experiment has been optimized for visual and motor tasks, and the
auditory task is just a complementary task acts as a cue to trigger motor
action, complementary to the visual indicator. Subject level GLM results
do not show signi�cant activation in the perfusion component after FDR-
correction for multiple comparisons. However, when we use JDE, PPM
maps show signi�cant activation. To compare GLM and JDE results, we
compared p1´p-valuesq of GLM with PPM maps of JDE. These maps would
be equivalent if non-informative priors were used in JDE. However, this is
not the case and therefore they do not represent exactly the same quantity
but they can be roughly compared.

When comparing the methods used for the analysis, the main di�erence
is that GLM needs smoothed data and JDE does not (although smoothed data
can also be used). As we have seen, a multivariate method as JDE is more
sensitive to voxel activity when we compare it to a univariate method as
GLM in most of the cases. However, the use of smoothed data in GLM allows
to decrease spatial inter-subject variability and noise e�ects. Especially in
the analysis of fASL, using smoothed data can cause a loss of speci�city and
localization of activations. Moreover, the smoothing incurs a loss of detail in
regional changes of perfusion baseline, and therefore of regional CBF, when
estimating it. This makes the correspondence between fASL and basal CBF
measured at rest more di�cult, and it decreases the e�ects that make the
fASL signal interesting: it incurs a loss in localization and it introduces an
error in the quanti�cation of task-related CBF variation.

When we compare results of BOLD and ASL fMRI, that we have
summarized in �gure 8.26, it is worth noting that BOLD data shows more
active regions than the hemodynamic component of the fASL acquisition.
This is coherent with the existing literature [Pimentel et al., 2013] and it is
due to the fact that the TE used in the ASL protocol (TE “ 11 ms) is not
optimal for the BOLD contrast, which is maximized for TE “ 30 ms at 3T
[Ogawa et al., 1993, Tjandra et al., 2005]. The perfusion component in fASL
also yields more localized activations than BOLD, as already reported in
the literature for the motor cortex [Pimentel et al., 2013, Raoult et al., 2011].
This happens when using both methods in the analysis: GLM and JDE with
�xed HRF/PRF responses. It is worth noting that in JDE we obtain more
localized and stronger e�ects than when using GLM, in general.

As regards HRF estimation, we observe that for the case of BOLD data
activation results improve when estimating the HRF, consistently with the
literature [Handwerker et al., 2004]. However, in ASL data we detect less
activity when estimating the HRF and PRF. This might be due to the fact
that the signal is noisy and this block design setting does not make the
response estimation an easy task. In an event-related design setting, in
which estimation of the responses is usually easier and in which statistical
power is lower, the estimation of HRF and PRF responses could be key in
the detection of task-related activity.

In this chapter, we analysed BOLD and ASL fMRI data with di�erent
methods and observed di�erent activation patterns depending on the
analysis made. Further works should assess the impact of the spatial
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(b) JDE with �xed HRF and PRF responses
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Figure 8.26: Comparison of
group level maps of BOLD,
and the hemodynamic and
perfusion components of ASL
data computed using (a) GLM
and (b) JDE with �xed responses.
Columns correspond to di�erent
contrasts. In this summary �gure,
we observe the more localized
activation of the perfusion ASL
component with respect to the
hemodynamic ASL component
and to BOLD in both methods. In
general, JDE �nds more localized
activated regions than GLM.
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modelling and of the use of multivariate models instead of univariate
models. Results in this chapter lead to the conclusion that a multivariate
approach without the need for data smoothing could be best suited for the
analysis of fASL, due to the nature of this data.





9 Conclusion

Throughout this thesis we aim at improving the understanding of BOLD
and ASL fMRI signals, and at providing methods for the neuroscienti�c
community to study brain function and the neurovascular coupling.

In order to better understand BOLD fMRI data, we relied on Bayesian
models in form of the joint detection estimation (JDE) approach and its
temporal modelling of hemodynamics. We showed that the modelling
of the existing spatial correlation in the BOLD signal through a Markov
random �eld yields an improvement of the sensitivity to detect regional
activation with respect to the classical general linear model. The modelling
of temporal hemodynamics in this context yields an even higher sensitivity
for detecting evoked activity in BOLD, which is intuitive: we are capturing
the spatial variability of the hemodynamic response function, making it
possible to calibrate activation estimation to the exact moment where the
e�ect occurs. Moreover, the estimation of the so-called hemodynamic
response function is interesting in itself since it re�ects di�erences between
regions and subjects. In the context of this thesis, a multi-session model
allowing the weighting of the sessions according to the noise level was
proposed to increase the statistical power of the model.

In order to better understand ASL fMRI data and considering the
similarities between BOLD and ASL signals, we relied again on Bayesian
models to estimate the parameters of interest. We showed that ASL data
is noisier and more di�cult to model than BOLD. The perfusion measure
that provides this data is the main reason for using ASL in functional
MRI. Perfusion gives a more localized measure, it can be quantitative,
and it is directly related to brain activity. However, this component of
the signal is very small and its estimation relies on the subtraction of
two images acquired at di�erent moments (control and tag). A joint
detection estimation approach had already been proposed to temporally
model perfusion and hemodynamic responses, relying on Markov Chain
Monte Carlo (MCMC) optimization strategy for the parameter estimation.
In the context of this thesis, we focused on an improved modelling of the
perfusion response function, the estimation of which has been shown to be
di�cult [Vincent et al., 2013a].

To this aim we investigated physiological models and derived a linear
operator from the extended Balloon model that relates perfusion and
hemodynamic responses. In the JDE Bayesian setting, we injected this
relationship as a priori information to inform the perfusion response from
the hemodynamic response function.
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We also proposed a faster optimization strategy for the parameter
estimation in functional ASL JDE analysis: a variational expectation
maximization solution. VEM has been shown to give similar results to
MCMC with much lower computational times. VEM and MCMC solutions
were developed in python in the package PyHRF1. 1 pyhrf.org

We investigated the variants of the Balloon model and the parameters
involved, and their impact when used as prior knowledge in the context of
JDE. It has been shown that, although the estimation when using MCMC
converges using di�erent sets of parameters, the convergence is faster
depending on the parameters used. For this reason an assumption was
made: the parameters that make the convergence faster are the closest
to the real ones. This is interesting in itself: estimating the physiological
parameters is a �eld of research. We observed that the set of physiological
parameters used has more impact than the variants of the Balloon and
hemodynamic models.

Finally, we validated the performance of these methods on a dataset
acquired at CEA/Neurospin during this thesis. Classical methods were
compared to JDE VEM solution with BOLD and fASL data, and subject and
group level results were put into perspective. It was shown that JDE can
provide a better sensitivity to activation and a more localized activation
detection. We observed that the estimation of temporal responses does
improve detection results in BOLD but not in fASL in this setting. However,
the estimation of hemodynamics and perfusion responses can be interesting
independently of the activation detection. The quanti�cation of the cerebral
blood �ow was also performed on this data set. With JDE and GLM, we
extracted the perfusion baseline of the functional ASL signal. Because of
the smoothing in GLM, the estimated perfusion baseline is smoothed and it
has a lower correspondence with the basal CBF measured at rest. Although
JDE provides some advantages with respect to GLM, it also introduces
variability with the introduction of prior knowledge and the impact of this
variability in group level studies might be di�cult to quantify. Moreover,
the computational cost of GLM is much lower than JDE and this might be
important depending on the application. It is worth noting that most of the
computational load in JDE comes from the estimation of the responses, and
that if this is not done the computational load reduces considerably. In the
end, one should choose the method of interest depending on the application.

9.1 Perspectives

This thesis treats several aspects of fMRI data analysis and more speci�cally
functional ASL data analysis. The study of fASL signal through the
development of data analysis methods and evaluation of real data has given
rise to other questions that could be addressed in future work.

9.1.1 Short term perspectives

Improve the estimation of the perfusion response

Results on the HEROES dataset showed the performance of JDE in a block
experimental design setting. The estimation of the perfusion response
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function is very challenging and a block experimental design is not
optimized for the temporal modelling of response shapes. However, a block
experimental design increases the statistical power of the activation maps.
Further analyses on fast event-related designs need to be performed. In
any case, the estimation of a temporal perfusion response is interesting
independently of the activation detection.

Physiological priors in Bayesian modelling

The estimation of the physiological parameters is interesting in itself. In
this thesis, it has been shown that the physiological parameters have
an impact on the convergence of the JDE algorithm. For this reason,
if we could know which is the correct set of physiological parameters
when running JDE, we would speed up convergence and attain a higher
level of accuracy. This can be done with optimization techniques such
as di�erential evolution, already used in [Mesejo et al., 2015, 2016] to
estimate physiological parameters from BOLD time series. Following their
lead, the estimation of physiological parameters could be done from the
response shapes estimated from JDE. Using the correct set of physiological
parameters, we could re�ne the estimation of the temporal responses in JDE
by injecting the correct parameters in the physiological prior and adding
a physiological parameter estimation step in the VEM algorithm. This
way, the physiological prior becomes an adaptive physiological prior that
updates along with the VEM convergence.

We showed that physiological priors can improve the temporal
modelling of task-related responses when used in a Bayesian setting.
This opens a door for the use of other physiological priors in a Bayesian
modelling.

Introduction of basal perfusion as a priori knowledge in JDE

The main motivation for functional ASL data analysis is the possibility of
quantifying the results and having actual units of blood �ow. As we saw in
the HEROES dataset, we can measure basal ASL by scanning the subject at
rest, and functional ASL in an experimental setting. From both of them we
can measure cerebral blood �ow (CBF), although a higher con�dence can
be put in the basal CBF. The baseline perfusion is also estimated in JDE, and
it would be interesting to inject the basal perfusion as prior knowledge into
the Bayesian model. This can be easily done by injecting basal perfusion
as the prior mean of the modelled baseline in the JDE approach, that we
set to 0: αj „ N pαbasal,j, vαq, where αbasal,j would be the basal perfusion
measured at rest in voxel j. Recall that we showed that the perfusion maps
from basal CBF measured at rest and during a functional experiment are
reasonably similar.

9.1.2 Long term perspectives

Combination of BOLD and ASL analysis

The combination of BOLD and ASL is probably the best approach if we
want to take advantage of both signals. Combining BOLD and ASL, one
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could access other physiological parameters such as cerebral metabolic rate
of oxygen (CMRO2).

In the context of JDE, this could be done with a hierarchical model similar
to the one presented in chapter 5, in which a “true” HRF is assumed, and
the HRF to estimate is considered the “noisy” HRF. The PRF is coupled to
the “true” HRF through the HRF/PRF link Ω. When we consider BOLD
and ASL signals, this is actually true: the “true” HRF or the best estimate
would be the one estimated from BOLD signal, and the “noisy” HRF would
be the one estimated from the hemodynamic component of the ASL signal.
The estimation of the HRF and PRF responses has been shown to be the
most di�cult part in the analysis of fASL (see chapter 8). In BOLD, on the
contrary, we observed an improvement in activation detection with respect
to using �xed responses. For this reason, using the HRF estimates of the
BOLD signal in the ASL signal analysis seems a reasonable perspective. We
could also consider the correct set of physiological parameters when using
the HRF/PRF link in ASL, if we estimate them.

Another possibility is using the activation state maps contained in q from
the BOLD signal in the analysis of the hemodynamic component of the
ASL signal. The activation state maps of the perfusion component could be
therefore independent to the other component. In this work we showed that
the activation maps are di�erent for both components even if using the same
activation state maps. However, given the low magnitude of the perfusion
component, we might want to keep the coupling through the activation
states q.

The ASL signal is very noisy, and driving the estimation of some of its
components with appropriate prior knowledge has led to a more robust
estimation of the rest of the quantities. The JDE Bayesian setting gives the
possibility to do this �exibly.

Application to clinical research

Functional ASL has already been used in clinical applications for diseases
such as schizophrenia [Kindler et al., 2013], multiple sclerosis [D’haeseleer
et al., 2013] and Alzheimer’s [Bron et al., 2014]. Its use can also be extended
to drug studies [Wang et al., 2011a, Nordin et al., 2013] and population
studies in general.

The absolute measure of cerebral blood �ow and the fact that it is
highly reproducible allow us to directly compare fASL results between
subjects and in longitudinal studies. The analysis of functional ASL in a
clinical context is interesting to detect functional anomalies or to follow-
up a progressive cerebral recovery or degeneration. Since ASL is especially
useful for neurovascular diseases, the estimation of a perfusion response
function as in JDE becomes interesting: it provides additional temporally
resolved information on the di�erences between pathological and non-
pathological cases. Moreover, the fact that JDE provides localized measures
due to the modelling of spatial correlation makes JDE appropriate for
precise activation detection.

An interesting application could be vasoreactivity studies [Krainik et al.,
2013] with BOLD and ASL, which could lead to disentangle the purely
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vascular component of the BOLD response. The link between the kinetics
measured with vasoreactivity BOLD and ASL, and with activation BOLD
can reveal a purely vaso-motor component of vascular alteration observed
in several pathologies. JDE has already been used for the analysis of
vasoreactivity ASL in [Vincent et al., 2013b], demonstrating its potential
for this particular application.

9.2 Concluding remarks

This thesis has been centered around the development of tools for the
neuroscienti�c community to analyse functional ASL data. We proposed
a framework to analyse this data in which the introduction of prior
knowledge as physiological information becomes possible. More reliable
information coming from other modalities can be easily introduced, too, in
the form of prior. With the analysis of real data, we assessed the strong and
weak points of the developed JDE method with respect to classical methods.
Although the estimation of hemodynamic and perfusion responses can be
di�cult in JDE and does not seem to improve the detection of activation,
the estimation in itself can be of interest. When �xing the responses in JDE,
results improve in sensitivity and speci�city when focusing on activation
detection.

It is important to retain that the use of functional ASL data is
envisaged for clinical research settings, in which having a quantitative and
reproducible measure is important and even necessary for longitudinal
studies. The use of precise tools in this setting becomes a necessity.
However, stability and user-friendliness of these tools is crucial if we want
the clinical research community to use them and bene�t from them. For this
reason, considerable e�ort is currently being put into making the PyHRF
software ready for use in a clinical context in a collaboration between Inria,
CEA/Neurospin, the Grenoble Institute of Neuroscience (GIN), and the Centre
Hospitalier Universitaire (CHU) Grenoble Alpes.

From a clinical research point of view, the investigation of methods
that can deliver quanti�ed perfusion and functionally relevant variations
is very interesting. Clinical studies using BOLD and ASL data could bring
some light into the understanding of neurovascular and neurodegenerative
diseases through longitudinal studies.





A Notation

A.1 Basics

n : 1...N Scan indexes
j : 1...J Voxel indexes
m : 1...M Experimental condition indexes
yj P R

N Data fMRI time series acquired in voxel j
Xm N ˆ pD` 1q binary “onsets matrix” for condition m

A.2 Forward model (bLTI)

bj P R
N Gaussian noise vector in voxel j

d : 0...D HRF coe�cient indexes
h P RD`1 HRF to be estimated
am

j HRL for voxel j and condition m
g P RD`1 PRF to be estimated
cm

j PRL for voxel j and condition m
P “ rp1, . . . , pFs Low frequency orthogonal matrix of size N ˆ F
`j P R

F Nuisance parameter vector for voxel j
αj Scalar modeling perfusion baseline at voxel j
w P RN encodes the di�erence in magnetization signs between control and tag
W “ diag(w) diagonal matrix with w as diagonal components
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A.3 Probabilistic model

θ Set of all hyperparameters
vbj

Noise variance for voxel j
µm

0 Mean value of HRLs for non-active voxels in condition m
µm

1 Mean value of HRLs for active voxels in condition m
ηm

0 Mean value of PRLs for non-active voxels in condition m
ηm

1 Mean value of PRLs for active voxels in condition m
vm

0 Variance of HRLs for non-active voxels in condition m
vm

1 Variance of HRLs for active voxels in condition m
ρm

0 Variance of PRLs for non-active voxels in condition m
ρm

1 Variance of PRLs for active voxels in condition m
q Vector of allocation variables coding for voxel states
i class index in the Gaussian mixture model (GMM)
vα variance of the perfusion baseline
v` variance of the drifts
vh variance of hemodynamic response function h

λh hyperparameter on vh

vg variance of perfusion response function g

λg hyperparameter on vg

βm interaction parameter of the 2-class Potts model for experimental condition m
λβ hyperparameter on βm

A.4 Physiological model

f ptq: cerebral blood �ow (CBF)
hptq: BOLD signal
E0: Oxygen extraction fraction at baseline
uptq neural activity (de�ned such that u(t) = 1 in response to stimulus)
ψptq �ow inducing signal
finptq normalized in�ow to the balloon (CBF)
foutptq normalized out�ow to the balloon (CBF)
vptq normalized cerebral blood volume (CBV)
ξptq normalized deoxyhemoglobin (deoxyHb) content
η neural e�cacy
τψ time constant for signal decay/elimination
τf time constant for auto-regulatory feedback from blood �ow
τm mean transit time (average time for blood to traverse venous compartment)
w̃ steady state �ow parameter (Windkessel)



B Variational approximation for the JDE framework:

BOLD multiple-session

The full joint model, considering θ “ tΓ, µ,v, vh, β, `u, reads:

ppy,a,h, q; θq “ ppy |a,h; `, Γq ppa | q; µ,vq pph; vhq ppq; βq ppθq

“
ź

j

˜

ź

s

˜

ppys
j |a

s
j ,h; `s

j , Γs
j q

ź

m
ppam,s

j | qm
j ; µm, vmq

¸

ppqj; βq

¸

pph; vhq ppθq

B.1 Likelihood

@j P J ,@s P S ys
j “

M
ÿ

m“1

am,s
j Xm,sh`P `s

j ` bs
j , (B.1)

where Xm,s is the linear function that associates h to xm,s ˚h and will be di�erent across sessions; P s will be also
di�erent in each session; bs

j are independent and normally distributed bs
j „ N p0, pΓs

j q
´1q, where Γs

j “ Λj{vs
bj

. Here

we consider White Gaussian noise, so Λj “ I . We denote by ` “
!

`s
j , j P J , s P S

)

the set of low frequency drifts

and by Γ “
!

Γs
j , j P J , s P S

)

the set of all precision matrices. It comes that:

ppy |a,h; `, Γq “
ź

sPS

ź

jPJ
ppys

j |a
s
j ,h; `s

j , Γs
j q (B.2)

with ppys
j |a

s
j ,h; `s

j , Γs
j q „ N

˜

M
ÿ

m“1

am,s
j Xm,sh`P s`s

j , pΓ
s
j q
´1

¸

(B.3)

B.2 Variational EM

The expectation and maximization steps read as in the single-session model:

E-H: p̃prqh phq9 exp
ˆ

E
p̃pr´1q

a p̃pr´1q
q

“

log pph | y,apr´1q, qpr´1q; θq
‰

˙

(B.4)

E-A: p̃prqa paq9 exp
ˆ

E
p̃prqh p̃pr´1q

q

“

log ppa |y,hprq, qpr´1q; θprqq
‰

˙

(B.5)

E-Q: p̃prqq pqq9 exp
ˆ

E
p̃prqa p̃prqh

“

log ppq |y,aprq,hprq; θprqq
‰

˙

(B.6)

and the corresponding M-step:

M: θpr`1q “ arg max
θPΘ

E
p̃prqa p̃prqh p̃prqq

“

log ppy,aprq,hprq, qprq ; θq
‰

. (B.7)

These steps are now given in more details in the next subsections for the multi-session case. For simpli�cation, the
prq and pr´ 1q superscripts are omitted.



126Variational approximation for the JDE framework: BOLD multiple-session

B.2.1 E-H step

rphphq “ N pm̃h, Σ̃hq, where (B.8)

Σ̃
´1
h “

R´1

vh
`
ÿ

sPS

ÿ

jPJ

ÿ

m,m1

ˆ

m̃am,s
j

m̃
am1 ,s

j
` ṽ

am,s
j am1 ,s

j

˙

pXm,sqtΓs
jX

m1,s (B.9)

m̃h “ Σ̃h
ÿ

sPS

ÿ

jPJ

M
ÿ

m“1

m̃am,s
j
pXm,sqtΓs

j py
s
j ´P s`s

j q (B.10)

‚ If we consider the constraint in the norm of h:

h̃ “ arg max
h s.t. hTh“1

`

Ep̃a

“

log pph |y,a; θq
‰˘

,

Solving it amounts to minimizing a quadratic function in h under a quadratic constraint, namely hTh “ 1. The
function to be minimized is

ph´ m̃hq
TΣ̃
´1
h ph´ m̃hq ` λhTh

.

B.2.2 E-A step

rpapaq “
ź

s

ź

j

N
´

m̃as
j
, Σ̃as

j

¯

, with: (B.11)

Σ̃as
j
“

˜

E
rph

”

pXs
hq

tΓs
jX

s
h

ı

`

1
ÿ

i“0

∆s
i,j

¸´1

(B.12)

m̃as
j
“ Σ̃as

j

˜

E
rph

”

pXs
hq

tΓs
j py

s
j ´P s`s

j q
ı

`

1
ÿ

i“0

∆s
i,jpµi ` µsq

¸

where ∆s
i,j “ diagM

«

rpqm
j

vm
i ` vs

ff

(B.13)

E
rph

”

pXs
hq

tΓs
jX

s
h

ı

is a matrix of dimension MˆM whereXs
h “ rX

1,sh|X2,sh|...|Xm,shs and each element pm, m1q
is written:

E
rph

”

pXm,shqtΓs
jX

m1,sh
ı

“ m̃t
hpX

m,sqtΓs
jX

m1,sm̃h ` tr
´

Σ̃hpX
m,sqtΓs

jX
m1,s

¯

(B.14)

E
rph

”

pXs
hq

tΓs
j py

s
j ´P s`s

j q
ı

is a vector of dimension Mˆ 1 where each element pm, 1q is written:

E
rph

”

pXm,shqtΓs
j py

s
j ´P s`s

j q
ı

“ m̃t
hpX

m,sqtΓs
j py

s
j ´P s`s

j q (B.15)

In the end, we return the level mean over sessions ām
j , with āj “ tām

j , m “ 1..Mu and m̃as
j
“ tm̃am,s

j
, m “

1..M, s “ 1..Su:

āj “
ÿ

s

m̃as
j

S
(B.16)

‚ If we consider the constraint in the norm of h: Xs
h̃
“ rX1,sh̃|X2,sh̃|...|Xm,sh̃s and the computation of the

distribution is directly:

rpapaq “
ź

s

ź

j

N
´

m̃as
j
, Σ̃as

j

¯

, with: (B.17)

Σ̃as
j
“

˜

pXs
h̃
qtΓs

jX
s
h̃
`

1
ÿ

i“0

∆s
i,j

¸´1

(B.18)

m̃as
j
“ Σ̃as

j

˜

pXs
h̃
qtΓs

j py
s
j ´P s`s

j q `

1
ÿ

i“0

∆s
i,jpµi ` µsq

¸

(B.19)
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Note here that when vs is high, ∆s
i,j will be low and pµi ` µsq will have less weight in m̃as

j
. Therefore, the sessions

with a low variance vs will dominate the sum.

B.2.3 E-Q step

We assume

p̃qmpqmq “
ź

jPJ
p̃qm

j
pqm

j q (B.20)

rpqm
j
pqm

j q9 exp
ˆ

E
rpa ,rpqm

zj
,rp

qzm

”

log ppqm
j | q

m
zj, qzm,y,a,h, θq

ı

˙

9 exp

˜

E
rpam

j

«

ÿ

s
log ppam,s

j | qm
j , θq

ff

` E
rpqm
zj

”

log ppqm
j | q

m
zj; βmq

ı

¸

(B.21)

1) Computation E
rpam,s

j

”

log ppam,s
j | qm

j , θq
ı

:

log ppam,s
j | qm

j , θq “ p1´ qm
j q logN pam,s

j ; µm
0 ` µs, vm

0 ` vsq ` qm
j logN pam,s

j ; µm
1 ` µs, vm

1 ` vsq (B.22)

considering Ep̃am,s
j
ram,s

j am1,s
j s “ ṽ

am,s
j am1 ,s

j
` m̃

am,s
j am1 ,s

j
, we get

E
rpam,s

j

”

log ppam,s
j | qm

j , θq
ı

“ p1´ qm
j q

˜

logN pm̃am,s
j

; µm
0 ` µs, vm

0 ` vsq ´
1
2

ṽam,s
j am,s

j

vm
0 ` vs

¸

` qm
j

˜

logN pm̃am,s
j

; µm
1 ` µs, vm

1 ` vsq ´
1
2

ṽam,s
j am,s

j

vm
1 ` vs

¸

(B.23)

2) Computation of E
rpqm
zj

”

log ppqm
j | q

m
zj; βmq

ı

: Considering the a priori distribution of variable q

log ppqm
j | q

m
zj; βmq “ βm

ÿ

kPNpjq

1pqm
j “ qm

k q ` C3,qm
j

(B.24)

where Npjq is the neighborhood of j and where C3,qm
j

is a constant in qm
j .

E
rpqm
zj

”

log ppqm
j | q

m
zj; βmq

ı

“ C13,qm
j
` βm

ÿ

kPNpjq

E
rpqm

k

”

1pqm
j “ qm

k q
ı

(B.25)

with C13,qm
j
“ E

rpqm
zj

”

C3,qm
j

ı

, and E
rpqm
zj

”

1pqm
j “ qm

k q
ı

“ pqm
k
pqm

j q. Finally, we get

rpqm
j
pqm

j q9 exp

˜

p1´ qm
j q

ÿ

s

˜

logN pm̃am,s
j

; µm
0 ` µs, vm

0 ` vsq ´
1
2

ṽam,s
j am,s

j

vm
0 ` vs

¸

`qm
j

ÿ

s

˜

logN pm̃am,s
j

; µm
1 ` µs, vm

1 ` vsq ´
1
2

ṽam,s
j am,s

j

vm
1 ` vs

¸

` βm
ÿ

kPNpjq

rpqm
k
pqm

j q

˛

‚ (B.26)

B.2.4 M-step

As for the E-step above, the superscript prq is omitted in the following developments about the M-step (E.12).
pθ “ arg max

θPΘ

Ep̃a p̃h p̃q

“

log ppy,a,h, q; θq
‰

“ arg max
θPΘ

„

Ep̃a p̃h p̃q

“

log ppy |a,h; `, Γq
‰

` Ep̃a p̃q

“

log ppa | q; µ,vq
‰

` Ep̃q

“

log ppq; βq
‰

` log ppβ; λβq ` Ep̃h

“

log pph; vhq
‰

` log ppvh; λhq



.

Given the separability of the priors pdfs, it follows that the M-step also divides into separate M-steps:
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M-pµ,vq step

Updating parameters µ and v is straightforward since closed-form expressions are available:

ppµ, pvq “ arg max
µ,v

Ep̃a p̃q

“

log ppa | q; µ,vq
‰

In the E-Q step we already computed Ep̃a

“

log ppa | q; µ,vq
‰

from which it comes:

Ep̃q p̃a

“

log ppa | q; µ,vq
‰

“

M
ÿ

m“1

ÿ

jPJ

ÿ

i“t0,1u

p̃qm
j
piq

S
ÿ

s“1

˜

logN pmam,s
j

; µm
i ` µs, vm

i ` vsq ´
1
2

ṽam,s
j am,s

j

vm
i ` vs

¸

.

This latter expression is similar to the one to be maximized in a standard Gaussian mixture when replacing the
observed data by the mam,s

j
’s. Not surprisingly, we get:

{pµm
i ` µsq “

ř

jPJ
p̃prqqm

j
piq mam,s

j

ř

jPJ
p̃prqqm

j
piq

and {pvm
i ` vsq “

ř

jPJ
p̃prqqm

j
piq

„

pmam,s
j
´ pµm

i ` µsqq
2 ` ṽam,s

j am,s
j



ř

jPJ
p̃prqqm

j
piq

M-vh step

v̂h “ arg max
vh

f pvhq “ arg maxvh

 

Ep̃h

“

log pph | vhq ` log ppvh |λvhq
‰(

(B.27)

where the a priori ppvh |λvhq “ λvh expp´λvh vhq allows the better estimation of vh [Chaari et al., 2013].

1. If we use an hyperprior

Ep̃H

“

log pph | vhq
‰

“ Cvh ´
D´1

2
log vh ´

m̃t
hR
´1m̃h

2vh

B f pvhq

Bvh
“ ´

D´ 1
2vh

`
m̃t

hR
´1m̃h

2v2
h

´ λvh “ 0

and m̃t
hR
´1m̃h “ tr pm̃hm̃

t
hR
´1q

ñ vh “
p1´Dq `

b

pD´ 1q2 ` 8λvh

`

m̃t
hR
´1m̃h ` tr

`

Σ̃hR´1
˘˘

4λvh

(B.28)

‚ If we do consider the constraint in the norm of h:

ñ vh “
p1´Dq `

b

pD´ 1q2 ` 8λvh tr
“`

h̃h̃t
˘

R´1
‰

4λvh

(B.29)

2. If we do not use an hyperprior:

ñ vh “
m̃t

hR´1m̃h ` tr
`

Σ̃hR
´1˘

D´ 1
(B.30)

‚ If we consider the constraint in the norm of h when we do not use an hyperprior:

ñ vh “
tr
“`

h̃h̃t˘R´1‰

D´ 1
(B.31)
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M-β step

The maximization over each βm corresponds to the M-step obtained for a standard Hidden MRF model:

pβ
m
“ arg max

βm
Ep̃qm

“

log ppqm; βmq
‰

“ arg max
βm

E
rpqm rlog ppqm | βmqs ` log ppβm |λβq

“ arg max
βm

!

´ log Zpβmq ` βm
”

E
rpqm rUpq

mqs ´ λβ

ı

` Cβm

)

“ arg max
βm

f pβmq

The maximization of f pβmq needs the computation of its derivative with respect to βm:

d f pβmq

dβm “ ´
d log Zpβmq

dβm ` E
rpqm rUpq

mqs ´ λβ (B.32)

where

Zpβmq “
ÿ

qm

exppβmUpqmqq (B.33)

E
rpqm

“

Upqmq
‰

“
ÿ

j„k

Ep̃qm

“

1pqm
j “ qm

k q
‰

“
1
2

ÿ

j

ÿ

kPNpjq

rpqmpqm
j “ qm

k q (B.34)

“
1
2

ÿ

j

ÿ

kPNpjq

prpprqqm
j
p0qrpprqqm

k
p0q ` rpprqqm

j
p1qrpprqqm

k
p1qq (B.35)

d log Zpβmq

dβm “ Epqm

“

Upqmq
‰

(B.36)

where pqm “ ppqm; βmq the prior MRF de�ned in section 2.6.
It can be solved using a mean �eld like approximation as done in [Celeux et al., 2003]:

d f pβmq

dβm “ ´E
rpMF rUpqmqs ` E

rpqm rUpq
mqs ´ λβ (B.37)

where rpMFpqmq “
ś

j rp
MFpqm

j q with rpMFpqm
j ; βmq “

exppβm ř

kPNpjq rp
pr´1q
qm
k

pqm
j q

ř

iPt0,1u exppβm ř

kPNpjq rp
pr´1q
qm
k

piq

It follows that βm must satisfy the following equation:
ÿ

j

ÿ

kPNpjq

ÿ

i“t0,1u

`

rpprqqm
j
piq rpprqqm

k
piq ´ rpMFpqm

j “ i; βmq rpMFpqm
k “ i; βmq

˘

´ λβ “ 0 (B.38)

M-p`, Γq step

pp`, Γ̂q “ arg max
`,Γ

Ep̃a

“

log ppy |a,h; `, Γq
‰

.

This maximization problem factorizes over voxel and session so that for each j P J and s P S , we compute:

pp`
s
j , v̂s

bj
q “ arg max

`s
j ,Γ

s
j

Ep̃as
j

“

log ppys
j |a

s
j ,h; `s

j , Γs
j q
‰

.

M-vbj
Considering the independence between tys

j |a
s
j ,h; `s

j , vs
bj
uj“1:J we can write:

v̂s
bj
“ arg max

vs
bj

E
rpas

j

”

log p
´

ys
j |a

s
j ,h; `s

j , vs
bj

¯ı

(B.39)
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From the de�nition of likelihood we can compute, considering y̌s
j “ ys

j ´
ř

m
am,s

j Xm,sh´P s`s
j :

E
rph ,rpas

j

”

log p
´

ys
j |a

s
j ,h, `s

j , vs
bj

¯ı

“ Cvs
bj
´

N
2

log vs
bj
´

E
rph ,rpas

j

”

prys
j q

tΓs
j ry

s
j

ı

2

And we have:

v̂s
bj
“

1
N

„

m̃t
as

j
E
rph

”

pXs
hq

tΛs
jX

s
h

ı

m̃as
j
` tr

´

Σ̃as
j
E
rph

”

pXs
hq

tΛs
jX

s
h

ı¯

´2m̃t
as

j
E
rph

”

pXs
hq

tΛs
j py

s
j ´P s`s

j q
ı

` pys
j ´P s`s

j q
tΛs

j py
s
j ´P s`s

j q



(B.40)

‚ If we constraint the norm of h:

v̂s
bj
“

1
N

„

m̃t
as

j
pXs

h̃
qtΛs

jX
s
hm̃as

j
` tr

´

Σ̃as
j
pXs

h̃
qtΛs

jX
s
h̃

¯

´2m̃t
as

j
pXs

h̃
qtΛs

j py
s
j ´P s`s

j q ` py
s
j ´P s`s

j q
tΛs

j py
s
j ´P s`s

j q



(B.41)

M-`
For the same reason (independence between tys

j |a
s
j ,h, `s

j , vs
bj
uj“1:J) we can compute:

ˆ̀ s
j “ arg max

`s
j

E
rpas

j
,rph

”

log ppys
j |a

s
j ,h, `s

j , vs
bj
q

ı

(B.42)

Considering ȳs
j “ ys

j ´
ř

m
am,s

j Xm,sh:

log ppys
j |a

s
j ,h, `s

j , vs
bj
q “ C`s

j
`

˜

ys
j ´

ÿ

m
am,s

j Xm,sh´P s`s
j

¸t

Γs
j

˜

ys
j ´

ÿ

m
am,s

j Xm,sh´P s`s
j

¸

“ C`s
j
` pȳs

j q
tΓs

j ȳj
s ´ pȳs

j q
tΓs

jP
s`s

j ´ p`
s
j q

tpP sqtΓs
j ȳ

s
j ` p`

s
j q

tpP sqtΓs
jP

s`s
j (B.43)

E
rpas

j
,rph

”

log ppys
j |a

s
j ,h, `s

j , vs
bj
q

ı

“ C`s
j
` E

rpas
j
,rph

”

pȳs
j q

tΓs
j ȳ

s
j

ı

´ 2 p`s
j q

tpP sqtΓs
j Erpas

j
,rph

”

ȳs
j

ı

` p`s
j q

tpP sqtΓs
jP

s`s
j (B.44)

By deriving the previous equation with respect to `j we get:

Bp.q
B`s

j
“ ´2pP sqtΓs

j Erpas
j
,rph

”

ȳs
j

ı

` 2pP sqtΓs
jP

s`s
j “ Vect 0 (B.45)

ñ ˆ̀ s
j “ ppP

sqtΓs
jP

sq´1pP sqtE
rpas

j
,rph

”

ȳs
j

ı

“ ppP sqtΓs
jP

sq´1pP sqt

˜

ys
j ´

ÿ

m
m̃am,s

j
Xm,sm̃h

¸

(B.46)

‚ If we constraint the norm of h:

ñ ˆ̀ s
j “ ppP

sqtΓs
jP

sq´1pP sqtE
rpas

j

”

ȳs
j

ı

“ ppP sqtΓs
jP

sq´1pP sqt

˜

ys
j ´

ÿ

m
m̃am,s

j
Xm,sh̃

¸

(B.47)



C Linearization of Physiological Model

From the physiological model introduced in the main text that we call extended Balloon model, we get a set of
di�erential equations. We want to linearize this non-linear system with four state variables ts,fin,v, qu:

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

9ψ “ αu´
ψ
τψ
´

fin´1
τf

9fin “ ψ

9q “ 1
τm

ˆ

fin
1´p1´E0q

1{fin

E0
´ qv

1
w̃´1

˙

9v “ 1
τm

´

fin ´ v
1
w̃

¯

(C.1)

Considering tx1,x2,x3,x4u “ tψ,fin ´ 1, 1´ v, 1´ qu, we have:
$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

9x1 “ αu´ x1
τψ
´

x2
τf

9x2 “ x1

9x3 “ ´
1

τm

´

px2 ` 1q ´ p1´x3q
1
w̃

¯

9x4 “ ´
1

τm

˜

px2 ` 1q 1´p1´E0q
1

x2`1

E0
´ p1´x4qp1´x3q

1
w̃´1

¸

(C.2)

To solve non-linear systems, we can analyze the dynamic system to check if there are steady-states: time derivatives
to 0, or our resting state. The linearization goes: we choose a relevant point to make our linear approximation
around it, like the resting point tψ,fin ´ 1, 1´ v, 1´ qu “ tx1,x2,x3,x4u “ t0, 0, 0, 0u, and then we calculate
the Jacobian matrix at that point:

J “

»

—

—

—

—

–

B 9x1
Bx1

B 9x1
Bx2

B 9x1
Bx3

B 9x1
Bx4

B 9x2
Bx1

B 9x2
Bx2

B 9x2
Bx3

B 9x1
Bx4

B 9x3
Bx1

B 9x3
Bx2

B 9x3
Bx3

B 9x3
Bx4

B 9x4
Bx1

B 9x4
Bx2

B 9x4
Bx3

B 9x4
Bx4

fi

ffi

ffi

ffi

ffi

fl

“

»

—

—

—

—

–

´1
τψ

´1
τf

0 0

1 0 0 0
0 ´1

τm
´1

τmw̃ 0

0 ´ 1
τm

´

1` p1´E0q lnp1´E0q
E0

¯

´ 1´w̃
w̃τm

´1
τm

fi

ffi

ffi

ffi

ffi

fl

(C.3)

All of them are quite straight-forward. In the case of B 9x4
Bx2

,

B 9x4

Bx2
“

´1
τmE0

ˆˆ

1´ p1´ E0q
1

x2`1

˙

` px2 ` 1q
ˆ

p1´ E0q
1

x2`1 lnp1´ E0q
1

px2 ` 1q2

˙˙

if we consider the steady-state point x2 “ 0,

“ ´
1

τm

ˆ

1`
p1´ E0q lnp1´ E0q

E0

˙

(C.4)

After linearization (taylor series: f p0q ` f px1, x2, x3, x4q ` ...), we have:
$

’

’

’

’

’

&

’

’

’

’

’

%

9x1 “ αu´ x1
τψ
´

x2
τf

9x2 “ x1

9x3 “ ´
1

τm

`

x2 `
x3
w̃
˘

9x4 “ ´
1

τm

´´

1` p1´E0q lnp1´E0q
E0

¯

x2 ´
1`w̃

w̃ x3 `x4

¯

(C.5)
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Considering γ “ 1
τm

´

1` p1´E0q lnp1´E0q
E0

¯

, we can diagonalize the system by considering D the di�erentiation
operator and I the identity matrix. If we just consider the relationship with x2:

$

’

’

’

’

&

’

’

’

’

%

pDq tx2u “ x1
´

D` I
w̃τm

¯

tx3u “ ´
1

τm
x2

´

D` I
τm

¯

tx4u “ ´

ˆ

γI ´ 1´w̃
w̃τ2

m

´

D` I
w̃τm

¯´1
˙

x2

(C.6)

Now, we introduce the BOLD response hptq, which is the HRF when uptq “ δptq:

h “ V0pk1p1´ qq ` k2p1´ qv´1q ` k3p1´ vqq

“ V0pk1x4 ` k2

´

1´ p1´x4qp1´x3q
´1

¯

` k3x3q

“ V0pk1x4 ` k2px4 ´x3qp1´x3q
´1 ` k3x3q (C.7)

The Jacobian is:

J “
”

Bh
Bx3

Bh
Bx4

ı

“

”

V0pk3 ´ k2q V0pk1 ` k2q
ı

(C.8)

And the system of equations:

h “ V0

”

pk3 ´ k2q pk1 ` k2q
ı

«

x3

x4

ff

(C.9)

Therefore, after linearization we have

h “ V0ppk1 ` k2qx4 ` pk3 ´ k2qx3q (C.10)

We want to �nd the relation between h and x2 “ fin ´ 1, as x2 represents the in�ow of blood in the ballon.

h “ ´V0

˜

pk1 ` k2q

ˆ

D`
I

τm

˙´1
˜

γI ´
1´ w̃
w̃τ2

m

ˆ

D`
I

w̃τm

˙´1
¸

`
k3 ´ k2

τm

ˆ

D`
I

w̃τm

˙´1
¸

x2 (C.11)

The relation h “ Ω´1x2 then is:

Ω´1 “ ´V0

˜

pk1 ` k2q

ˆ

D`
I

τm

˙´1
˜

γI ´
1´ w̃
w̃τ2

m

ˆ

D`
I

w̃τm

˙´1
¸

`
k3 ´ k2

τm

ˆ

D`
I

w̃τm

˙´1
¸

(C.12)

if we consider:
$

’

&

’

%

A “ ´ 1
τm

´

D` I
w̃τm

¯´1

B “ ´

´

D` I
τm

¯´1
ˆ

γI ´ 1´w̃
w̃τ2

m

´

D` I
w̃τm

¯´1
˙

Ω “ V´1
0 ppk1 ` k2qB ` pk3 ´ k2qAq

´1 (C.13)

The condition number of Ω is condpΩq ě |ΩTΩ|Max
|ΩTΩ|Min

“ 2.58
If we consider the non-linear equation of the hemodynamic or BOLD model:

Ω “ V´1
0

´

k1B ` k2pB ´AqpI ´Aq´1 ` k3A
¯´1

(C.14)



D Markov Chain Monte Carlo solution for ASL JDE

Here we develop the inference using the following priors for h and g:

h „ N p0, vhΣhq (D.1)
and g|h „ N pΩh, vgΣgq (D.2)

D.1 Likelihood

Let rj “ yj ´

M
ÿ

m“1

´

cm
j WXmg` am

j X
mh

¯

´P `j ´ αjw “ bj ∼ N p0, vb INq

The likelihood reads ppy |a, c,h, g, `, α, vbq9

J
ź

j“1

´

v´N{2
bj

¯

exp

¨

˝

J
ÿ

j“1

´1
2

rt
jpvbj

INq
´1rj

˛

‚ (D.3)

where J is the number of voxels, and bj is the noise. We consider white noise.

D.2 Joint posterior density

ppa, c,h, g, q, θ |yq 9 v´
D`1

2
h v´

D`1
2

g |Σh|
´ 1

2 |Σg|
´ 1

2 vp´JF´1q{2
` v´J{2´1{2

α

J
ź

j“1

´

vp´N´1q{2
bj

¯

...

... exp

¨

˝´
htΣ´1

h h

2vh
´
pg´ΩhqtΣ´1

g pg´Ωhq

2vg
`

J
ÿ

j“1

˜

´
||rj||

2

2vbj

´
α2

j

2vα
´
||`j||

2

2v`

¸

˛

‚...

...
ź

m

»

–

ź

j

ÿ

i

˜

1pqm
j “ iqpvm

i q
´1{2pρm

i q
´1{2 exp

ˆ

´
pam

j ´ µm
i q

2

2vm
i

´
pcm

j ´ ηm
i q

2

2ρm
i

˙

¸

...

... Zpβmq´1 exp

¨

˝βm
ÿ

j„j1
1pqm

j “ qm
j1 q

˛

‚

fi

fl

ź

m

ź

i

”

pvm
i q
´1{2pρm

i q
´1{2

ı 2
3
1p0 ď β ď βmaxq

(D.4)

D.3 Gibbs sampling

To sample the posterior of interest, each variable x P X , pX “ ta, c,h, g, α, `, θuq is sampled using a hybrid
Metropolis-Gibbs sampling scheme and posterior mean estimates are computed after a burn in period.
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D.3.1 Partial residual quantities

The following quantities will be used afterwards:

ryj “ yj ´ P`j ´ αjw (D.5)

pyj “ ryj ´

M
ÿ

m
cm

j WXmg py
zm
j “ ryj ´

M
ÿ

m
cm

j WXmg´
M
ÿ

m1‰m

am1
j Xm1h (D.6)

ȳj “ ryj ´

M
ÿ

m
am

j X
mh ȳ

zm
j “ ryj ´

M
ÿ

m
am

j X
mh´

M
ÿ

m1‰m

cm1
j WXm1g (D.7)

D.3.2 BRL and PRL conditional posterior

ppa |y, c, q,h, g, α, `, θq “
ź

j

ppaj |yj, cj, qj,h, g, αj, `j, θq (D.8)

From the joint posterior, we can derive

ppaj |yj, cj, qj,h, g, αj, `j, θq9 exp

#

´
1
2

˜
›

›rj
›

›

2

vbj

`
ÿ

m

pam
j ´ µm

i q
2

vm
i

¸+

where qm
j “ i (D.9)

Let
›

›rj
›

›

2
“
›

›

py
zm
j ´ am

j X
mh

›

›

2
“
›

›

py
zm
j

›

›

2
´ 2am

j pX
mhqT py

zm
j ` pam

j q
2›
›Xmh

›

›

2

and
M
ÿ

m“1

pam
j ´ µm

i q
2

vm
i

“
pam

j ´ µm
i q

2

vm
i

`
ÿ

m1‰m

pam1
j ´ µm1

i q
2

vm1
i

Thus

ppaj |yj, ..., θq9 exp

$

&

%

´
1
2

¨

˝

›

›

py
zm
j

›

›

2

vbj

´
2am

j pX
mhqT py

zm
j

vbj

`
pam

j q
2
›

›Xmh
›

›

2

vbj

`
pam

j ´ µm
i q

2

vm
i

`
ÿ

m1‰m

pam1
j ´ µm1

i q
2

vm1
i

˛

‚

,

.

-

The expression is factorized over voxels, but still not over conditions. By considering am
j conditioned to knowing

am1‰m
j , we can ignore the cases when condition m1 ‰ m and factorize this expression as:

ppam
j | a

m1‰m
j yj, ..., θq9 exp

$

&

%

´
1
2

¨

˝´
2am

j pX
mhqT py

zm
j

vbj

`
pam

j q
2
›

›Xmh
›

›

2

vbj

`
pam

j ´ µm
i q

2

vm
i

˛

‚

,

.

-

9 exp

$

&

%

´
1
2

¨

˝´
2am

j pX
mhqT py

zm
j

vbj

`
pam

j q
2
›

›Xmh
›

›

2

vbj

`
pam

j q
2

vm
i
´

2am
j µm

i

vm
i

˛

‚

,

.

-

9 exp

$

&

%

´
1
2

»

–pam
j q

2

˜

›

›Xmh
›

›

2

vbj

`
1

vm
i

¸

´ 2am
j

¨

˝

µm
i

vm
i
`
pXmhqT py

zm
j

vbj

˛

‚` C

fi

fl

,

.

-

Let Σ̃
´1
a “

˜

›

›Xmh
›

›

2

vbj

`
1

vm
i

¸

, so Σ̃a “
vbj

vm
i

›

›Xmh
›

›

2vm
i ` vbj

.

Let m̃a “ Σ̃a

¨

˝

µm
i

vm
i
`
pXmhqT py

zm
j

vbj

˛

‚“ Σ̃a

¨

˝

pXmhqT py
zm
j vm

i ` µm
i vbj

vm
i vbj

˛

‚.

We can identify this expression to a posterior Gaussian density:

ppam
j | q

m
j “ i, . . .q „ N

¨

˝

εT
mpy
zm
j vm

i ` vbj
µm

i

pvm
i,jq
´1vbj

vm
i

, vm
i,j

˛

‚, with εm “Xmh and vm
i,j “

vbj
vm

i

εT
mεmvm

i ` vbj

(D.10)
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Similarly,

ppc |y,a, q,h, g, α, `, θq9 exp

$

&

%

´
1
2

ÿ

j

˜
›

›

ryj
›

›

2

vbj

`
ÿ

m

pam
j ´ ηm

i q
2

2ρm
i

¸

,

.

-

where qm
j “ i (D.11)

ppcm
j | q

m
j “ i, . . .q „ N

¨

˝

ε1m
T
ȳ
zm
j ρm

i ` vbj
ηm

i

pρm
i,jq
´1vbj

ρm
i

, ρm
i,j

˛

‚, with ε1m “WXmg and ρm
i,j “

vbj
ρm

i

ε1m
Tε1mρm

i ` vbj

(D.12)

D.3.3 Labels conditional posterior

ppqm
j |y,a, c,h, g, α, `, θq 9

ź

m

»

–

ź

j

ÿ

i

´

1pqm
j “ iqpvm

i q
´1{2pρm

i q
´1{2...

... exp
ˆ

´
pam

j ´ µm
i q

2

2vm
i

´
pcm

j ´ ηm
i q

2

2ρm
i

˙

¸

exp

¨

˝βm
ÿ

j„j1
1pqm

j “ qm
j1 q

˛

‚

fi

fl (D.13)

The conditional posterior of qm is identi�ed to an asymmetric Ising �eld. Considering Npjq the neighbors of j:

ppqm
j |y, ..., θq 9 exp

”

βm
ÿ

kPNpjq

1pqm
j “ qm

k q ´

1
ÿ

i“0

1pqm
j “ iq

´ logpvm
i ρm

i q

2
`
pam

j ´ µm
i q

2

2vm
i

`
pcm

j ´ ηm
i q

2

2ρm
i

¯ı

(D.14)

D.3.4 BRF conditional posterior

pph |y,a, c, q, g, α, `, θq9 exp

¨

˝

´htΣ´1
h h

2vh
´
pg´ΩhqtΣ´1

g pg´Ωhq

2vg
´

J
ÿ

j“1

||rj||
2

2vbj

˛

‚ (D.15)

Let ||rj||
2 “ ||pyj ´Sjh|| “ ppyj ´Sjhq

tppyj ´Sjhq “ pSjhq
tpSjhq ´ pSjhq

t
pyj ´ pyt

jpSjhq ` ||pyj||
2,

where Sj “
řM

m“1 am
j X

m. Then

9 exp

˜

´1
2

«

htΣ´1
h h

vh
`
phtΩtΣ´1

g Ωh´ pΩhqtΣ´1
g g´ gtΣ´1

g Ωh` gtΣ´1
g gq

vg

`

J
ÿ

j“1

phtpSt
jSjqh´ pSjhq

t
pyj ´ pyt

jpSjhq ` ||pyj||
2q

vbj

fi

fl

˛

‚

9 exp

¨

˝

´1
2

»

–ht

¨

˝v´1
h Σ´1

h `ΩtΣ´1
g Ωv´1

g `

J
ÿ

j“1

pSt
jSjqv´1

bj

˛

‚h´ 2ht

¨

˝ΩtΣ´1
g v´1

g g`

J
ÿ

j“1

St
j pyjv´1

bj

˛

‚

fi

fl

˛

‚

9 exp

¨

˝

´1
2

»

–htΣ̃
´1
h h´ 2ht

¨

˝ΩtΣ´1
g v´1

g g`

J
ÿ

j“1

St
j pyjv´1

bj

˛

‚

fi

fl

˛

‚

Thus pph|y, ..., θq can be identi�ed to a posterior Gaussian density: N pm̃h, Σ̃hq, where

Σ̃h “

¨

˝v´1
h Σ´1

h `ΩtΣ´1
g Ωv´1

g `

J
ÿ

j“1

pSt
jSjqv´1

bj

˛

‚

´1

(D.16)

m̃h “ Σ̃h

¨

˝ΩtΣ´1
g v´1

g g`

J
ÿ

j“1

St
j pyjv´1

bj

˛

‚ (D.17)
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D.3.5 PRF conditional posterior

ppg |y,a, c, q,h, α, `, θq9 exp

¨

˝

´pg´ΩhqtΣ´1
g pg´Ωhq

2vg
´

J
ÿ

j“1

||rj||
2

2vbj

˛

‚ (D.18)

Let ||rj||
2 “ ||ȳj ´ Šjg|| “ pȳj ´ Šjgq

tpȳj ´ Šjgq “ pŠjgq
tpŠjgq ´ pŠjgq

tȳj ´ ȳt
jpŠjgq ` ||ȳj||

2,
where Šj “

řM
m“1 cm

j WXm

9 exp

˜

´1
2

«

phtΩtΣ´1
g Ωh´ pΩhqtΣ´1

g g´ gtΣ´1
g pΩhq ` gtΣ´1

g gq

vg

`

J
ÿ

j“1

pgtpŠt
j Šjqg` pŠjgq

tȳj ´ ȳt
jpŠjgq ` ||ȳj||

2q

vbj

fi

fl

˛

‚

9 exp

¨

˝

´1
2

»

–gt

¨

˝v´1
g Σ´1

g `

J
ÿ

j“1

pŠt
j Šjqv´1

bj

˛

‚g´ gt

¨

˝Σ´1
g v´1

g Ωh`

J
ÿ

j“1

v´1
bj

Št
j ȳj

˛

‚

fi

fl

˛

‚

9 exp

¨

˝

´1
2

»

–

¨

˝g´ Σ̃g

¨

˝Σ´1
g v´1

g Ωh`

J
ÿ

j“1

v´1
bj

Št
j ȳj

˛

‚

˛

‚

t

Σ̃
´1
g

¨

˝g´ Σ̃g

¨

˝Σ´1
g v´1

g Ωh`

J
ÿ

j“1

v´1
bj

Št
j ȳj

˛

‚

˛

‚

fi

fl

˛

‚

Thus ppg|y, ..., θq can be identi�ed to a posterior Gaussian density: N pm̃g, Σ̃gq, where

Σ̃g “

¨

˝v´1
g Σ´1

g `

J
ÿ

j“1

pŠt
j Šjqv´1

bj

˛

‚

´1

(D.19)

m̃g “ Σ

¨

˝Σ´1
g v´1

g Ωh`

J
ÿ

j“1

v´1
bj

Št
j ȳj

˛

‚. (D.20)

D.3.6 Perfusion Baseline conditional posterior

ppα |y,a, c, q,h, g, `, θq9

J
ź

j“1

exp

˜

´α2
j

2vα
´
||rj||

2

2vbj

¸

(D.21)

Let ||rj||
2 “ ||zα ´ αjw||

2 “ pzα ´ αjwq
tpzα ´ αjwq “ α2

j N ´ 2αjw
tzα ` ||z

2
α||

where zα “ yj ´
řM

m“1

”

cm
j WXmg` am

j X
mh

ı

´P `j is constant due to the given information.

9

J
ź

j“1

exp

˜

´α2
j

2vα
´

α2
j N ´ 2αjw

tzα ` ||zα||
2

2vbj

¸

9

J
ź

j“1

exp

˜

´1
2

α2
j pvbj

` Nvαq ´ αjw
tzαvα ` ||z||

2vα

vαvbj

¸

Let σ´2
α “

vbj
`Nvα

vbj
vα

9

J
ź

j“1

exp

˜

´1
2

σ´2
α pα2

j `
αj2wtzα

vbj

σ2
αq

¸

9

J
ź

j“1

exp

˜

´1
2

σ´2
α pαj `

wtzα

vbj

σ2
αq

2

¸

9

J
ź

j“1

exp

˜

´pαj ` µαq
2

2σ2
α

¸

Letting µα “
wtzα

vbj
σ2

α “
wtzαvα

vbj
`Nvα

. Thus ppα|y, ..., θq can be identi�ed to a posterior Gaussian density:

αj9N
˜

wtzαvα

vbj
` Nvα

,
vαvbj

vbj
` Nvα

¸

(D.22)
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D.3.7 Dri� Coe�icients conditional posterior

pp` |y,a, c, q,h, g, α, θq9

J
ź

j“1

exp

˜

´||`j||
2

2v`
´
||rj||

2

2vbj

¸

(D.23)

Let ||rj||
2 “ ||z`j

´P `j||
2 “ pz`j

´P `jq
tpz`j

´P `jq “ pP `jq
tpP `jq ´ pP `jq

tz`j
´ zt

`j
pP `jq ` ||z

2
`j
||

where z`j
“ yj ´

řM
m“1

”

cm
j WXmg` am

j X
mh

ı

´ αjw is constant due to the given information.

9

J
ź

j“1

exp
ˆ

´1
2

”

`t
jpIFv´1

` `P tP v´1
bj
q`j ´ pP `jq

tz`j
v´1

bj
´ zt

`j
pP `jqv´1

bj

ı

˙

Let Σ´1
` “ pv´1

` ` v´1
bj
q. Since P is an orthonormal basis, P tP “ IF .

9

J
ź

j“1

exp
ˆ

´1
2
p`j ´ Σ`P

tz`j v
´1
bj
qtΣ´1

` p`j ´ Σ`P
tz`j

v´1
bj
q

˙

Let µ` “ pΣ`P
tz`j

v´1
bj
q. Thus pp`|y, ..., θq can be identi�ed to a posterior Gaussian density:

`j9N
´

Σ`P
tz`j

v´1
bj

, IFpv´1
` ` v´1

bj
q´1

¯

(D.24)

Vectors `j are independent. As long as there is posterior independence, ie the expression is a product over sub-
variables. The sub-variables can be sampled in parallel.

D.3.8 Hyperparameter conditional posterior

Let rθ be the set of all hyperparameters except the one in question.

Mixture model parameters for the BOLD component θa “ pµi,m, vi,mq

ppµi,m |y,a, c, q,h, g, α, `,rθq9
J
ź

j“1

«

1pqm
j “ iq exp

ˆ

´
pam

j ´ µi,mq
2

2vi,m

˙

ff

(D.25)

Let Ji denote a set of vowels belonging to class i, and |Ji| denote the number of voxels belonging to class i.

9

J
ź

j“1

«

1pqm
j “ iq exp

ˆ

´
1
2

˜

µ2
i,m

vi,m
´

2µi,mam
j

vi,m

¸

˙

ff

9 exp
ˆ

´
1
2

˜

|Ji|µ
2
i,m

vi,m
´

2|Ji|µi,m
ř

jPJi
am

j

vi,m

¸

˙

Let σ´2
µ “

|Ji|

vi,m
, µµ “ σ2

µ

˜

|Ji|
ř

jPJi
am

j

vi,m

¸

“
ÿ

jPJi

am
j

Thus, the posterior conditional of µi,m can be identi�ed to:

ppµi,m|y, ...,rθq9N

¨

˝

ÿ

jPJi

am
j ,

vi,m

|Ji|

˛

‚ (D.26)

ppvi,m |y,a, c, q,h, g, α, `,rθq9v´1{2
i,m

J
ź

j“1

«

1pqm
j “ iqv´1{2

i,m exp
ˆ

´
pam

j ´ µi,mq
2

2vi,m

˙

ff

9vp´|Ji|´1q{2
i,m exp

ˆ

´

ř

jPJi
pam

j ´ µi,mq
2

2vi,m

˙

Thus, the posterior conditional of vi,m can be identi�ed to an inverse Gamma function IG :

ppvi,m|y, ...,rθq9IG

¨

˝

|Ji| ´ 1
2

,
ÿ

jPJi

1
2
pam

j ´ µi,mq
2

˛

‚ (D.27)
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Mixture model parameters for the perfusion component θc “ pηi,m, ρi,mq

Following the same steps outlined in for θa,

ppηi,m |y,a, c, q,h, g, α, `,rθq9
J
ź

j“1

«

1pqm
j “ iq exp

ˆ

´
pcm

j ´ ηi,mq
2

2ρi,m

˙

ff

(D.28)

ppρi,m |y,a, c, q,h, g, α, `,rθq9ρ
´1{2
i,m

J
ź

j“1

«

1pqm
j “ iqρ´1{2

i,m exp
ˆ

´
pcm

j ´ ηi,mq
2

2ρi,m

˙

ff

(D.29)

Thus, the posterior conditional of ηi,m and ρi,m can be identi�ed to:

ppηi,m|y, ...,rθq9N

¨

˝

ÿ

jPJi

cm
j ,

vi,m

|Ji|

˛

‚ (D.30)

ppρi,m|y, ...,rθq9IG

¨

˝

|Ji| ´ 1
2

,
ÿ

jPJi

1
2
pcm

j ´ ηi,mq
2

˛

‚ (D.31)

HRF and PRF variance vh and vg

ppvh |y,a, c, q,h, g, α, `,rθq9v´pD`1q{2
h exp

˜

´htΣ´1
h h

2vh

¸

(D.32)

ppvg |y,a, c, q,h, g, α, `,rθq9v´pD`1q{2
g exp

˜

´gtΣ´1
g g

2vg

¸

(D.33)

Thus, the posterior conditional of vh and vg can be identi�ed to:

ppvh|y, ...,rθq9IG
ˆ

D´ 1
2

,
1
2
htΣ´1

h h

˙

(D.34)

ppvg|y, ...,rθq9IG
ˆ

D´ 1
2

,
1
2
gtΣ´1

g g

˙

(D.35)

Perfusion baseline variance vα

ppvα |y,a, c, q,h, g, α, `,rθq9v´pJ`1q{2
α

J
ź

j“1

«

exp

˜

´
α2

j

2vα

¸ff

(D.36)

Thus, the posterior conditional of v` can be identi�ed to:

ppvα|y, ...,rθq9IG

¨

˝

J ´ 1
2

,
1
2

J
ÿ

j“1

α2
j

˛

‚ (D.37)

Dri� coe�icient variance v`

ppv` |y,a, c, q,h, g, α, `,rθq9vp´JF´1q{2
`

J
ź

j“1

«

exp

˜

´
||`j||

2

2v`

¸ff

(D.38)

Thus, the posterior conditional of v` can be identi�ed to:

ppv`|y, ...,rθq9IG

¨

˝

JF´ 1
2

,
1
2

J
ÿ

j“1

||`j||
2

˛

‚ (D.39)
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Noise variance vb

ppvb |y,a, c, q,h, g, α, `,rθq9
J
ź

j“1

«

vp´N´1q{2
bj

exp

˜

´
||rj||

2

2vbj

¸ff

(D.40)

Thus, the posterior conditional of vbj
can be identi�ed to:

ppvbj
|y, ...,rθq9IG

ˆ

N ´ 1
2

,
1
2
||rj||

2
˙

(D.41)





E Variational EM solution for JDE ASL

As introduced in the document, the variational approximation through mean �eld assumes independence of the
probability distributions. The E-step is instead solved over a restricted class of probability distributions that factorize
as p̃pa,h, c, g, qq “ p̃apaq p̃hphq rpcpcq p̃gpgq p̃qpqq. The E-step becomes an approximate E-step that can be further
decomposed into �ve stages. At iteration prq:

E-A: p̃apaq9 exp
ˆ

E
p̃pr´1q

c p̃pr´1q
q p̃pr´1q

h p̃pr´1q
g

“

log ppa |y,hpr´1q, cpr´1q, gpr´1q, qpr´1q; θprqq
‰

˙

(E.1)

E-C: rpcpcq9 exp
ˆ

E
p̃prqa p̃pr´1q

q p̃pr´1q
h p̃pr´1q

g

“

log ppc |y,aprq,hpr´1q, gpr´1q, qpr´1q; θprqq
‰

˙

(E.2)

E-Q: p̃prqq pqq9 exp
ˆ

E
p̃prqa rpprqc p̃pr´1q

h p̃pr´1q
g

“

log ppq |y,aprq,hpr´1q, cprq, gpr´1q; θprqq
‰

˙

(E.3)

E-H: p̃hphq9 exp
ˆ

E
p̃prqa rpprqc p̃pr´1q

g

“

log pph | y,aprq, cprq, gpr´1q, qprq; θprqq
‰

˙

(E.4)

E-G: p̃gpgq9 exp
ˆ

E
p̃prqa rpprqc p̃prqh

“

log ppg | y,aprq,hprq, cprq, qprq; θprqq
‰

˙

(E.5)

The corresponding M-step reads:

M: θpr`1q “ arg max
θPΘ

E
p̃prqa rpprqc p̃prqq p̃prqh p̃prqg

“

log ppy,aprq,hprq, cprq, gprq, qprq ; θq
‰

(E.6)

If constraints on the norm of the response functions h and g are imposed, then:

E-A: p̃apaq9 exp
ˆ

E
p̃pr´1q

c p̃pr´1q
q

“

log ppa |y, h̃pr´1q, cpr´1q, g̃pr´1q, qpr´1q; θprqq
‰

˙

(E.7)

E-C: rpcpcq9 exp
ˆ

E
p̃prqa p̃pr´1q

q

“

log ppc |y,aprq, h̃pr´1q, g̃pr´1q, qpr´1q; θprqq
‰

˙

(E.8)

E-Q: p̃prqq pqq9 exp
´

E
p̃prqa rpprqc

“

log ppq |y,aprq, h̃pr´1q, cprq, g̃pr´1q; θprqq
‰

¯

(E.9)

E-H: h̃ “ arg max
h s.t. hth“1

E
p̃prqa rpprqc

“

log pph | y,aprq, cprq, g̃pr´1q, qprq; θprqq
‰

(E.10)

E-G: g̃ “ arg max
g s.t. gtg“1

E
p̃prqa rpprqc

“

log ppg | y,aprq, h̃prq, cprq, qprq; θprqq
‰

(E.11)

The corresponding M-step reads:

M: θpr`1q “ arg max
θPΘ

E
p̃prqa rpprqc p̃prqq

“

log ppy,aprq, h̃prq, cprq, g̃prq, qprq ; θq
‰

(E.12)

These steps are now given in more details in the next subsections. For simpli�cation, the prq and pr´ 1q superscripts
are omitted.

E.1 E-H step

Constant terms in x will be named Cx or C1,x, C2,x, etc when many constants in a formula. Term rpqm
j
pqm

j “ 1q will
be rpqm

j
p1q for simplicity. By convention, vectors are column, and their transpose is t.
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Here we denote by m̃aj and Σ̃aj the mean and covariance matrix of p̃aj and write m̃am
j

for the mth component of

vector m̃aj (m̃am
j
“ Ep̃aj

“

am
j
‰

) and ṽam
j am1

j
for the pm, m1q element of matrix Σ̃aj (ṽam

j am1
j
“ Ep̃aj

“

am
j am1

j
‰

´ m̃am
j

m̃am1
j

).

We also denote Sj “
M
ř

m“1
am

j X
m and Šj “

M
ř

m“1
cm

j WXm. To simplify, we consider P̄ ¯̀ j “ P `j `wαj where, for

j P J , ¯̀ j “
“

αj, `j
‰T and similarly ¯̀ “ rα, `sT .

rphphq9 exp
´

E
rparpcrpgrpq rlog pph |y,a, c, g; θqs

¯

9 exp
´

E
rparpcrpg rlog ppy |a,h, c, g; θqs ` log pph; vhq ` log ppg|Ωh; vgq

¯

(E.13)

1) Computing log p py |a,h, c, g; θq:
Considering ryj “ yj ´Sjh´ Šjg´ P̄ ¯̀ j and that we consider the terms depending on h, we write:

log p py |a,h, c, g; θq “ C1,h ´
1
2

ÿ

jPJ

ryt
jΓjryj

“ C2,h ´
1
2

ÿ

jPJ

”

htSt
j ΓjSjh´ 2htSt

j Γjpyj ´ Šjg´ P̄ ¯̀ jq
ı

(E.14)

where Γj “ 1
vbj

Λj, C1,h “ ´
NJ
2 log 2π ` J

2 log |Λj| ´ N
ř

jPJ
log vbj

and C2,h “ C1,h ´
1
2
ř

jPJ
pyj ´ Šjg ´

P `jq
tΓjpyj ´ Šjg´P `jq.

2) Computing log p ph | vhq:
Based on a priori HRF, log p ph | vhq “ C3,h´

1
2vh

htΣ´1
h h, with C3,h “ ´

D`1
2 log 2π´ D´1

2 log vh´
1
2 log |Σh|.

3) Computing log p
`

g|Ωh; vg
˘

:
Based on a priori PRF, log p

`

g|Ωh; vg
˘

“ C4,h ´
1

2vg
pΩhqtΣ´1

g Ωh ` 1
2vg

2pΩhqtΣ´1
g g, with C4,h “

´D`1
2 log 2π´ D´1

2 log vg ´
1
2 log |Σg| ´

1
2vg

gtΣ´1
g g.

It follows that:

rphphq9 exp

¨

˝´
1
2

»

–ht

¨

˝

Σ´1
h

vh
`

ΩtΣ´1
g Ω

vg
` E

rpa

»

–

ÿ

jPJ

St
j ΓjSj

fi

fl

˛

‚h

´2ht

¨

˝

ΩtΣ´1
g m̃g

vg
` E

rparpcrpg

»

–

ÿ

jPJ

St
j Γjpyj ´ Šjg´ P̄ ¯̀ jq

fi

fl

˛

‚

fi

fl

˛

‚

where, E
rpa

»

–

ÿ

jPJ

St
j ΓjSj

fi

fl “
ÿ

jPJ

ÿ

m,m1
E
rp

am,m1
j

”

am
j am1

j

ı

pXmqtΓjX
m1

“
ÿ

jPJ

ÿ

m,m1

ˆ

m̃am
j

m̃am1
j
` ṽam

j am1
j

˙

pXmqtΓjX
m1

E
rparpcrpg

»

–

ÿ

jPJ

St
j Γjpyj ´ Šjg´ P̄ ¯̀ jq

fi

fl “
ÿ

jPJ

M
ÿ

m“1

m̃am
j
pXmqtΓjpyj ´

ÿ

m
m̃cm

j
WXmm̃g ´ P̄ ¯̀ jq (E.15)

So in the end we have:

rphphq “ N pm̃h, Σ̃hq, where (E.16)
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Σ̃
´1
h “

Σ´1
h

vh
`

ΩtΣ´1
g Ω

vg
`
ÿ

jPJ

ÿ

m,m1

ˆ

m̃am
j

m̃am1
j
` ṽam

j am1
j

˙

pXmqtΓjX
m1 (E.17)

m̃h “ Σ̃h

¨

˝

ΩtΣ´1
g m̃g

vg
`
ÿ

jPJ

M
ÿ

m“1

m̃am
j
pXmqtΓjpyj ´

ÿ

m
m̃cm

j
WXmm̃g ´ P̄ ¯̀ jq

˛

‚ (E.18)

‚ If we consider the constraint in the norm of h:

h̃ “ arg max
h s.t. hth“1

´

Ep̃arpc

“

log pph |y,a, c, g; θq
‰

¯

Solving it amounts to minimizing a quadratic function in h under a quadratic constraint, namely hTh “ 1. The
function to be minimized is

ph´ m̃hq
TΣ̃
´1
h ph´ m̃hq ` λhTh

.

E.2 E-G step

As in the previous step, we denote by m̃cj and Σ̃cj the mean and covariance matrix of p̃cj and write m̃cm
j

for the mth

component of vector m̃cj (m̃cm
j
“ Ep̃cj

“

cm
j
‰

) and ṽcm
j cm1

j
for the pm, m1q element of matrix Σ̃cj (ṽcm

j cm1
j
“ Ep̃cj

“

cm
j cm1

j
‰

´

m̃cm
j

m̃cm1
j

).

rpgpgq9 exp
´

E
rparphrpcrpq rlog pph |y,a, c,h; θqs

¯

9 exp
´

E
rparphrpc rlog ppy |a,h, c, g; θqs ` E

rph
rlog ppg|Ωh; vgqs

¯

(E.19)

where a does not depend on g.
1) Computing log p py |a,h, c, g; θq:

We consider the terms depending on g, we write:

log p py |a,h, c, g; θq “ C1,g ´
1
2

ÿ

jPJ

ryt
jΓjryj

“ C2,g ´
1
2

ÿ

jPJ

”

gtŠt
j ΓjŠjg´ 2gtŠt

j Γjpyj ´Sjh´ P̄ ¯̀ jq
ı

(E.20)

where Γj “
1

vbj
Λj, C1,g “ ´

NJ
2 log 2π` J

2 log |Λj| ´N
ř

jPJ
log σj and C2,g “ C1,h´

1
2
ř

jPJ
pyj´Sjh´ P̄ ¯̀ jq

tΓjpyj´

Sjh´ P̄ ¯̀ jq.

2) Computing log p
`

g|Ωh; vg
˘

:
Based on a priori PRF, log p

`

g|Ωh; vg
˘

“ C4,g ´
1

2vg
gtΣ´1

g g ` 1
2vg

2gtΣ´1
g Ωh, with C4,g “ ´D`1

2 log 2π ´
D´1

2 log vgpΩhqtΣ´1
g Ωh´ 1

2 log |Σg|.
It follows that:

rpgpgq9 exp

¨

˝´
1
2

»

–gt

¨

˝

Σ´1
g

vg
` E

rpc

»

–

ÿ

jPJ

Št
j ΓjŠj

fi

fl

˛

‚g´ 2gt

¨

˝

Σ´1
g Ωm̃h

vg
` E

rparphrpc

»

–

ÿ

jPJ

Št
j Γjpyj ´Sjh´ P̄ ¯̀ jq

fi

fl

˛

‚

fi

fl

˛

‚
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where, E
rpc

»

–

ÿ

jPJ

Št
j ΓjŠj

fi

fl “
ÿ

jPJ

ÿ

m,m1
E
rp

cm,m1
j

”

cm
j cm1

j

ı

pWXmqtΓjWXm1

“
ÿ

jPJ

ÿ

m,m1

ˆ

m̃cm
j

m̃cm1
j
` ṽcm

j cm1
j

˙

pWXmqtΓjWXm1

E
rparphrpc

»

–

ÿ

jPJ

Št
j Γjpyj ´Sjh´ P̄ ¯̀ jq

fi

fl “
ÿ

jPJ

M
ÿ

m“1

m̃cm
j
pWXmqtΓjpyj ´

ÿ

m
m̃am

j
Xmm̃h ´ P̄ ¯̀ jq (E.21)

So in the end we have:

rpgpgq “ N pm̃g, Σ̃gq, where (E.22)

Σ̃
´1
g “

Σ´1
g

vg
`
ÿ

jPJ

ÿ

m,m1

ˆ

m̃cm
j

m̃cm1
j
` ṽcm

j cm1
j

˙

pWXmqtΓjWXm1 (E.23)

m̃g “ Σ̃g

¨

˝

Σ´1
g Ωm̃h

vg
`
ÿ

jPJ

M
ÿ

m“1

m̃cm
j
pWXmqtΓjpyj ´

ÿ

m
m̃am

j
Xmm̃h ´ P̄ ¯̀ jq

˛

‚ (E.24)

‚ If we consider the constraint in the norm of g:

g̃ “ arg max
g s.t. gtg“1

´

E
rpcrpa

“

log pph |y,a, c,h; θq
‰

¯

,

Solving it amounts to minimizing a quadratic function in g under a quadratic constraint, namely gTg “ 1. The
function to be minimized is

pg´ m̃gq
TΣ̃
´1
g pg´ m̃gq ` λgTg

.

E.3 E-A step

Here, we focus on Eq. (E.7) where the independence of h and q and a KK h|q leads to:

p̃apaq9 exppEp̃h p̃grpc p̃q

“

log ppa |y,h, c, g̃, q; θq
‰

q (E.25)

9 exppEp̃h p̃grpc p̃q

“

log ppy |a,h, c, g, q; θq ` log ppa | q; θq
‰

q (E.26)

9 exppEp̃h p̃grpc

“

log ppy |a,h, c, g; α, `, Γq
‰

` Ep̃q

“

log ppa | q; µ,vq
‰

q (E.27)

1) Computing E
rph p̃grpc rlog ppy |a,h, c, g, q; θqs:

The same way, the log-likelihood reads:

log p py |a,h, c, g, q; θq “ C1,a ´
1
2

ÿ

jPJ

ryt
jΓjryj

“ C2,a ´
1
2

ÿ

jPJ

´

at
jX

t
hΓjXhaj ´ 2at

jX
t
hΓjpyj ´ Šjg´ P̄ ¯̀ jq

¯

(E.28)

where C1,a “ C1,h were already de�ned and C2,a “ C1,a ´
1
2
ř

jPJ
pyj ´ Šjg´ P̄ ¯̀ jq

tΓjpyj ´ Šjg´ P̄ ¯̀ jq.

aj “ ra1
j , ..., aM

j s
t and Xh “ rX

1h|X2h|...|XMhs.

We can now do the mean of the previous term (equation (E.28)) with respec to other variables:

E
rphrpc rlog p py |a,h, c, g, q; θqs “ C2,a´

1
2

ÿ

jPJ

´

at
jErph

“

X t
hΓjXh

‰

aj ´ 2at
jErph p̃grpc

“

X t
hΓjpyj ´ Šjg´ P̄ ¯̀ jq

‰

¯

(E.29)
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E
rph

“

X t
hΓjXh

‰

is a matrix of dimension MˆM where each element pm, m1q is written:

E
rph

”

pXmhqtΓjX
m1h

ı

“ E
rph

”

htpXmqtΓjX
m1h

ı

“ m̃t
hpX

mqtΓjX
m1m̃h ` tr

´

Σ̃hpX
mqtΓjX

m1
¯

(E.30)

E
rph p̃grpc

“

X t
hΓjpyj ´ Šjg´ P̄ ¯̀ jq

‰

is a vector of dimension Mˆ 1 where each element pm, 1q is written:

E
rph p̃grpc

“

pXmhqtΓjpyj ´ Šjg´ P̄ ¯̀ jq
‰

“ E
rph p̃grpc

“

htpXmqtΓjpyj ´ Šjg´ P̄ ¯̀ jq
‰

“ m̃t
hpX

mqtΓjpyj ´

M
ÿ

m“1

m̃cm
j
WXmm̃g ´ P̄ ¯̀ jq (E.31)

2) Computing E
rpq rlog ppa | q; µ,vqs, where µ,v are the GMM parameters of the hemodynamic component of

the signal. We can write:

log ppa | q; µ,vq “
ÿ

m

ÿ

j

”

p1´ qm
j q log pN pµm

0 , vm
0 qq ` qm

j log pN pµm
1 , vm

1 qq
ı

“ C3,a ´
1
2

ÿ

m

ÿ

j

«

p1´ qm
j q

˜

pam
j ´ µm

0 q
2

vm
0

¸

` qm
j

˜

pam
j ´ µm

1 q
2

vm
1

ff̧

(E.32)

where C3,a “
ř

m

ř

j

„

p1´ qm
j q log 1?

2πvm
0
` qm

j log 1?
2πvm

1



E
rpq rlog ppa | q; µ,vqs

“ C13,a ´
1
2

ÿ

m

ÿ

j

«

E
rpqm

j

”

p1´ qm
j q
ı

˜

pam
j ´ µm

0 q
2

vm
0

¸

` E
rpqm

j

”

qm
j

ı

˜

pam
j ´ µm

1 q
2

vm
1

¸ff

“ C13,a ´
1
2

ÿ

m

ÿ

j

«

´

1´ rpqm
j
p1q

¯

˜

pam
j ´ µm

0 q
2

vm
0

¸

` rpqm
j
p1q

˜

pam
j ´ µm

1 q
2

vm
1

¸ff

(E.33)

where C13,a “ E
rpq rC3,as.

In matrix form, we note: aj“ra1
j , ..., aM

j s
t, qj “ rq1

j , ..., qM
j s

t, µi “ rµ
1
i , ..., µM

i s
t for i P t0, 1u and

∆0
a,j “ diag

«

1´rpq1
j
p1q

v1
0

, ...,
1´rpqM

j
p1q

vM
0

ff

, ∆1
a,j “ diag

«

rpq1
j
p1q

v1
1

, ...,
rpqM

j
p1q

vM
1

ff

. The equation (E.49) becomes:

E
rpq rlog ppa | q; µ,vqs “ C23,a ´

1
2

ÿ

j

1
ÿ

i“0

paj ´ µiq
t∆i

a,jpaj ´ µiq

“ C23,a ` C4,a ´
1
2

ÿ

j

«

at
j

˜

1
ÿ

i“0

∆i
a,j

¸

aj ´ 2at
j

˜

1
ÿ

i“0

∆i
a,jµi

¸ff

(E.34)

where C23,a is the matrix form of C13,a, C4,a “ ´
1
2
ř

j

1
ř

i“0
µt

i∆
i
a,jµi.

By replacing equations (E.29) and (E.34) in equation (E.27) we get:

rpapaq9 exp

¨

˝´
1
2

ÿ

j

paj ´ m̃ajq
tΣ̃
´1
aj
paj ´ m̃ajq

˛

‚.



146 Variational EM solution for JDE ASL

Then

rpapaq “
ź

j

N
´

m̃aj , Σ̃aj

¯

, with: (E.35)

Σ̃aj “

˜

E
rph

“

X t
hΓjXh

‰

`

1
ÿ

i“0

∆i
a,j

¸´1

(E.36)

m̃aj “ Σ̃aj

˜

E
rphrpcrpg

“

X t
hΓjpyj ´ Šjg´ P̄ ¯̀ jq

‰

`

1
ÿ

i“0

∆i
a,jµi

¸

(E.37)

‚ If we consider the constraint in the norm of h and g:

rpapaq “
ź

j

N
´

m̃aj , Σ̃aj

¯

, with: (E.38)

Σ̃aj “

˜

X t
h̃

ΓjXh̃ `

1
ÿ

i“0

∆i
a,j

¸´1

(E.39)

m̃aj “ Σ̃aj

˜

X t
h̃

Γjpyj ´ E
rpc rŠjgs ´ P̄ ¯̀ jq `

1
ÿ

i“0

∆i
a,jµi

¸

(E.40)

with Xh̃ “ rX
1h̃|X2h̃|...|XMh̃s

E.4 E-C step

Here, we focus on Eq. (E.7) where the independence of g and q and c KK g|q leads to:

p̃cpcq9 exppEp̃h p̃g p̃a p̃q

“

log ppc |y,h,a, g̃, q; θq
‰

q (E.41)

9 exppEp̃h p̃g p̃a p̃q

“

log ppy |a,h, c, g, q; θq ` log ppc | q; θq
‰

q (E.42)

9 exppEp̃h p̃grpa

“

log ppy |a,h, c, g; α, `, Γq
‰

` Ep̃q

“

log ppc | q; η, ρq
‰

q (E.43)

1) Computing E
rphrpgrpa rlog ppy |a,h, c, g, q; θqs:

The same way, the log-likelihood reads:

log p py |a,h, c, g, q; θq “ C1,c ´
1
2

ÿ

jPJ

ryt
jΓjryj

“ C2,c ´
1
2

ÿ

jPJ

´

ct
jX

t
gW

tΓjWXgcj ´ 2ct
jX

t
gW

tΓjpyj ´Sjh´ P̄ ¯̀ jq
¯

(E.44)

where C1,c “ C1,g were already de�ned and C2,c “ C1,c ´
1
2
ř

jPJ
pyj ´Sjh´ P̄ ¯̀ jq

tΓjpyj ´Sjh´ P̄ ¯̀ jq.

cj “ rc1
j , ..., cM

j s
t and Xg “ rX

1g|X2g|...|XMgs.

We can now do the mean of the previous term (equation (E.44)) with respect to other variables:

E
rpgrpa rlog p py |a,h, c, g, q; θqs “ C2,c´

1
2

ÿ

jPJ

´

ct
jErpg

“

X t
gW

tΓjWXg
‰

cj ´ 2ct
jErphrpgrpa

“

X t
gW

tΓjpyj ´Sjh´ P̄ ¯̀ jq
‰

¯

(E.45)

E
rpg

“

X t
gW

tΓjWXg
‰

is a matrix of dimension MˆM where each element pm, m1q is written:

E
rpg

”

gtpWXmqtΓjWXm1g
ı

“ m̃t
gpWXmqtΓjWXm1m̃g ` tr

´

Σ̃gpWXmqtΓjWXm1
¯

(E.46)
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E
rphrpgrpa

“

X t
gW

tΓjpyj ´Sjh´ P̄ ¯̀ jq
‰

is a vector of dimension Mˆ 1 where each element pm, 1q is written:

E
rphrpgrpa

“

pWXmgqtΓjpyj ´Sjh´ P̄ ¯̀ jq
‰

“ E
rphrpgrpa

“

gtpWXmqtΓjpyj ´Sjh´ P̄ ¯̀ jq
‰

“ m̃t
gpWXmqtΓjpyj ´

M
ÿ

m“1

m̃am
j
Xmm̃h ´ P̄ ¯̀ jq (E.47)

2) Computing E
rpq rlog ppc | q; η, ρqs, where η, ρ are the GMM parameters of the perfusion component of the

signal. We can write:

log ppc | q; η, ρq “
ÿ

m

ÿ

j

”

p1´ qm
j q log pN pηm

0 , ρm
0 qq ` qm

j log pN pηm
1 , ρm

1 qq
ı

“ C3,c ´
1
2

ÿ

m

ÿ

j

«

p1´ qm
j q

˜

pcm
j ´ ηm

0 q
2

ρm
0

¸

` qm
j

˜

pcm
j ´ ηm

1 q
2

ρm
1

ff̧

(E.48)

where C3,c “
ř

m

ř

j

„

p1´ qm
j q log 1?

2πρm
0
` qm

j log 1?
2πρm

1



E
rpq rlog ppc | q; η, ρqs

“ C13,c ´
1
2

ÿ

m

ÿ

j

«

E
rpqm

j

”

p1´ qm
j q
ı

˜

pcm
j ´ ηm

0 q
2

ρm
0

¸

` E
rpqm

j

”

qm
j

ı

˜

pcm
j ´ ηm

1 q
2

ρm
1

¸ff

“ C13,c ´
1
2

ÿ

m

ÿ

j

«

´

1´ rpqm
j
p1q

¯

˜

pcm
j ´ ηm

0 q
2

ρm
0

¸

` rpqm
j
p1q

˜

pcm
j ´ ηm

1 q
2

ρm
1

¸ff

(E.49)

where C13,c “ E
rpq rC3,cs.

In matrix form, we note: cj“rc1
j , ..., cM

j s
t, qj “ rq1

j , ..., qM
j s

t, ηi “ rη
1
i , ..., ηM

i s
t for i P t0, 1u and

∆0
c,j “ diag

«

1´rpq1
j
p1q

v1
0

, ...,
1´rpqM

j
p1q

ρM
0

ff

, ∆1
c,j “ diag

«

rpq1
j
p1q

ρ1
1

, ...,
rpqM

j
p1q

ρM
1

ff

. The equation (E.49) becomes:

E
rpq rlog ppc | q; η, ρqs “ C23,c ´

1
2

ÿ

j

1
ÿ

i“0

pcj ´ ηiq
t∆i

c,jpcj ´ ηiq

“ C23,c ` C4,c ´
1
2

ÿ

j

«

ct
j

˜

1
ÿ

i“0

∆i
c,j

¸

cj ´ 2ct
j

˜

1
ÿ

i“0

∆i
c,jηi

¸ff

(E.50)

where C23,c is the matrix form of C13,c, C4,c “ ´
1
2
ř

j

1
ř

i“0
ηt

i∆
i
c,jηi.

By replacing equations (E.45) and (E.50) in equation (E.43) we get:

rpcpcq9 exp

¨

˝´
1
2

ÿ

j

pcj ´ m̃cjq
tΣ̃
´1
cj
pcj ´ m̃cjq

˛

‚.

Then

rpcpcq “
ź

j

N
´

m̃cj , Σ̃cj

¯

, with: (E.51)

Σ̃cj “

˜

E
rpg

“

X t
gW

tΓjWXg
‰

`

1
ÿ

i“0

∆i
c,j

¸´1

(E.52)

m̃cj “ Σ̃cj

˜

E
rparphrpg

”

X t
gW

tΓjpyj ´ E
rpa rSjhs ´ P̄ ¯̀ jq

ı

`

1
ÿ

i“0

∆i
c,jηi

¸

(E.53)
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‚ If we consider the constraint in the norm of g:

rpcpcq “
ź

j

N
´

m̃cj , Σ̃cj

¯

, with: (E.54)

Σ̃cj “

˜

X t
g̃W

tΓjWXg̃ `

1
ÿ

i“0

∆i
c,j

¸´1

(E.55)

m̃cj “ Σ̃cj

˜

X t
g̃W

tΓjpyj ´Sjh´ P̄ ¯̀ jq `

1
ÿ

i“0

∆i
c,jηi

¸

(E.56)

with Xg̃ “ rX
1g̃|X2g̃|...|XMg̃s

E.5 E-Q step

We assume

p̃qmpq
mq “

ź

jPJ
p̃qm

j
pqm

j q (E.57)

rpqm
j
pqm

j q9 exp
ˆ

E
rpa ,rpqm

zj
,rpqzm

”

log ppqm
j | q

m
zj, qzm,y,a,h, c, g, θq

ı

˙

9 exp
ˆ

E
rpam

j

”

log ppam
j | q

m
j , θq

ı

` E
rpcm

j

”

log ppcm
j | q

m
j , θq

ı

` E
rpqm
zj

”

log ppqm
j | q

m
zj; βmq

ı

˙

(E.58)

1) Computation E
rpam

j

”

log ppam
j | q

m
j , θq

ı

:

log ppam
j | q

m
j , θq “ p1´ qm

j q logN pam
j ; µm

0 , vm
0 q ` qm

j logN pam
j ; µm

1 , vm
1 q (E.59)

Considering Ep̃am
j
ram

j am1
j s “ ṽam

j am1
j
` m̃am

j
m̃am1

j
, we get

E
rpam

j

”

log ppam
j | q

m
j , θq

ı

“ p1´ qm
j q

˜

logN pm̃am
j

; µm
0 , vm

0 q ´
1
2

ṽam
j am

j

vm
0

¸

` qm
j

˜

logN pm̃am
j

; µm
1 , vm

1 q ´
1
2

ṽam
j am

j

vm
1

¸

(E.60)

2) Computation E
rpcm

j

”

log ppcm
j | q

m
j , θq

ı

:

log ppcm
j | q

m
j , θq “ p1´ qm

j q logN pcm
j ; ηm

0 , ρm
0 q ` qm

j logN pcm
j ; ηm

1 , ρm
1 q (E.61)

Considering Ep̃cm
j
rcm

j cm1
j s “ ṽcm

j cm1
j
` m̃cm

j
m̃cm1

j
, we get

E
rpcm

j

”

log ppcm
j | q

m
j , θq

ı

“ p1´ qm
j q

˜

logN pm̃cm
j

; ηm
0 , ρm

0 q ´
1
2

ṽcm
j cm

j

ρm
0

¸

` qm
j

˜

logN pm̃cm
j

; ηm
1 , ρm

1 q ´
1
2

ṽcm
j cm

j

ρm
1

¸

(E.62)
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3) Computation of E
rpqm
zj

”

log ppqm
j | q

m
zj; βmq

ı

: Considering the a priori distribution of variable q

log ppqm
j | q

m
zj; βmq “ βm

ÿ

kPNpjq

1pqm
j “ qm

k q ` C3,qm
j

(E.63)

where Npjq is the neighborhood of j and where C3,qm
j

is a constant in qm
j .

E
rpqm
zj

”

log ppqm
j | q

m
zj; βmq

ı

“ C13,qm
j
` βm

ÿ

kPNpjq

E
rpqm

k

”

1pqm
j “ qm

k q
ı

(E.64)

with C13,qm
j
“ E

rpqm
zj

”

C3,qm
j

ı

, and E
rpqm
zj

”

1pqm
j “ qm

k q
ı

“ pq̃m
k
pqm

j q.

Finally, we get

rpqm
j
pqm

j q9 exp

˜

p1´ qm
j q

˜

logN pm̃am
j

; µm
0 , vm

0 q ´
1
2

ṽam
j am

j

vm
0

¸

`qm
j

˜

logN pm̃am
j

; µm
1 , vm

1 q ´
1
2

ṽam
j am

j

vm
1

¸

`p1´ qm
j q

˜

logN pm̃cm
j

; ηm
0 , ρm

0 q ´
1
2

ṽcm
j cm

j

ρm
0

¸

`qm
j

˜

logN pm̃cm
j

; ηm
1 , ρm

1 q ´
1
2

ṽcm
j cm

j

ρm
1

¸

` βm
ÿ

kPNpjq

rpqm
k
pqm

j q

˛

‚ (E.65)

E.6 M-step

As for the E-step above, the superscript prq is omitted in the following developments about the M-step (E.12).

pθ “ arg max
θPΘ

E
rphrparpgrpcrpq

“

log ppy,a,h, c, g, q; θq
‰

“ arg max
θPΘ

„

E
rphrparpgrpc

“

log ppy |a,h, c, g; α, `, Γq
‰

` E
rphrparpq

“

log ppa | q; µ,vq
‰

` E
rph

“

log pph; vhq
‰

` E
rpc p̃q

“

log ppc | q; η, ρq
‰

` E
rpg

“

log ppg̃; vgq
‰

` Ep̃q

“

log ppq; βq
‰

` log ppβ; λβq ` log ppvg; λgq ` log ppvh; λhq



Given the separability of the priors pdfs, it follows that the M-step also divides into separate M-steps:

E.6.1 M-pµ,vq step

Updating parameters µ and v is straightforward since closed-form expressions are available. It is actually similar to
updating parameters of a standard Gaussian mixture:

ppµ, pvq “ arg max
µ,v

Ep̃a p̃q

“

log ppa | q; µ,vq
‰

In the E-Q step we already computed:

Ep̃a

“

log ppa | q; µ,vq
‰

“

M
ÿ

m“1

ÿ

jPJ

ÿ

i“t0,1u

1pqm
j “ iq

˜

logN pm̃am
j

; µm
i , vm

i q ´
1
2

ṽam
j am

j

vm
i

¸
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from which it comes:

Ep̃q p̃a

“

log ppa | q; µ,vq
‰

“

M
ÿ

m“1

ÿ

jPJ

ÿ

i“t0,1u

p̃qm
j
piq

˜

logN pm̃am
j

; µm
i , vm

i q ´
1
2

ṽam
j am

j

vm
i

¸

This latter expression is similar to the one to be maximized in a standard Gaussian mixture when replacing the
observed data by the m̃am

j
’s. Not surprisingly, we get:

pµm
i “

ř

jPJ
p̃prqqm

j
piq m̃am

j

ř

jPJ
p̃prqqm

j
piq

and pvm
i “

ř

jPJ
p̃prqqm

j
piq

”

pm̃am
j
´ µm

i q
2 ` ṽam

j am
j

ı

ř

jPJ
p̃prqqm

j
piq

E.6.2 M-pη, ρq step

Updating parameters η and ρ goes as for µ and v:

ppη, pρq “ arg max
η,ρ

Ep̃a p̃q

“

log ppa | q; η, ρq
‰

In the E-Q step we already computed:

Ep̃c

“

log ppc | q; η, ρq
‰

“

M
ÿ

m“1

ÿ

jPJ

ÿ

i“t0,1u

1pqm
j “ iq

˜

logN pm̃cm
j

; ηm
i , ρm

i q ´
1
2

ṽcm
j cm

j

ρm
i

¸

from which it comes:

Ep̃q p̃c

“

log ppc | q; η, ρq
‰

“

M
ÿ

m“1

ÿ

jPJ

ÿ

i“t0,1u

p̃qm
j
piq

˜

logN pm̃cm
j

; ηm
i , ρm

i q ´
1
2

ṽam
j am

j

ρm
i

¸

Finally, we get:

pηm
i “

ř

jPJ
p̃prqqm

j
piq m̃cm

j

ř

jPJ
p̃prqqm

j
piq

and pρm
i “

ř

jPJ
p̃prqqm

j
piq

”

pm̃cm
j
´ ηm

i q
2 ` ṽcm

j cm
j

ı

ř

jPJ
p̃prqqm

j
piq

E.6.3 M-vh step

v̂h “ arg max
vh

f pvhq “ arg maxvh

!

E
rph

“

log pph | vhq ` log ppvh |λhq
‰

)

(E.66)

where the a priori ppvh |λhq “ λh expp´λhvhq allows the better estimation of vh [Chaari et al., 2013].

1. If we use an hyperprior

E
rph

“

log pph | vhq
‰

“ Cvh ´
D´1

2
log vh ´

E
rph

“

htΣ´1
h h

‰

2vh

B f pvhq

Bvh
“ ´

D´ 1
2vh

`

m̃t
hΣ´1

h m̃h ` tr
´

Σ̃hΣ´1
h

¯

2v2
h

´ λh “ 0

where E
rph

“

htΣ´1
h h

‰

“ m̃t
hΣ´1

h m̃h ` tr
´

Σ̃hΣ´1
h

¯

and m̃t
hΣ´1

h m̃h “ tr pm̃hm̃
t
hΣ´1

h q

ñ vh “

p1´Dq `
c

pD´ 1q2 ` 8λh

´

m̃t
hΣ´1

h m̃h ` tr
´

Σ̃hΣ´1
h

¯¯

4λh
(E.67)
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‚ If we do consider the constraint in the norm of h when we use a hyperprior:

ñ vh “

p1´Dq `
c

pD´ 1q2 ` 8λhtr
”

`

h̃h̃t
˘

Σ´1
h

ı

4λh
(E.68)

2. If we do not use an hyperprior:

ñ vh “
m̃t

hΣ´1
h m̃h ` tr

´

Σ̃hΣ´1
h

¯

D´ 1
(E.69)

‚ If we consider the constraint in the norm of h when we do not use a hyperprior:

ñ vh “
tr
”

`

h̃h̃t˘Σ´1
h

ı

D´ 1
(E.70)

E.6.4 M-vg step

The same way:

v̂g “ arg max
vg

f pvgq “ arg maxvg

!

E
rphrpg

“

log ppg | vgq ` log ppvg |λgq
‰

)

(E.71)

where the a priori ppvg |λgq “ λg expp´λgvgq allows the better estimation of vg [Chaari et al., 2013].

1. If we use an hyperprior

E
rphrpg

“

log ppg | vgq
‰

“ Cvg ´
D´1

2
log vg ´

E
rphrpg

“

pg´ΩhqtΣ´1
g pg´Ωhq

‰

2vg

B f pvgq

Bvg
“ ´

D´ 1
2vg

`
E
rphrpg

“

pg´ΩhqtΣ´1
g pg´Ωhq

‰

2v2
g

´ λg “ 0

Here:

E
rphrpg

“

pg´ΩhqtΣ´1
g pg´Ωhq

‰

“

“ E
rphrpg

“

gtΣ´1
g g´ 2gtΣ´1

g Ωh` pΩhqtΣ´1
g pΩhq

‰

“ E
rpg

“

gtΣ´1
g g

‰

´ 2E
rpg

“

gt‰Σ´1
g ΩE

rph

“

h
‰

` E
rph

“

pΩhqtΣ´1
g pΩhq

‰

“ m̃t
gΣ´1

g m̃g ` tr
´

Σ̃gΣ´1
g

¯

´ 2m̃t
gΣ´1

g Ωm̃t
h ` pΩm̃hq

tΣ´1
g Ωm̃h ` tr

´

Σ̃hΩtΣ´1
g Ω

¯

“ pm̃g ´Ωm̃hq
tΣ´1

g pm̃g ´Ωm̃hq ` tr
´

Σ̃gΣ´1
g

¯

` tr
´

Σ̃hΩtΣ´1
g Ω

¯

since E
rpg

“

gtΣ´1
g g

‰

“ m̃t
gΣ´1

g m̃g ` tr
´

Σ̃gΣ´1
g

¯

and m̃t
gΣ´1

g m̃g “ tr pm̃gm̃
t
gΣ´1

g q.

ñ v̂g “

p1´Dq `
c

pD´ 1q2 ` 8λg

´

pm̃g ´Ωm̃hq
tΣ´1

g pm̃g ´Ωm̃hq ` tr
´

Σ̃gΣ´1
g ` Σ̃hΩtΣ´1

g Ω
¯¯

4λg

(E.72)

‚ If we do consider the constraint in the norm of h:

ñ v̂g “

p1´Dq `
c

pD´ 1q2 ` 8λg

´

pm̃g ´Ωh̃qtΣ´1
g pm̃g ´Ωh̃q ` tr

´

Σ̃gΣ´1
g

¯¯

4λg
(E.73)
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‚ If we do consider the constraint in the norm of h and g:

ñ v̂g “

p1´Dq `
c

pD´ 1q2 ` 8λg

´

pg̃´Ωh̃qtΣ´1
g pg̃´Ωh̃q

¯

4λg
(E.74)

2. If we do not use an hyperprior:

ñ vg “
pm̃g ´Ωm̃hq

tΣ´1
g pm̃g ´Ωm̃hq ` tr

´

Σ̃gΣ´1
g ` Σ̃hΩtΣ´1

g Ω
¯

D´ 1
(E.75)

‚ If we consider the constraint in the norm of h:

ñ vg “
pm̃g ´Ωh̃qtΣ´1

g pm̃g ´Ωh̃q ` tr
´

Σ̃gΣ´1
g

¯

D´ 1
(E.76)

‚ If we do consider the constraint in the norm of h and g:

ñ vg “
pg̃´Ωh̃qtΣ´1

g pg̃´Ωh̃q

D´ 1
(E.77)

E.6.5 M-β step

The maximization over each βm corresponds to the M-step obtained for a standard Hidden MRF model:

pβ
m
“ arg max

βm
Ep̃qm

“

log ppqm; βmq
‰

“ arg max
βm

E
rpqm rlog ppqm | βmqs ` log ppβm |λβq

“ arg max
βm

!

´ log Zpβmq ` βm
”

E
rpqm rUpq

mqs ´ λβ

ı

` Cβm

)

“ arg max
βm

f pβmq

The maximization of f pβmq needs the computation of its derivative with respect to βm:

d f pβmq

dβm “ ´
d log Zpβmq

dβm ` E
rpqm rUpq

mqs ´ λβ (E.78)

where

E
rpqm

“

Upqmq
‰

“
ÿ

j„k

Ep̃qm

“

1pqm
j “ qm

k q
‰

“
1
2

ÿ

j

ÿ

kPNpjq

rpqmpqm
j “ qm

k q “
1
2

ÿ

j

ÿ

kPNpjq

ÿ

i“t0,1u

prpprqqm
j
piqrpprqqm

k
piqq (E.79)

Zpβmq “
ÿ

qm

exppβmUpqmqq (E.80)

d log Zpβmq

dβm “
1

Zpβmq

d log Zpβmq

dβm “

ř

qm
Upqmq exppβmUpqmqq

ř

qm
exppβmUpqmqq

“ Epqm rUpqmqs (E.81)

If we use the mean �eld like approximation as in [Celeux et al., 2003], we can approximate Epqm rUpqmqs by
E
rpMF rUpqmqs and the equation becomes:

d f pβmq

dβm “ ´E
rpMF rUpqmqs ` E

rpqm rUpq
mqs ´ λβ (E.82)
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Since rpMFpqmq “
ś

j rp
MFpqm

j q and rpMFpqm
j ; βmq “

exppβm ř

kPNpjq rp
pr´1q
qm
k

pqm
j q

ř

lPt0,1u exppβm ř

kPNpjq rp
pr´1q
qm
k

plq
, we can compute:

EpMF rUpqmqs “
1
2

ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

pMF
j piqpMF

k piq (E.83)

It follows that βm must satisfy the following equation:

1
2

ÿ

j

ÿ

kPNpjq

ÿ

i“t0,1u

`

rpprqqm
j
piq rpprqqm

k
piq ´ rpMFpqm

j “ i; βmq rpMFpqm
k “ i; βmq

˘

´ λβ “ 0 (E.84)

E.6.6 M-p`, Γ, αq step

This maximization problem factorizes over voxel so that for each j P J , we compute:

pp`j, v̂bj
, α̂jq “ arg max

αj ,`j ,Γj

E
rphrpaj rpgrpcj

“

log ppyj |aj,h, cj, g; αj, `j, Γjq
‰

M-vbj

Considering the independence between tyj |aj,h, cj, g; αj, `j, vbj
uj“1:J we can write:

v̂bj
“ arg max

vbj

E
rphrpaj rpgrpcj

“

log p
´

yj |aj,h, cj, g; αj, `j, vbj

¯

‰

(E.85)

From the de�nition of likelihood we can compute, we know that Γj “
1

vbj
Λj, where Λj “ I ,

E
rpaj ,rpcj

“

log p
´

yj |aj,h, cj, g; αj, `j, vbj

¯

‰

“ Cvbj
´

N
2

log vbj
´

E
rphrpgrpaj rpcj

“

ỹt
jΛjỹj

‰

2vbj

being ỹj “ yj ´
M
ř

m
am

j X
mh´

M
ř

m
cm

j WXmg´ P̄ ¯̀ j

Computing ỹt
jΛjỹj:

ỹt
jΛjỹj “ pyj ´ P̄ ¯̀ jq

tΛjpyj ´ P̄ ¯̀ jq ` pXhajq
tΛjXhaj

` pWXgcjq
tΛjWXgcj ´ 2pXhajq

tΛjpyj ´ P̄ ¯̀ jq

´ 2pWXgcjq
tΛjpyj ´ P̄ ¯̀ jq ` 2pXhajq

tΛjWXgcj (E.86)

so therefore we can write:
E
rphrpaj rpgrpcj

“

log p
´

yj |aj,h, cj, g, αj, `j, σ2
j

¯

‰

“ Cvbj
´

N
2

log vbj
´

1
2vbj

”

m̃t
aj

E
rph

“

X t
hΛjXh

‰

m̃aj

`trpΣ̃aj Erph

“

X t
hΛjXh

‰

q ` m̃t
cj

E
rpg

“

X t
gW

tΛjWXg
‰

m̃cj

`trpΣ̃cj Erpg

“

X t
gW

tΛjWXg
‰

q ´ 2m̃t
aj

E
rph

“

X t
h

‰

Λjpyj ´ P̄ ¯̀ jq

´2m̃t
cj

E
rpg

“

X t
g

‰

W tΛjpyj ´ P̄ ¯̀ jq ` 2m̃t
cj

E
rpg

“

X t
g

‰

W tΛjE
rph

“

Xh

‰

m̃aj

`pyj ´ P̄ ¯̀ jq
tΛjpyj ´ P̄ ¯̀ jq

‰

u

“ Cvbj
´

N
2

log vbj
´

1
2vbj

Vj (E.87)
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with

Vj “ m̃t
aj

E
rph

“

X t
hΛjXh

‰

m̃aj ` trpΣ̃aj Erph

“

X t
hΛjXh

‰

q ` m̃t
cj

E
rpg

“

X t
gW

tΛjWXg
‰

m̃cj

` trpΣ̃cj Erpg

“

X t
gW

tΛjWXg
‰

q ´ 2m̃t
aj

E
rph

“

X t
h

‰

Λjpyj ´ P̄ ¯̀ jq ´ 2m̃t
cj

E
rpg

“

X t
g

‰

W tΛjpyj ´ P̄ ¯̀ jq

` 2m̃t
cj

E
rpg

“

X t
g

‰

W tΛjE
rph

“

Xh

‰

m̃aj ` pyj ´ P̄ ¯̀ jq
tΛjpyj ´ P̄ ¯̀ jq (E.88)

where E
rph

“

Xh

‰

is a matrix with columns X1m̃h|...|XMm̃h, E
rpg

“

Xg
‰

is a matrix with columns X1m̃g|...|XMm̃g,
and E

rph

“

X t
hΛjXh

‰

and E
rpg

“

X t
gW

tΛjWXg
‰

are computed in steps E-A and E-C.

BE
rphrpaj rpgrpcj

“

log p
´

yj |aj,h, cj, g, αj, `j, vbj

¯

‰

Bσj
2 “ ´N `

ÿ

j

1
v̂bj

Vj “ 0 ñ v̂bj
“

Vj

N
(E.89)

‚ If we constraint the norm of h and g:

Vj “ m̃t
aj
X t

h̃
ΛjXh̃m̃aj trpΣ̃ajX

t
h̃

ΛjXh̃q ` m̃t
cj
X t

g̃W
tΛjWXg̃m̃cj

` trpΣ̃cjX
t
g̃W

tΛjWXg̃q ´ 2m̃t
aj
X t

h̃
Λjpyj ´ P̄ ¯̀ jq ´ 2m̃t

cj
X t

g̃W
tΛjpyj ´ P̄ ¯̀ jq

` 2m̃t
cj
X t

g̃W
tΛjXh̃m̃aj ` pyj ´ P̄ ¯̀ jq

tΛjpyj ´ P̄ ¯̀ jq (E.90)

M-`, α

Parameters `, α are the drift weights `j and perfusion baseline αj for j P J . Denote ¯̀ j “
“

αj, `j
‰T and similarly

¯̀ “ rα, `sT . Denote also by P̄ the matrix P added with a �rst column equal to w.

ˆ̀̄ “ arg max
¯̀

E
rphrparpgrpc

“

log ppy |a,h, c, g, α, `, vbj
q
‰

(E.91)

For the same reason (independence between tyj |aj,h, cj, g, αj, `j, vbj
uj“1:J) we can compute:

ˆ̀̄
j “ arg max

¯̀ j

E
rphrpaj rpgrpcj

“

log ppyj |aj,h, cj, g, αj, `j, vbj
q
‰

(E.92)

log ppyj |aj,h, cj, g, αj, `j, vbj
q

“ C ¯̀ j
`
`

yj ´Xhaj `WXgcj ´ P̄ ¯̀ j
˘t

Γj
`

yj ´Xhaj `WXgcj ´ P̄ ¯̀ j
˘

“ C ¯̀ j
` ¯̀ t

jP̄
tΓjP̄ ¯̀ j ´ 2y̌j

tΓjP̄ ¯̀ j (E.93)

where y̌j “ yj ´
`

Xhaj `WXgcj
˘

.
E
rphrpaj rpgrpcj

“

log ppyj |aj,h, cj, g; αj, `j, vbj
q
‰

“ C ¯̀ j
´ 2¯̀ t

jP̄
tΓjE

rphrpaj rpgrpcj

“

y̌j
‰

` ¯̀ t
jP̄

tΓjP̄ ¯̀ j

By deriving the previous equation with respect to ¯̀ j we get:

Bp.q
B ¯̀ j

“ ´2P̄ tΓjE
rphrparpgrpc

“

y̌j
‰

` 2P̄ tΓjP̄ ¯̀ j “ Vect 0 (E.94)

ñ ˆ̀̄
j “ pP̄

tΓjP̄ q
´1P̄ tΓjE

rphrparpgrpc

“

y̌j
‰

“ pP̄ tΓjP̄ q
´1P̄ tΓj

´

yj ´ E
rph

“

Xh

‰

m̃am
j
´WE

rpg

“

Xg
‰

m̃cm
j

¯

(E.95)

‚ If we constraint the norm of h and g:

ñ ˆ̀̄
j “ pP̄

tΓjP̄ q
´1P̄ tΓjE

rparpc

“

y̌j
‰

“ pP̄ tΓjP̄ q
´1P̄ tΓj

´

yj ´Xh̃m̃am
j
´WXg̃m̃cm

j

¯

(E.96)



F JDE Free energy for ASL, using Ω constraint

The free energy functional

Fpp̃, θq “ Ep̃
“

log ppy,a,h, c, g, q; θq
‰

` Ipp̃q

where p̃pa,h, c, g, qq “ p̃apaqp̃hphqp̃cpcqp̃gpgqp̃qpqq and Ep̃
“

.
‰

denotes the expectation with respect to p̃ and
Ipp̃q “ ´Ep̃

“

log p̃pa,h, c, g, qq
‰

is the entropy of p̃.

Fpp̃, θq “ Ep̃
“

log ppy |a,h, c, g, q; θq ppa | q; θaq ppc | q; θcq ppq; βqppβ; λβq

pph; vhqppvh; λhq ppg |h; vgqppvg; λgq
‰

` Ipp̃aq ` Ipp̃hq ` Ipp̃cq ` Ipp̃gq ` Ipp̃qq

“ Ep̃a p̃h p̃c p̃g

“

log ppy |a,h, c, g, q; θq
‰

` Ep̃h

“

log pph; vhq
‰

` Ep̃h p̃g

“

log ppg |h; vgq
‰

`Ep̃a p̃q

“

log ppa | q; θaq
‰

` Ep̃c p̃q

“

log ppc | q; θcq
‰

` Ep̃q

“

log ppq; βq
‰

`ppβ; λβq ` ppvh; λhq ` ppvg; λgq ` Ipp̃aq ` Ipp̃hq ` Ipp̃cq ` Ipp̃gq ` Ipp̃qq

‚ If we constraint the norm of h and g:

Fpp̃, θq “ Ep̃a p̃c

“

log ppy |a,h, c, g, q; θq
‰

` log pph; vhq ` log ppg |h; vgq

`Ep̃a p̃q

“

log ppa | q; θaq
‰

` Ep̃c p̃q

“

log ppc | q; θcq
‰

` Ep̃q

“

log ppq; βq
‰

`ppβ; λβq ` ppvh; λhq ` ppvg; λgq ` Ipp̃aq ` Ipp̃cq ` Ipp̃qq ` λc1p}h} ´ 1q ` λc2p}g} ´ 1q

For the computation of each term above:

F.1 Likelihood term

Ep̃a p̃h p̃c p̃g p̃q rlog ppy |a,h, c, g, q; θqs “ ´
NJ
2

log 2π`
J
2

log |Λj| ´ N
ÿ

jPJ

log vbj
`

1
2vbj

ÿ

jPJ

Vj

Vj “ m̃t
aj

E
rph

“

X t
hΛjXh

‰

m̃aj ` trpΣ̃aj Erph

“

X t
hΛjXh

‰

q ´ 2m̃t
aj

E
rph

“

X t
h

‰

Λjpyj ´ P̄ ¯̀ jq

` m̃t
cj

E
rpg

“

X t
gW

tΛjWXg
‰

m̃cj ` trpΣ̃cj Erpg

“

X t
gW

tΛjWXg
‰

q ´ 2m̃t
cj

E
rpg

“

X t
g

‰

W tΛjpyj ´ P̄ ¯̀ jq

` 2m̃t
cj

E
rpg

“

X t
g

‰

W tΛjE
rph

“

Xh

‰

m̃aj ` pyj ´ P̄ ¯̀ jq
tΛjpyj ´ P̄ ¯̀ jq

‚ If we constraint the norm of h and g:

Vj “ m̃t
aj
X t

h̃
ΛjXh̃m̃aj ` trpΣ̃ajX

t
h̃

ΛjXh̃q ´ 2m̃t
aj
X t

h̃
Λjpyj ´ P̄ ¯̀ jq

` m̃t
cj
X t

g̃W
tΛjWXg̃m̃cj ` trpΣ̃cjX

t
g̃W

tΛjWXg̃q ´ 2m̃t
cj
X t

g̃W
tΛjpyj ´ P̄ ¯̀ jq

` 2m̃t
cj
X t

g̃W
tΛjXh̃m̃aj ` pyj ´ P̄ ¯̀ jq

tΛjpyj ´ P̄ ¯̀ jq (F.1)
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F.2 Response function terms

Ep̃h

“

log pph; vhq
‰

“ ´
D` 1

2
log 2π´

D` 1
2

log vh ´
1
2

log |Σh| ´
1

2vh
ppm̃hq

tΣ´1
h m̃hq ` tr

´

Σ̃hΣ´1
h

¯

Ep̃h p̃g

“

log ppg |h; vgq
‰

“ ´
D` 1

2
log 2π´

D` 1
2

log vg ´
1
2

log |Σg|

´
1

2vg
ppm̃g ´Ωm̃hq

tΣ´1
g pm̃g ´Ωm̃hqq ` tr

´

Σ̃gΣ´1
g ` Σ̃hΩtΣ´1

h Ω
¯

where the covariance matrices Σh and Σg are R if we want to impose smoothness or 0 if we do not.
‚ If we use the constraint on the norm of h to be 1:

Ep̃h

“

log pph; vhq
‰

“ ´
D` 1

2
log 2π´

D` 1
2

log vh ´
1
2

log |Σh| ´
1

2vh
pph̃qtΣ´1

h h̃q

Ep̃h p̃g

“

log ppg |h; vgq
‰

“ ´
D` 1

2
log 2π´

D` 1
2

log vg ´
1
2

log |Σg|

´
1

2vg
ppm̃g ´Ωh̃qtΣ´1

g pm̃g ´Ωh̃qq ` tr
´

Σ̃gΣ´1
g

¯

‚ If we also use the constraint on the norm of g to be 1, then:

Ep̃h p̃g

“

log ppg |h; vgq
‰

“ ´
D` 1

2
log 2π´

D` 1
2

log vg ´
1
2

log |Σg| ´
1

2vg
ppg̃´Ωh̃qtΣ´1

g pg̃´Ωh̃qq

If hyperprior on vh and vg is used:

log ppvh; λhq “ logpλhq ´ λhvh

log ppvg; λgq “ logpλgq ´ λgvg

otherwise log ppvh; λhq “ 0 and log ppvg; λgq “ 0.

F.3 Response level terms

Ep̃a p̃q rlog ppa | q, θaqs “
ÿ

m

ÿ

j

$

&

%

”

1´ p̃qm
j
p1q

ı

»

–log
1

a

2πvm
0
´

pm̃am
j
´ µm

0 q
2 ` Σ̃am,m

j

2vm
0

fi

fl

` p̃qm
j
p1q

»

–log
1

a

2πvm
1
´

pm̃am
j
´ µm

1 q
2 ` Σ̃am,m

j

2vm
1

fi

fl

,

.

-

Ep̃c p̃q rlog ppc | q, θcqs “
ÿ

m

ÿ

j

$

&

%

”

1´ p̃qm
j
p1q

ı

»

–log
1

a

2πρm
0
´

pm̃cm
j
´ ηm

0 q
2 ` Σ̃cm,m

j

2ρm
0

fi

fl

` p̃qm
j
p1q

»

–log
1

a

2πρm
1
´

pm̃cm
j
´ ηm

1 q
2 ` Σ̃cm,m

j

2ρm
1

fi

fl

,

.

-

F.4 Labels term

Ep̃q rlog ppq | βqs “
ÿ

m

!

´ log Zpβmq ` βmEp̃qm rUpqmqs
)
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Upqmq “
ÿ

j„k

1pqm
j “ qm

k q “
1
2

ÿ

j

ÿ

kPNpjq

pqm
j q

tqm
k

Ep̃qm rUpqmqs “
1
2

ÿ

j

ÿ

kPNpjq

Ep̃qm
j

p̃qm
k

”

1pqm
j “ qm

k q
ı

“
1
2

ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

p̃qm
j
piqp̃qm

k
piq

The mean �eld approximation consists in �xing aleatory neighbours qm
k to �xed quantities q̃m

k , allowing the
approximation of Upqmq to UMFpqmq:

UMFpqmq “
1
2

ÿ

j

ÿ

kPNpjq

pqm
j q

tq̃m
k

We compute Zpβmq using mean �eld approximation:

Zpβmq » ZMFpβmq exp
´

βmEpMF

”

Upqmq ´UMFpqmq
ı¯

pMFpqmq “
exp

`

βmUMFpqmq
˘

ZMFpβmq
“
ź

j

exp

˜

βm ř

kPNj

p̃qm
k
pqm

j q

¸

ř

iPt0,1u
exp

˜

βm ř

kPNj

p̃qm
k
piq

¸ “
ź

j

PMF
j pqm

j q

since

ZMFpβmq “
ź

j

1
ÿ

i“0

exp

¨

˝βm
ÿ

kPNj

q̃m
k piq

˛

‚

Knowing pMF , we can compute

EpMF rUpqmqs “
1
2

ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

pMF
j piqpMF

k piq

EpMF rUMFpqmqs “
ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

p̃qm
k
piqpMF

j piq

And so when we put it all together

Zpβmq »
ź

j

1
ÿ

i“0

exp

¨

˝βm
ÿ

kPNpjq

p̃qm
k
piq

˛

‚exp

¨

˝βm
ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

«

pMF
j piq

˜

pMF
k piq

2
´ p̃qm

k
piq

¸ff

˛

‚
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Therefore, we �nally have

Ep̃q rlog ppq | βqs “
ÿ

m

$

&

%

´ log

¨

˝

ź

j

1
ÿ

i“0

exp

¨

˝βm
ÿ

kPNpjq

p̃qm
k
piq

˛

‚

exp

¨

˝βm
ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

«

pMF
j piq

˜

pMF
k piq

2
´ p̃qm

k
piq

¸ff

˛

‚

˛

‚

`
βm

2

ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

p̃qm
j
piqp̃qm

k
piq

,

.

-

“
ÿ

m

$

&

%

´
ÿ

j

$

&

%

log

¨

˝

1
ÿ

i“0

exp

¨

˝βm
ÿ

kPNpjq

p̃qm
k
piq

˛

‚

˛

‚

,

.

-

´βm
ÿ

j

ÿ

kPNpjq

1
ÿ

i“0

«

pMF
j piq

˜

pMF
k piq

2
´ p̃qm

k
piq

¸

´
1
2

p̃qm
j
piqp̃qm

k
piq

ff

,

.

-

log ppβ; λβq “

M
ÿ

m“1

log ppβm; λβq “ M log λβ ´ λβ

M
ÿ

m“1

βm

F.5 Entropy term

Ipp̃q “ ´Ep̃
“

log p̃pa,h, c, g, qq
‰

“ Ipp̃aq ` Ipp̃cq ` Ipp̃qq ` Ipp̃hq ` Ipp̃gq

Ipp̃aq “ ´
ÿ

j

Ep̃aj
rlogpp̃ajqs “

J
ÿ

j“1

logp
b

p2πeqM|Σ̃aj |q

Ipp̃cq “ ´
ÿ

j

Ep̃cj
rlogpp̃cjqs “

J
ÿ

j“1

logp
b

p2πeqM|Σ̃cj |q

Ipp̃qq “ ´
ÿ

j

ÿ

m
Ep̃qm

j
rlogpp̃qm

j
pqm

j qqs “ ´
ÿ

j

ÿ

m

1
ÿ

i“0

p̃qm
j
piq log p̃qm

j
piq

Ipp̃hq “ logp
b

p2πeqD`1|Σ̃h|q

Ipp̃gq “ logp
b

p2πeqD`1|Σ̃g|q



G VEM solution for JDE ASL using Balloon model

prior

The priors used for h and g are

h „ N phballoon, vhΣhq

g „ N pgballoon, vgΣgq

being Σh “ R and Σg “ R.

G.1 Changes in the model with respect to the Ω prior in appendix E

E-H step:
rphphq “ N pm̃h, Σ̃hq, where

Σ̃
´1
h “

Σ´1
h

vh
`
ÿ

jPJ

ÿ

m,m1

ˆ

m̃am
j

mam1
j
` ṽam

j am1
j

˙

pXmqtΓjX
m1

m̃h “ Σ̃h

¨

˝

Σ´1
h hballoon

vh
`
ÿ

jPJ

M
ÿ

m“1

m̃am
j
pXmqtΓj

˜

yj ´

M
ÿ

m“1

m̃cm
j
WXmm̃g ´ P̄ ¯̀ j

¸

˛

‚

E-G step:
rpgpgq “ N pm̃g, Σ̃gq, where

Σ̃
´1
g “

Σ´1
g

vg
`
ÿ

jPJ

ÿ

m,m1

ˆ

m̃cm
j

m̃cm1
j
` ṽcm

j cm1
j

˙

pWXmqtΓjWXm1

m̃g “ Σ̃g

¨

˝

Σ´1
g gballoon

vg
`
ÿ

jPJ

M
ÿ

m“1

m̃cm
j
pWXmqtΓj

˜

yj ´

M
ÿ

m“1

m̃am
j
Xmm̃h ´ P̄ ¯̀ j

¸

˛

‚

M-(vh) step:

vh “

p1´Dq `
c

pD´ 1q2 ` 8λhtr
”

`

pm̃h ´hballoonqpm̃h ´hballoonq
t ` Σ̃h

˘

Σ´1
h

ı

4λh

M-(vg) step:

vg “

p1´Dq `
c

pD´ 1q2 ` 8λgtr
”

`

pm̃g ´ gballoonqpm̃g ´ gballoonq
t ` Σ̃g

˘

Σ´1
g

ı
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