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#### Abstract

Motivated by routing in telecommunication network using Software Defined Network (SDN) technologies, we consider the following problem of finding short routing lists using aggregation rules. We are given a set of communications $\mathcal{X}$, which are distinct pairs $(s, t) \subseteq S \times T$, (typically $S$ is the set of sources and $T$ the set of destinations), and a port function $\pi: \mathcal{X} \rightarrow P$ where $P$ is the set of ports. A routing list $\mathcal{R}$ is an ordered list of triples which are of the form $(s, t, p),(*, t, p),(s, *, p)$ or $(*, *, p)$ with $s \in S, t \in T$ and $p \in P$. It routes the communication $(s, t)$ to the port $r(s, t)=p$ which appears on the first triple in the list $\mathcal{R}$ that is of the form $(s, t, p),(*, t, p),(s, *, p)$ or $(*, *, p)$. If $r(s, t)=\pi(s, t)$, then we say that $(s, t)$ is properly routed by $\mathcal{R}$ and if all communications of $\mathcal{X}$ are properly routed, we say that $\mathcal{R}$ emulates $(\mathcal{X}, \pi)$. The aim is to find a shortest routing list emulating $(\mathcal{X}, \pi)$. In this paper, we carry out a study of the complexity of the two dual decision problems associated to it. Given a set of communication $\mathcal{X}$, a port function $\pi$ and an integer $k$, the
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first one called Routing List (resp. the second one, called List Reduction) consists in deciding whether there is a routing list emulating $(\mathcal{X}, \pi)$ of size at most $k$ (resp. $|\mathcal{X}|-k$ ). We prove that both problems are NP-complete. We then give a 3 -approximation for List Reduction, which can be generalized to higher dimensions. We also give a 4 -approximation for Routing List in the fundamental case when there are only two ports (i.e. $|P|=2$ ), $\mathcal{X}=S \times T$ and $|S|=|T|$.
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## 1 Introduction

Motivation. Software Defined Technology (SDN), e.g. OpenFlow [18] is a new promising approach to operate telecommunication networks. Its promise is to allow to take dynamic routing decisions by decoupling the control plane (the system making decisions) from the data plane (which forwards the packets). This way, a centralized controller receives the data monitored in the system (e.g. load, delay, ...) and then, based on this information, computes appropriate routing decisions. Each time a new flow arrives, the router contacts the controller and waits for the decisions to be pushed into its forwarding table. The routing tables thus are populated with flow-based rules with header informations (source IP, destination IP, ...) $\rightarrow$ exit port.

In this context, we consider two-dimensional routing tables in which the routing decision is not done exclusively on the destination IP addresses, but on the source and destination IP addresses. Indeed, the commonly implemented destination-based routing has its limitations, especially in delivering quality of service which is a goal of SDN paradigm. One suggested remedy is to base the routing decision on additional fields in the packet header. One of the most important field is the source host. For instance, this would permit selective routing to provide a high bandwidth connection between two different sites of a company. Such refined forwarding is part of the next generation Internet design, and falls within the broader scope of layer four packet classification, where packets are routed using arbitrary fields of the packet header [10], [4], [17], [2]. Routers capable of packet classification can implement many advanced services, such as firewall access control, Virtual Private Networks, and quality of service routing, which are all promises of the SDN paradigm.

However, SDN hardware uses specific memory, e.g. TCAM memory [12, 13], which is very expensive and of small size. Thus, the number of entries of the routing tables is limited to only a few thousands $[19,23]$ and grows linearly with the number of flows passing through a router, causing a problem of scalability. It is thus an important area of research to obtain routing using only a limited number of rules per router. [3] studies the problem of choosing routing with a limited number of entries per router using linear programming. Another way to compact the forwarding tables is to use aggregated rules.

This is the approach we consider. With such an aggregation, we can set routing entries such as "(*,destination) $\rightarrow$ port" or "(source,*) $\rightarrow$ port" or also a default entry such as " $(*, *) \rightarrow$ port". For example, [8] studies how to use default ports to reduce the size of routing tables.

In this paper, we consider the problem of finding the shortest routing list using aggregation rules, that emulates a given routing table. We study several variants of the problem formally defined in Section 2: Routing List (given an integer, $k$, find a routing list of size at most $k$ ), List Reduction (reduce the size of the routing list by at least $k$ rules), with a fixed number of ports $k$ ( $k$ Port problems), using or not the global triple (Without-global problems).

Contributions. After some preliminaries, we first show in Section 3 that the 2-Port problems are strongly related to the celebrated Feedback Arc Set problem in an associated bipartite digraph.

In Section 4, we study the complexity of the above problems. We first show that the 1-Port problems are polynomial-time solvable. In contrast, we show that the 2-Port problems are NP-complete via a reduction from Feedback Arc Set. As a trivial consequence, Routing List and List Reduction, as well as their variants with $k$-ports for all $k \geq 2$, are NP-complete. This answers an open question of [24]. Similarly to us, the authors considered the problem of determining a compact routing table using aggregation triples that has the same behaviour as the original routing table. The difference with our problem is that their goal was to find what they called a conflict-free routing table in which the triples can be taken in any order. On the contrary, as noted above, the order is crucial in our problems. We quote: "The filter compression problem with inconsistent filters [triples], where one uses priority to define best matching filter [triple], is open, and we conjecture that it is NP-complete."

In fact, we prove a stronger result by showing that 2-Port Routing List and 2-Port Without-global Routing List are NP-complete even when restricted to a full set of communications. A communication set is full if it is of the form $S \times T$, and a set of communication triples is $f u l l$ if it is a set of communication triples on a full set of communications.

In Section 5, we provide some approximation algorithms. We first describe some heuristics and show that one of them, called Direction-based Heuristic, is a 2-approximation for Without-global List Reduction and another one, called Global Heuristic, is a 3-approximation for List Reduction. These algorithms can be generalized for any number of fields $f \geq 2$, leading respectively to an $f$ - and a ( $2^{f}-1$ )-approximations. Next, we focus on the problem with two ports. We provide an approximation algorithm for Routing List when the set of communication triples are almost full. This algorithm uses a 4approximate polynomial-time algorithm for Feedback Arc Set in complete bipartite tournaments, due to Van Zuylen [26].

Related Work. Other types of compression of routing tables were considered, e.g. lossy compression [22]. The idea is achieve high compression ratio at the
cost of losing some information. Note that, in this paper, we consider aggregation rules which are a wildcard on a whole field. TCAM memory allows using more expressive wildcards at the granularity of a single bit, such as the classic prefix and range wildcards. There is an extensive litterature on packet classification, that is comparing a packet header to a set of rules, see for example the survey [25]. TCAM memory can efficiently represent prefix rules, but range rules only with difficulty. Recent works propose methods to handle efficiently range rules by identifying classifier properties [21,16]. Note that our hardness results (NP-completeness) extend to more expressive aggregation rules.

## 2 Problem Modelling and Preliminaries

### 2.1 Problem Modelling

Modelling. A communication in a network is a pair of nodes $(s, t)$. The node $s$ is called the source and $t$ the destination. We use the source and destination fields in our examples, although our ideas apply to any two prefix fields in Internet protocol networks. A communication set is a set of distinct communications, i.e. two communications might have the same source or the same destination, but they cannot have both same source and same destination. A routing of a communication $(s, t)$ is a path in the network from $s$ to $t$. A routing of a communication set is the union of routings of its communications.

At each node, there is a set $\mathcal{X}$ of communications whose routing path goes through this node. The node needs to be able to find for each communication $(s, t)$ in $\mathcal{X}$, the port $\pi(s, t)$ that the routing path of $(s, t)$ uses to leave it. An easy way of doing it is to store the set $\mathcal{C}=\mathcal{C}(\mathcal{X}, \pi)$ of all triples $(s, t, \pi(s, t))$ for $(s, t) \in \mathcal{X}$. Such triples are called communication triples.

However, such a list might be very large. So we want to reduce it as much as possible (especially when considering the TCAM Memory limitation within SDN) using the $*$ symbol. Hence, in addition, we can use some additional triples, called $*$-triples. There are three kinds of $*$-triples:

- $t$-destination triple $(*, t, p)$, meaning that every communication with destination $t$ leaves on port $p$.
- s-source triple $(s, *, p)$, meaning that every communication with source $s$ leaves on port $p$.
- global triple $(*, *, p)$, meaning that all communications leave on port $p$.

A routing list is an ordered list $T_{1}, \ldots, T_{r}$ of triples (either communication triples or $*$-triples). It routes the communication $(s, t)$ to the port $r(s, t)=p$ which appears on the first triple in the list $\mathcal{R}$ that is of the form $(s, t, p),(*, t, p)$, $(s, *, p)$ or $(*, *, p)$. It is crucial to remark that using $*$-triples makes the order in the routing list matter. For example, in the two compacted tables of Table 1, if $(*, 4$, Port-4) appears in first position, then $(1,4)$ will not be properly routed through Port-6 as in the initial routing list but through Port-4. Note that the global triple $(*, *, p)$ should appear in the last position, otherwise all the communications are routed to $p$.

| $(s, t)$ | $\pi(s, t)$ |
| :---: | :---: |
| $(0,4)$ | Port-4 |
| $(0,5)$ | Port-5 |
| $(0,6)$ | Port-5 |
| $(1,4)$ | Port-6 |
| $(1,5)$ | Port-4 |
| $(1,6)$ | Port-6 |
| $(2,4)$ | Port-4 |
| $(2,5)$ | Port-5 |
| $(2,6)$ | Port-6 |$\quad$| $(1,4)$ | $\pi(s, t)$ | Port-6 |
| :---: | :---: | :---: | :---: |
| $(1,5)$ | Port-4 |  |
| $(2,5)$ | Port-5 |  |
| $(*, 4)$ | Port-4 |  |
| $(0, *)$ | Port-5 |  |
| $(1,5)$ | $\pi(s, t)$ |  |$\quad$| $(2,6)$ | Port-4 |
| :---: | :---: |
| $(1, *)$ | Port-6 |
| $(*, 4)$ | Port-4 |
| $(*, *)$ | Port-5 |
| Port-6 |  |
|  |  |
|  |  |

Table 1 An example with a routing list (on the left) and two minimal routing lists that emulate it, one (in the middle) without the global triple, and the other (on the right) with it.

If $r(s, t)=\pi(s, t)$, then we say that $(s, t)$ is properly routed by $\mathcal{R}$. If all communications of $\mathcal{X}$ are properly routed, we say that $\mathcal{R}$ emulates $(\mathcal{X}, \pi)$.
$(\mathcal{X}, \pi) \mapsto \mathcal{C}(\mathcal{X}, \pi)$ is an obvious one-to-one mapping between all pairs made of a set of communications and a port function and all sets of communication triples. Therefore, for sake of convenience, we always consider set of communication triples. In particular, we say that $\mathcal{R}$ emulates $\mathcal{C}$ if it emulates the corresponding $(\mathcal{X}, \pi)$, that is if each communication of $\mathcal{C}$ is assigned the same port by $\mathcal{C}$ and $\mathcal{R}$. Observe that $\mathcal{R}$ may route more communications than $\mathcal{C}$. For example, if the port of all triples of $\mathcal{C}$ have source $s$ and port $p$, then the singleton list made of the global triple $(s, *, p)$ emulates $\mathcal{C}$, even if there is not a triple in $\mathcal{C}$ for all communications.

Problems. The problem is then to find the shortest routing list that emulates a given set of communication triples $\mathcal{C}$. We consider first the problems where we are not allowed to use the global triple. Table 1 presents an example of a routing list, together with a minimal routing list with and without the global triple emulating it.

We denote by $\operatorname{rmin}(\mathcal{C})$ the minimum number of triples in a routing list emulating $\mathcal{C}$ without the global triple.
Without-global Routing List:
Input: A set $\mathcal{C}$ of communication triples and an integer $r$.
Question: $\operatorname{rmin}(\mathcal{C}) \leq r$ ?
The number of saved triples is $\operatorname{sav}(\mathcal{C})=|\mathcal{C}|-\operatorname{rmin}(\mathcal{C})$. The complementary problem to Without-global Routing List is the following.
Without-global List Reduction
Input: A set $\mathcal{C}$ of communication triples and an integer $z$.
Question: $\operatorname{sav}(\mathcal{C}) \geq z$ ?
Let us denote by $\operatorname{rmin}^{*}(\mathcal{C})$ the minimum number of triples in a routing list with global triples emulating $\mathcal{C}$, and let $\operatorname{sav}^{*}(\mathcal{C})=|\mathcal{C}|-\operatorname{rmin}^{*}(\mathcal{C})$. We study the following variations of Without-global Routing List and Withoutglobal List Reduction.

Routing List:
Input: A set $\mathcal{C}$ of communication triples and an integer $r$.
Question: $\operatorname{rmin}^{*}(\mathcal{C}) \leq r$ ?

## List Reduction

Input: A set $\mathcal{C}$ of communication triples and an integer $z$.
$\overline{\text { Question: } \operatorname{sav}^{*}(\mathcal{C}) \geq z \text { ? }}$
Note that rmin and rmin* (resp. sav and sav*) are closely related parameters, in the sense of the two following lemmas.

Lemma 1 Let $\mathcal{C}$ be a set of communication triples in which $n$ sources appear.

$$
\operatorname{rmin}^{*}(\mathcal{C}) \leq \operatorname{rmin}(\mathcal{C}) \leq \operatorname{rmin}^{*}(\mathcal{C})+n-1
$$

Proof Clearly, $\operatorname{rmin}^{*}(\mathcal{C}) \leq \operatorname{rmin}(\mathcal{C})$.
Let $\mathcal{R}$ be a shortest routing list with global triples. Trivially, $\mathcal{R}$ contains at most one global triple, because all communication triples are routed by a global triple. Let $s_{1}, \ldots, s_{n}$ be the sources appearing in $\mathcal{C}$. If $\mathcal{R}$ has a global triple $(*, *, p)$, then it can be replaced by the $n$ source triples $\left(s_{i}, *, p\right), 1 \leq$ $i \leq n$, to obtain a routing list emulating $\mathcal{C}$ with no global triples. Hence, $\operatorname{rmin}(\mathcal{C}) \leq \operatorname{rmin}^{*}(\mathcal{C})+n-1$.

Let $M(\mathcal{C})$ be the maximum number of triples of $\mathcal{C}$ with the same port.
Lemma 2 Let $\mathcal{C}$ be a set of communication triples.

$$
\operatorname{sav}(\mathcal{C}) \leq \operatorname{sav}^{*}(\mathcal{C}) \leq \operatorname{sav}(\mathcal{C})+M(\mathcal{C})-1
$$

Proof Clearly, $\operatorname{sav}(\mathcal{C}) \leq \operatorname{sav}^{*}(\mathcal{C})$.
Let us now prove that $\operatorname{sav}^{*}(\mathcal{C}) \leq \operatorname{sav}(\mathcal{C})+M(\mathcal{C})-1$. Let $\mathcal{R}$ be a shortest routing list with global triples. We have $|\mathcal{R}|=|\mathcal{C}|-\operatorname{sav}^{*}(\mathcal{C})$. Trivially, $\mathcal{R}$ contains at most one global triple.

If $\mathcal{R}$ contains no global triple, then $\operatorname{sav}(\mathcal{C}) \geq|\mathcal{C}|-|\mathcal{R}|$, and so $\operatorname{sav}^{*}(\mathcal{C}) \leq$ $\operatorname{sav}(\mathcal{C})$.

Assume now that $\mathcal{R}$ contains a global triple, say $\tau$. Let $\mathcal{R}_{\tau}$ be the set of triples of $\mathcal{C}$ that are routed by $\tau$. Let $\mathcal{R}^{\prime}$ be the list obtained from $\mathcal{R}$ by replacing $\tau$ by $\mathcal{R}_{\tau}$ (in any order). Clearly, $\mathcal{R}^{\prime}$ emulates $\mathcal{C}$ and has no global triple. Hence

$$
\operatorname{sav}(\mathcal{C}) \geq|\mathcal{C}|-\left|\mathcal{R}^{\prime}\right|=|\mathcal{C}|-\left(|\mathcal{R}|+\left|\mathcal{R}_{\tau}\right|-1\right)=\operatorname{sav}^{*}(\mathcal{C})-\left(\left|\mathcal{R}_{\tau}\right|-1\right)
$$

But, by definition, $\left|\mathcal{R}_{\tau}\right| \leq M(\mathcal{C})$. Thus $\operatorname{sav}^{*}(\mathcal{C}) \leq \operatorname{sav}(\mathcal{C})+M(\mathcal{C})-1$.
In practice, the number of ports at a node is fixed. Hence it is natural to ask about the complexity of Routing List and List Reduction when the number of ports is bounded by a constant. We call $k$-Port Routing List, (resp. $k$-Port Without-global Routing List, $k$-Port List Reduction, $k$-Port Without-global List Reduction), the restriction of Routing List, (resp. Without-global Routing List, List Reduction, Withoutglobal List Reduction) to the sets of communication triples with at most $k$ ports.
2.2 Standard and canonical routing lists

Let $\mathcal{R}=T_{1}, \ldots, T_{r}$ be a routing list, possibly with a global triple. It is standard if there exists $i$ such that $T_{j}$ is a $*$-triple if and only if $j>i$. The following lemma is easy and left to the reader.

Lemma 3 Let $\mathcal{C}$ be a set of communication triples and $\mathcal{R}$ be a routing list emulating $\mathcal{C}$. Then the routing list $\mathcal{R}^{\prime}$ obtained from $\mathcal{R}$ by

- deleting the useless communication triples (the ones that route no triples),
- putting all the communication triples of $\mathcal{R}$ at the beginning and all the
*-triples of $\mathcal{R}$ at the end, keeping the same order as in $\mathcal{R}$ for the $*$-triples,
also emulates $\mathcal{C}$ and is standard.
A routing list is canonical if it is the concatenation of sublists $\mathcal{B}_{1}, \ldots, \mathcal{B}_{q}$, called blocks, having the following properties for every $1 \leq \ell \leq q$ :
(i) in $\mathcal{B}_{\ell}$, there is a unique $*$-triple and it is the last one;
(ii) if the $*$-triple of $\mathcal{B}_{\ell}$ is an $s$-source triple (resp. $t$-destination triple), then all triples of $\mathcal{B}_{\ell}$ have source $s$ (resp. destination $t$ );
(iii) if $\ell \neq q$, then $\mathcal{B}_{\ell}$ has no global triple.

Lemma 4 Let $\mathcal{C}$ be a set of communication triples and $\mathcal{R}$ be a routing list emulating $\mathcal{C}$. One can obtain from $\mathcal{R}$ a canonical routing list $\mathcal{R}^{\prime}$ emulating $\mathcal{C}$ not longer than $\mathcal{R}$ by successive applications of the following operations:

- deleting some triple,
- replacing some communication triple $(s, t, p)$ by the triple $(*, t, p)$,
- reordering the triples.

Proof We shall use three operations described in the statement according to the following rules on a routing list $\mathcal{L}=T_{1}, \ldots, T_{r}$.
(R1) If there are triples after a global triple, then they are useless, so we delete them.
(R2) If the last triple is a communication triple $(s, t, p)$, then we replace it by ( $*, t, p$ ).
(R3) Let $i_{1}, i_{2}, \ldots, i_{q}$ be the indices in increasing order of the $*$-triples of $\mathcal{L}$. If for some $\ell, T_{i_{\ell}}$ is an $s$-source triple (resp. $t$-destination triple) and there is a communication triple $T_{i}$ with $i_{\ell-1}<i<i_{\ell}$ with source distinct from $s$ (resp. destination distinct from $t$ ), then we move $T_{i}$ after $T_{i_{\ell}}$.

It is simple matter to check that if any of the above rules applies to a routing list emulating $\mathcal{C}$, then we obtain a new routing list emulating $\mathcal{C}$ which is not longer that the original one.

Therefore starting from $\mathcal{R}$, as long as one of the rules (R1), (R2) or (R3) applies, we do it. This process must end, because each rule can be applied only a finite number of times. Indeed (R1) decreases the size of the list, (R2) increases the number of $*$-triples, and (R3) decreases the vector $\left(i_{1}, i_{2}, \ldots, i_{q}\right)$ of the indices of $*$-triples in the lexicographic order.

Let $\mathcal{R}^{\prime}=T_{1}^{\prime}, \ldots, T_{r}^{\prime}$ be the routing list obtained at the end of the process. Note that at each step of the process, we have a routing list emulating $\mathcal{C}$ not longer than $\mathcal{R}$ by the above remark. In particular $\mathcal{R}^{\prime}$ emulates $\mathcal{C}$ and $\left|\mathcal{R}^{\prime}\right| \leq|\mathcal{R}|$. Moreover, none of (R1), (R2), and (R3) applies. Let $i_{1}, i_{2}, \ldots, i_{q}$ be the indices in increasing order of the $*$-triples of $\mathcal{R}^{\prime}$, and for $1 \leq \ell \leq q$, let $\mathcal{B}_{\ell}$ be the sublist $T_{i_{\ell-1}+1}, \ldots, T_{i_{\ell}}$ (with $i_{0}=0$ ). By definition, the unique $*$-triple in $\mathcal{B}_{\ell}$ is its last triple. The concatenation $\mathcal{B}_{1}, \ldots, \mathcal{B}_{q}$ is $\mathcal{R}^{\prime}$ for otherwise (R2) would apply. If $\ell \neq q$, then $\mathcal{B}_{\ell}$ has no global triple, for otherwise (R1) would apply. Finally, if the $*$-triple of $\mathcal{B}_{\ell}$ is an $s$-source triple (resp. $t$-destination triple), then all triples of $\mathcal{B}_{\ell}$ have source $s$ (resp. destination $t$ ), for otherwise (R3) would apply. Hence, $\mathcal{R}^{\prime}$ is canonical.

### 2.3 Feedback arc set

A feedback arc set in a digraph $D$ is a set of arcs $F$ such that $D \backslash F$ is acyclic. Given an ordering $\sigma=v_{1}, \ldots, v_{n}$ of the vertices of $D$, an arc $v_{i} v_{j}$ of $D$ is feedback according to $\sigma$, or $\sigma$-feedback, if $i>j$. A standard feedback arc set in $D$ is the set of all $\sigma$-feedback arcs for some ordering $\sigma$. It is well known that every feedback arc set contains a standard feedback arc set. The minimum size of a feedback arc set in $D$ is denoted fas $(D)$.

Feedback Arc Set is the following problem:
Input: A digraph $D$, and an integer $k$.
Question: Does $D$ have a feedback arc set of cardinality at most $k$ ?
This problem is well-known to be NP-complete: it is one of Karp's 21 NPcomplete problems [15]. It is also known to be NP-complete for many classes of digraphs including bipartite digraphs. Kann [14] proved that it is APXcomplete

A bipartite tournament is the orientation of a complete bipartite graph. A bipartite digraph is balanced if the two parts of its bipartition have equal size. Guo et al. [9] proved that Feedback Arc Set is NP-complete for bipartite tournaments. It can be easily extended to balanced bipartite tournament.

Lemma 5 Feedback Arc Set on balanced bipartite tournaments is NPcomplete.

Proof Reduction from Feedback Arc Set on bipartite tournaments. Let $D$ be a bipartite tournament with bipartition $(A, B)$. Without loss of generality, we may assume that $|A| \leq|B|$. Let $D^{\prime}$ be the balanced bipartite tournament obtained from $D$ by adding $|B|-|A|$ vertices dominating $B$. The added vertices are sources in $D^{\prime}$ and so are in no directed cycles. Consequently, $\operatorname{fas}(D)=$ fas $\left(D^{\prime}\right)$.

## 3 Relation between 2-Port Routing List and Feedback Arc Set PROBLEM

Let $\mathcal{C}$ be a set of communication triples, with source set $S=\left\{s_{1}, \ldots, s_{n}\right\}$, destination set $T=\left\{t_{1}, \ldots, t_{m}\right\}$ and port set $\left\{p_{1}, p_{2}\right\}$. We associate to $\mathcal{C}$ the $n \times m$ matrix $A=A_{\mathcal{C}}$ defined by $a_{i, j}=1$ if $\left(s_{i}, t_{j}, p_{1}\right) \in \mathcal{C}, a_{i, j}=-1$ if $\left(s_{i}, t_{j}, p_{2}\right) \in \mathcal{C}$, and $a_{i, j}=0$ otherwise. We also associate to $\mathcal{C}$ the bipartite digraph $D_{\mathcal{C}}$ with vertex set $S \cup T$ in which for all $s \in S$ and all $t \in T$, st is an arc if and only if $\left(s, t, p_{1}\right) \in \mathcal{C}$, and $t s$ is an arc if and only if $\left(s, t, p_{2}\right) \in \mathcal{C}$. Hence, $A_{\mathcal{C}}$ is the biadjacency matrix of the bipartite digraph $D_{\mathcal{C}}$.

Observe that $\mathcal{C} \rightarrow A_{\mathcal{C}}$ is a one-to-one correspondence between the sets of communication triples, with source set $S=\left\{s_{1}, \ldots, s_{n}\right\}$, destination sets $T=\left\{t_{1}, \ldots, t_{m}\right\}$ and port set $\left\{p_{1}, p_{2}\right\}$, and the $\{-1,0,1\}$-entry $n \times m$ matrices. Similarly, $\mathcal{C} \rightarrow D_{\mathcal{C}}$ is a one-to-one correspondence between the sets of communication triples, with source set $S=\left\{s_{1}, \ldots, s_{n}\right\}$, destination sets $T=\left\{t_{1}, \ldots, t_{m}\right\}$ and port set $\left\{p_{1}, p_{2}\right\}$ and the labelled bipartite oriented graphs (an oriented graph is a digraph with no 2 -cycles) with vertex set $S \cup T$.

Let us make some easy observations on $\mathcal{D}_{\mathcal{C}}$. In a digraph $D$, for any vertex $v$, we denote by $A_{D}^{+}(v)$, or simply $A^{+}(v)$ when $D$ is clear from the context, the set of arcs leaving $v$. Similalry, we denote by by $A_{D}^{-}(v)$, or simply $A^{-}(v)$, the set of arcs entering $v$.

Fact 1 1. The communication triples of $\mathcal{C}$ are in one-to-one correspondence to the arcs of $\mathcal{D}_{\mathcal{C}}$.
2. If $s \in S$, then $A^{+}(s)$ corresponds to the set of communication triples with source $s$ and port $p_{1}$ and $A^{-}(s)$ corresponds to the set of communication triples with source $s$ and port $p_{2}$.
3. If $t \in T$, then $A^{-}(t)$ corresponds to the set of communication triples with destination $t$ and port $p_{1}$ and $A^{+}(s)$ corresponds to the set of communication triples with destination $t$ and port $p_{2}$.

In view of Fact 1.1, for sake of clarity, we often identify the arcs of $\mathcal{D}_{\mathcal{C}}$ with their corresponding communication triples.

Lemma 6 Let $\mathcal{C}$ be a set of communication triples with two ports and let $\mathcal{R}$ be a routing list emulating $\mathcal{C}$, possibly with a global triple. The set of communication triples in $\mathcal{R}$ corresponds to a feedback arc set in $D_{\mathcal{C}}$.

Proof Since in the operations described in Lemma 4 to obtain a canonical routing list, no communication triple is added, it suffices to prove the result for canonical routing lists. Moreover, if $\mathcal{R}$ contains a global triple ( $*, *, p$ ), then we can replace it by the $(s, *, p)$ for all sources $s$ of $\mathcal{R}$ without increasing the number of communication triples. Consequently, it suffices to prove the result for canonical routing lists without global triples.

We prove the result by induction on the sum of the numbers of sources and destinations of $\mathcal{C}$, the result being vacuously true if $\mathcal{C}$ is empty.

Let $\mathcal{C}$ be a non-empty set of communication triples and set $D=D_{\mathcal{C}}$. Let $\mathcal{R}$ be a canonical routing list with no global triple emulating $\mathcal{C}$ and let $\mathcal{R}^{\prime}$ be
the set of communication triples of $\mathcal{R}$. For each block $\mathcal{B}_{i}$ of $\mathcal{R}$, let $T_{i}$ be the last triple of $\mathcal{B}_{i}$. Set $\mathcal{B}_{i}^{\prime}=\mathcal{B}_{1} \cap \mathcal{R}^{\prime}$. We have $\mathcal{B}_{i}^{\prime}=\mathcal{B}_{i} \backslash\left\{T_{i}\right\}$.

Suppose that $T_{1}$ is a source triple, say $(s, *, p)$. Let $p^{\prime}=\left\{p_{1}, p_{2}\right\} \backslash\{p\}$. Then all the communication triples with source $s$ and port $p^{\prime}$ must be routed before $T_{1}$, and thus belong to $\mathcal{B}_{1}$. Hence, if $p^{\prime}=p_{1}$ then $A_{D}^{+}(s) \subseteq \mathcal{B}_{1}^{\prime}$, and if $p^{\prime}=p_{2}$ then $A_{D}^{-}(s) \subseteq \mathcal{B}_{1}^{\prime}$. In particular, there is no cycle through $s$ in $D \backslash \mathcal{B}_{1}^{\prime}$. Let $\mathcal{C}^{\prime}$ be the set of triples obtained from $\mathcal{C}$ by removing the triples with source $s$. Then $D^{\prime}=D_{\mathcal{C}^{\prime}}$ is the digraph $D-s$ and $\mathcal{R} \backslash \mathcal{B}_{1}$ emulates $\mathcal{C}^{\prime}$. By the induction hypothesis, $\mathcal{R}^{\prime} \backslash\left\{\mathcal{B}_{1}^{\prime}\right\}$, which is the set of communication triples of $\mathcal{R} \backslash \mathcal{B}_{1}$ corresponds to a feedback arc set in $D-s$. Therefore, $\mathcal{R}^{\prime}$ is a feedback arc set in $D$.

Similarly, we get the result if $T_{1}$ is a destination triple.
The following lemma is a kind of reciprocal to Lemma 6.
Lemma 7 Let $\mathcal{C}$ be a set of communication triples with $n$ sources and $m$ destinations. If $D_{\mathcal{C}}$ is acyclic, then there is a routing list emulating $\mathcal{C}$ containing at most $n+m-1$ source or destination triples and no other triples.

Proof By induction on $n+m$, the result holding trivially when $\mathcal{C}$ has one source and one destination.

Suppose that $\mathcal{C}$ is a set of communication triples with $n$ sources and $m$ destinations, where $n+m \geq 3$. If $D_{\mathcal{C}}$ is acyclic, then it contains a vertex $v$ with in-degree 0 . If this vertex is a source (resp. destination), then all the communication triples with source (resp. destination) $v$ have port $p_{1}$ (resp. $\left.p_{2}\right)$. Hence using first the triple $\left(v, *, p_{1}\right)$ (resp. $\left(*, v, p_{2}\right)$ ), all communication triples of $\mathcal{C}$ with source (resp. destination) $v$ are routed. Therefore, the set $\mathcal{C}^{\prime}$ of communication triples that remain to be routed has one source or destination less than $\mathcal{C}$. Moreover $D_{\mathcal{C}^{\prime}}$ is $D_{\mathcal{C}}-v$, so it is acyclic. Thus, by the induction hypothesis, there is a routing list emulating $\mathcal{C}^{\prime}$ containing $n+m-2$ source or destination triples and no other triples. The concatenation of $\left(v, *, p_{1}\right)$ (resp. $\left.\left(*, v, p_{2}\right)\right)$ with this list gives the desired routing list emulating $\mathcal{C}$.

The previous two lemmas implies that $\operatorname{rmin}^{*}(\mathcal{C})$ and $\operatorname{rmin}(\mathcal{C})$ are closely related to $\operatorname{fas}\left(D_{\mathcal{C}}\right)$.

Corollary 1 If $\mathcal{C}$ is a set of communication triples with $n$ sources and $m$ destinations, then $\operatorname{fas}\left(D_{\mathcal{C}}\right)+1 \leq \operatorname{rmin}^{*}(\mathcal{C}) \leq \operatorname{rmin}(\mathcal{C}) \leq \operatorname{fas}\left(D_{\mathcal{C}}\right)+n+m-1$.

Proof Let $\mathcal{R}$ be a canonical routing list emulating $\mathcal{C}$. By Lemma 6, there are at least $\operatorname{fas}\left(D_{\mathcal{C}}\right)$ communication triples in $\mathcal{R}$. Moreover, $\mathcal{R}$ contains at least one $*$-triple because it is canonical. Hence $|\mathcal{R}| \geq \operatorname{fas}\left(D_{\mathcal{C}}\right)+1$. Therefore, $\operatorname{rmin}^{*}(\mathcal{C}) \geq \operatorname{fas}\left(D_{\mathcal{C}}\right)+1$.

Let $\mathcal{C}_{0}$ be the set of communication triples corresponding to a minimum feedback arc set $F$ of $\mathcal{D}_{\mathcal{C}}$. Set $\mathcal{C}^{\prime}=\mathcal{C} \backslash \mathcal{C}_{0}$. The digraph $D_{\mathcal{C}}^{\prime}$ is $D_{\mathcal{C}} \backslash F$ and so is acyclic. Therefore, by Lemma 7 , there is a list $\mathcal{R}^{\prime}$ of size at most $n+$ $m-1$ emulating $\mathcal{C}^{\prime}$ with no global triple. Now the list $\mathcal{C}_{0}, \mathcal{R}^{\prime}$ has size at most $\operatorname{fas}\left(D_{\mathcal{C}}\right)+n+m-1$ and emulates $\mathcal{R}$. Hence $\operatorname{rmin}(\mathcal{C}) \leq \operatorname{fas}\left(D_{\mathcal{C}}\right)+n+m-1$.

Lemma 8 If $\mathcal{C}$ is a full set of communication triples with $n$ sources and $m$ destinations, then $\operatorname{rmin}(\mathcal{C}) \geq \operatorname{fas}\left(D_{\mathcal{C}}\right)+\min \{n, m\}$.

Proof Let $\mathcal{R}$ be a canonical routing list with no global triple. A block routes either communications with a same source or communications with a same destination, thus the number of communications routed by a block is at most $\max \{n, m\}$. Since the set of communications is full, there are $n m$ communications. Hence, there must be at least $n m / \max \{n, m\}=\min \{n, m\}$ blocks. Each block contains a $*$-triple, so they are at least $\min \{n, m\} *$-triples in $\mathcal{R}$. Now, by Lemma 6, there are at least fas $\left(D_{\mathcal{C}}\right)$ communication triples in $\mathcal{R}$. Hence $\mathcal{R}$ is of size at least $\operatorname{fas}\left(D_{\mathcal{C}}\right)+\min \{n, m\}$.

## 4 Complexity results

Assume that $\mathcal{C}$ has a unique port $p$ in $\mathcal{C}$. Then $\operatorname{rmin}^{*}(\mathcal{C})=1$ because the list $((*, *, p))$ emulates $\mathcal{C}$, and so 1-Port Routing List is trivially constant-time solvable.

### 4.1 Solving 1-Port Without Global Routing List in polynomial time

Theorem 2 1-Port Without Global Routing List can be solved in polynomial time.

Proof Let $\mathcal{C}$ be a set of communication triples, all having the same port $p$. Let $S$ and $T$ be the set of sources and destinations, respectively, of $\mathcal{C}$.

Observe that a routing list (with no global triples) emulating $\mathcal{C}$ can always be transformed into a routing list with no communication triples. Indeed each communication triple $(s, t, p)$ can be replaced by the source triple $(s, *, p)$ (or the destination triple $(*, t, p)$ ). Therefore, we may only search for a shortest routing list with no communication triples. Such a list is a set $\mathcal{R}$ of source triples and destination triples such that, for every triple $(s, t, p)$ of $\mathcal{C}$, either $(s, *, p) \in \mathcal{R}$ or $(*, t, p) \in \mathcal{R}$. This corresponds to finding a minimum vertex cover in the bipartite graph $G$ defined as follows:
$-V(G)=S \cup T ;$

- $E(G)=\{s t \mid(s, t, p) \in \mathcal{C}\}$.

Recall that a vertex cover in $G$ is a subset $W$ of $V(G)$ such that each edge $e \in E(G)$ has an endvertex in $W$. Let $\rho(G)$ be the size of a minimum vertex cover in $G$. A well-known theorem of Gallai [5] asserts that $|V(G)|=\rho(G)+$ $\mu(G)$, where $\mu(G)$ is the size of a maximum matching in $G$. Now, finding a maximum matching in a bipartite graph can be done in polynomial time, by the Hungarian Method for example. Hence 1-Port Without Global Routing List can be solved in polynomial time.

### 4.2 NP-hardness of 2-Port Routing List and 2-Port Without-global Routing List

Recall that a communication set is full if it is of the form $S \times T$, and that a set of communication triples is full if it is a set of communication triples on a full set of communications. A bipartite tournament is a bipartite digraph $D$ with bipartition $(A, B)$ such that for every pair $(a, b)$, exactly one of the arcs $a b$ and $b a$ is in $D$. Observe that $\mathcal{C}$ is a full set of communication triples if and only if $D_{\mathcal{C}}$ is a bipartite tournament.

Theorem 3 2-Port Without-global Routing List is NP-complete even if $\mathcal{C}$ is restricted to be a full set of communication triples

Proof Reduction from Feedback Arc Set on balanced bipartite tournaments which is NP-complete according to Lemma 5 . Let $D$ be a balanced bipartite tournament with bipartition $(S, T)$ and let $n=|S|=|T|$. Let $\mathcal{C}$ be the full set of communication triples such that $\mathcal{D}_{\mathcal{C}}=D$ : its source set is $S$, its destination set is $T$ and $\left(s, t, p_{1}\right) \in \mathcal{C}$ if $s t \in A(D)$ and $\left(s, t, p_{2}\right) \in \mathcal{C}$ if $t s \in A(D)$. Let $S^{\prime}$ (resp. $T^{\prime}$ ) be a set of $2 n^{3}$ sources (resp. destinations) disjoint from $S$ (resp. $T$ ), and let $\left(T_{1}^{\prime}, T_{2}^{\prime}\right)$ be a balanced partition of $T^{\prime}$ (i.e. $\left.\left|T_{1}^{\prime}\right|=\left|T_{2}^{\prime}\right|=n^{3}\right)$. Let $\mathcal{C}^{\prime}$ be the full set of communication triples defined by

$$
\begin{aligned}
\mathcal{C}^{\prime}= & \mathcal{C} \cup\left\{\left(s, t^{\prime}, p_{1}\right) \mid s \in S, t^{\prime} \in T^{\prime}\right\} \cup\left\{\left(s^{\prime}, t, p_{2}\right) \mid s^{\prime} \in S^{\prime}, t \in T\right\} \\
& \cup\left\{\left(s^{\prime}, t^{\prime}, p_{1}\right) \mid s^{\prime} \in S^{\prime}, t^{\prime} \in T_{1}^{\prime}\right\} \cup\left\{\left(s^{\prime}, t^{\prime}, p_{2}\right) \mid s^{\prime} \in S^{\prime}, t^{\prime} \in T_{2}^{\prime}\right\} .
\end{aligned}
$$

Observe that the list $\mathcal{R}^{\prime}$ made of all communication triples of $\mathcal{C}$ followed by all $\left(s, *, p_{1}\right)$, for $s \in S$, then all $\left(*, t^{\prime}, p_{2}\right)$ for $t^{\prime} \in T \cup T_{2}^{\prime}$, and finally all $\left(*, t^{\prime}, p_{1}\right)$ for $t^{\prime} \in T_{1}^{\prime}$ emulates $\mathcal{C}^{\prime}$. Moreover $\left|\mathcal{R}^{\prime}\right|=2 n^{3}+2 n+n^{2}$.

Let $\mathcal{R}$ be shortest canonical routing list with no global triple emulating $\mathcal{C}^{\prime}$. By definition, $|\mathcal{R}| \leq 2 n^{3}+2 n+n^{2}$. We now prove some more properties of $\mathcal{R}$.
(a) $\mathcal{R}$ contains either a $t^{\prime}$-destination triple for all $t^{\prime} \in T^{\prime}$, or an $s^{\prime}$-source triple for all $s^{\prime} \in S^{\prime}$.

Indeed, if it were not the case, then there is $s^{\prime} \in S^{\prime}$ and $t^{\prime} \in T^{\prime}$ such that there is no $s^{\prime}$-source triple and no $t^{\prime}$-destination triple. Let $\mathcal{R}_{s^{\prime}}$ be the set of triples routing a communication triple of $\mathcal{C}^{\prime}$ with source $s^{\prime}$. Since there is no source triple in $\mathcal{R}_{s^{\prime}}$, the $2 n^{3}+n$ communication triple with source $s^{\prime}$ are routed by distinct destination triples or communication triples. Hence $\left|\mathcal{R}_{s^{\prime}}\right|=$ $2 n^{3}+n$. Similarly, the set $\mathcal{R}_{t^{\prime}}$ of triples routing a communication triple of $\mathcal{C}^{\prime}$ with destination $t^{\prime}$ has cardinality $2 n^{3}+n$ and contains only source or communication triples. Now, $\left|\mathcal{R}_{s^{\prime}} \cap \mathcal{R}_{t^{\prime}}\right| \leq 1$. Hence $|\mathcal{R}| \geq 4 n^{3}+2 n-1>$ $2 n^{3}+2 n+n^{2}$, a contradiction. This proves (a).
(b) $\mathcal{R}$ contains a $t^{\prime}$-destination triple for all $t^{\prime} \in T^{\prime}$.

If not, then by (a), $\mathcal{R}$ contains an $s^{\prime}$-source triple for all $s^{\prime} \in S^{\prime}$. Now let $\left(s^{\prime}, *, p\right)$ be the first source triple with source in $S^{\prime}$ that appears in $\mathcal{R}$. In $\mathcal{C}^{\prime}$, there are at least $n^{3}$ communication triples whose port is not $p$. All these triples are routed by distinct destination or communication triples. Hence $\mathcal{R}$
contains at least $2 n^{3}$ source triples and at least $n^{3}$ other triples. So $|\mathcal{R}| \geq$ $3 n^{3}>2 n^{3}+2 n+n^{2}$, a contradiction. This proves (b).
(c) $\mathcal{R}$ contains the $2 n^{3}$ triples of $\left\{\left(*, t^{\prime}, p_{1}\right) \mid t^{\prime} \in T_{1}^{\prime}\right\} \cup\left\{\left(*, t^{\prime}, p_{2}\right) \mid t^{\prime} \in\right.$ $\left.T_{2}^{\prime}\right\}$.

Assume that $\mathcal{R}$ does not contain a triples $\left(*, t^{\prime}, p_{1}\right)$ for some $t^{\prime} \in T_{1}^{\prime}$. Then the triples of $\left\{\left(s^{\prime}, t^{\prime}, p_{1}\right) \mid s^{\prime} \in S^{\prime}\right\}$ are routed by distinct source or communication triples. Hence $|\mathcal{R}| \geq 4 n^{3}>2 n^{3}+2 n+n^{2}$, a contradiction. We get a similar contradiction if $\mathcal{R}$ does not contain a triples $\left(*, t^{\prime}, p_{2}\right)$ for some $t^{\prime} \in T_{2}^{\prime}$. This proves (c).
(d) $\mathcal{R}$ contains $\left\{\left(*, t, p_{2}\right) \mid t \in T\right\}$.

Assume for a contradiction that $\mathcal{R}$ does not contain a triples $\left(*, t, p_{2}\right)$ for some $t \in T$. Then the triples of $\left\{\left(s^{\prime}, t, p_{2}\right) \mid s^{\prime} \in S^{\prime}\right\}$ are routed by distinct source or communication triples. Hence $|\mathcal{R}| \geq 4 n^{3}>2 n^{3}+2 n+n^{2}$, a contradiction. This proves (d).
(e) $\mathcal{R}$ contains $\left\{\left(s, *, p_{1}\right) \mid s \in S\right\}$.

Assume for a contradiction that $\mathcal{R}$ does not contain a triples $\left(s, *, p_{1}\right)$ for some $s \in S$. Then the $n^{3}$ triples of $\left\{\left(s, t^{\prime}, p_{1}\right) \mid t^{\prime} \in T_{2}^{\prime}\right\}$ must be in $|\mathcal{R}|$. Hence $|\mathcal{R}| \geq 3 n^{3}>2 n^{3}+2 n+n^{2}$, a contradiction. This proves (e).
(f) The only $*$-triple in $\mathcal{R}$ are those in $\left\{\left(*, t, p_{2}\right) \mid t \in T\right\} \cup\left\{\left(s, *, p_{1}\right) \mid\right.$ $s \in S\} \cup\left\{\left(*, t^{\prime}, p_{1}\right) \mid t^{\prime} \in T_{1}^{\prime}\right\} \cup\left\{\left(*, t^{\prime}, p_{2}\right) \mid t^{\prime} \in T_{2}^{\prime}\right\}$. Furthermore, free to permute some blocks, we may assume that the last $2 n^{3}$ triples of $\mathcal{R}$ are those of $\left\{\left(*, t^{\prime}, p_{1}\right) \mid t^{\prime} \in T_{1}^{\prime}\right\} \cup\left\{\left(*, t^{\prime}, p_{2}\right) \mid t^{\prime} \in T_{2}^{\prime}\right\}$. Assume for a contradiction, that a triple not in the above mentioned set in $\mathcal{R}$. Since there is at most one $*$-triple by source or destination, it must be a source triple with source in $S^{\prime}$. But all communication triples routed by such a triple would be correctly routed by the triples in $\left\{\left(*, t, p_{2}\right) \mid t \in T\right\} \cup\left\{\left(*, t^{\prime}, p_{1}\right) \mid t^{\prime} \in T_{1}^{\prime}\right\} \cup\left\{\left(*, t^{\prime}, p_{2}\right) \mid t^{\prime} \in T_{2}^{\prime}\right\}$. Hence removing a source triple with source in $S^{\prime}$ would leave a routing list emulating $\mathcal{C}$, a contradiction. This proves the first statement of (f).
Let $\mathcal{B}_{1}, \ldots, \mathcal{B}_{q}$ be the blocks of $\mathcal{R}$, and let $I$ be the set of indices $i$ for which the block $\mathcal{B}_{i}$ terminates with a destination triple in $\left\{\left(*, t^{\prime}, p_{1}\right) \mid t^{\prime} \in T_{1}^{\prime}\right\} \cup$ $\left\{\left(*, t^{\prime}, p_{2}\right) \mid t^{\prime} \in T_{2}^{\prime}\right\}$. The list consisting of the blocks $\mathcal{B}_{i}$, for $i \notin I$, in the order of $\mathcal{R}$ (i.e. in increasing order of their index), followed by the blocks $\mathcal{B}_{i}$, for $i \in I$ in any order, also emulates $\mathcal{C}$. This proves the second statement of (f).

Now the order of the $2 n$ first blocks $\mathcal{B}_{1}, \ldots, \mathcal{B}_{2 n}$ of $\mathcal{R}$ corresponds to an ordering $\sigma=\left(v_{1}, \ldots, v_{2 n}\right)$ of the vertices of $D$, where $v_{i}$ is either the source $s$ if the $*$-triple of $\mathcal{B}_{i}$ is $\left(s, *, p_{1}\right)$ or the destination $t$ if the $*$-triple of $\mathcal{B}_{i}$ is $\left(*, t, p_{2}\right)$. Consider now the set of communication triples in each block $\mathcal{B}_{i}$. If $v_{i}$ is a source, then it must contains all communication triples with source $v_{i}$ and port $p_{1}$, that have not been routed previously. By definition of $D_{\mathcal{C}}$, this corresponds to the set of $\sigma$-feedback arcs with head $v_{i}$. Similarly, if $v_{i}$ is a destination, the set of communication triples in $\mathcal{B}_{i}$ corresponds to the set of $\sigma$-feedback arcs with head $v_{i}$. Thus $|\mathcal{R}| \leq 2 n^{3}+2 n+\operatorname{fas}(D)$.

Reciprocally, given an ordering $\sigma$ of $D$, one can emulate $\mathcal{C}$ with the routing list of size $2 n^{3}+2 n+$ fas $(D)$ obtained as follows. Take the blocks terminating
with the $*$-triples of $\left\{\left(s, *, p_{1}\right) \mid s \in S\right\} \cup\left\{\left(*, t, p_{2}\right) \mid t \in T\right\}$ in the ordering corresponding to $\sigma$, and then use the $2 n^{3}$ triples of $\left\{\left(*, t^{\prime}, p_{1}\right) \mid t^{\prime} \in T_{1}^{\prime}\right\} \cup$ $\left\{\left(*, t^{\prime}, p_{2}\right) \mid t^{\prime} \in T_{2}^{\prime}\right\}$.

Hence $|\mathcal{R}|=2 n^{3}+2 n+\operatorname{fas}(D)$.
Theorem 4 2-Port Routing List is NP-complete even if $\mathcal{C}$ is restricted to be a full set of communication triples.

Proof Reduction from Feedback Arc Set on balanced bipartite tournaments. Let $D$ be a balanced bipartite tournament with bipartition $(S, T)$. Set $n=|S|=|T|$. Let $\mathcal{C}$ be the full set of communication triples such that $\mathcal{D}_{\mathcal{C}}=D$ : its source set is $S$, its destination set is $T$ and $\left(s, t, p_{1}\right) \in \mathcal{C}$ if $s t \in A(D)$ and $\left(s, t, p_{2}\right) \in \mathcal{C}$ if $t s \in A(D)$. Let $S^{\prime} \cup S^{\prime \prime}$ be a set of $n^{4}+n^{3}$ sources disjoint from $S$ with $\left|S^{\prime}\right|=n^{4}$ and $\left|S^{\prime \prime}\right|=n^{3}$, and let $T^{\prime}$ be a set of $n^{4}$ destinations disjoint from $T$.

Let $\mathcal{C}^{\prime}$ be the full set of communication triples defined by

$$
\begin{aligned}
\mathcal{C}^{\prime}= & \mathcal{C} \cup\left\{\left(s, t^{\prime}, p_{1}\right) \mid s \in S, t^{\prime} \in T^{\prime}\right\} \cup\left\{\left(s^{\prime}, t, p_{2}\right) \mid s^{\prime} \in S^{\prime}, t \in T\right\} \\
& \cup\left\{\left(s^{\prime \prime}, t^{\prime}, p_{1}\right) \mid s^{\prime \prime} \in S^{\prime \prime}, t^{\prime} \in T^{\prime}\right\} \cup\left\{\left(s^{\prime}, t^{\prime}, p_{2}\right) \mid s^{\prime} \in S^{\prime}, t^{\prime} \in T^{\prime}\right\} .
\end{aligned}
$$

Observe that the list $\mathcal{R}^{\prime}$ made of all communication triples of $\mathcal{C}$ followed by all $\left(*, t, p_{2}\right)$ for $t \in T$, then all $\left(s^{\prime \prime}, *, p_{1}\right)$, for $s^{\prime \prime} \in S \cup S^{\prime \prime}$, and finally $\left(*, *, p_{2}\right)$ emulates $\mathcal{C}^{\prime}$. Moreover $\left|\mathcal{R}^{\prime}\right|=n^{3}+n^{2}+2 n+1$.

Let $\mathcal{R}$ be shortest canonical routing list with global triple emulating $\mathcal{C}^{\prime}$. By definition, $|\mathcal{R}| \leq n^{3}+n^{2}+2 n+1$. We now prove some more properties of $\mathcal{R}$.
(a) $\mathcal{R}$ contains $\left(*, *, p_{2}\right)$

Assume not. Then the communication triples with source in $S^{\prime}$ and destination in $T^{\prime}$ require at least $n^{4}$ triples to be routed. Hence $|\mathcal{R}| \geq n^{4}>$ $n^{3}+n^{2}+2 n+1$, a contradiction. This proves (a).
(b) $\mathcal{R}$ contains $\left(s^{\prime \prime}, *, p_{1}\right)$ for all $s^{\prime \prime} \in S \cup S^{\prime \prime}$.

Assume for a contradiction that $\mathcal{R}$ does not contain $\left(s^{\prime \prime}, *, p_{1}\right)$ for some $s^{\prime \prime} \in S \cup S^{\prime \prime}$. Then the $n^{4}$ communication triples $\left(s^{\prime \prime}, t^{\prime}, p_{1}\right), t^{\prime} \in T^{\prime}$, must be routed by distinct communication or destination triples. Thus $|\mathcal{R}| \geq n^{4}>$ $n^{3}+n^{2}+2 n+1$, a contradiction. This proves (b).
(c) $\mathcal{R}$ contains $\left(*, t, p_{2}\right)$ for all $t \in T$.

Assume for a contradiction that $\mathcal{R}$ does not contain ( $*, t, p_{2}$ ) for some $t \in T$. Then the $n^{3}$ communication triples $\left(s^{\prime \prime}, t, p_{2}\right), s^{\prime \prime} \in S^{\prime \prime}$ must be in $\mathcal{R}$ because $\mathcal{R}$ contains $\left(s^{\prime \prime}, *, p_{1}\right)$ and thus not $\left(s^{\prime \prime}, *, p_{2}\right)$. Hence with the $n^{3}$ source triples with source in $S^{\prime \prime}$, we obtain $|\mathcal{R}| \geq 2 n^{3}>n^{3}+n^{2}+2 n+1$, a contradiction. This proves (c).
(d) The only $*$-triple in $\mathcal{R}$ are those in $\mathcal{F}=\left\{\left(s^{\prime \prime}, *, p_{1}\right) \mid s^{\prime \prime} \in S \cup S^{\prime \prime}\right\} \cup$ $\left\{\left(*, t, p_{2}\right) \mid t \in T\right\} \cup\left\{\left(*, *, p_{2}\right)\right\}$. Moreover, free to permute blocks of $\mathcal{R}$, we may assume that the last $n^{3}+1$ triples of $\mathcal{R}$ are the $\left(s^{\prime \prime}, *, p_{1}\right)$ for all $s^{\prime \prime} \in S^{\prime \prime}$ (in any order) followed by $\left(*, *, p_{2}\right)$.

Assume for a contradiction that $\mathcal{R}$ is a $*$-triple $\tau$ not in $\mathcal{F}$. Since $\mathcal{R}$ has at most one $*$-triple by source or destination, then $\tau$ is either a source triple with source in $S^{\prime}$ or a destination triple with destination in $T^{\prime}$. Hence, if we remove $\tau$, all triples routed by $\tau$ will be correctly routed by the triples in $\mathcal{F}$. Hence $\mathcal{R} \backslash \tau$ also emulates $\mathcal{R}$, a contradiction to the minimality of $\mathcal{R}$. This proves the first statement of (d).
Let $\mathcal{B}_{1}, \ldots, \mathcal{B}_{q}$ be the blocks of $\mathcal{R}$, and let $I$ be the set of indices $i$ for which the block $\mathcal{B}_{i}$ terminates with a destination triple in $\left\{\left(s^{\prime \prime}, *, p_{1}\right) \mid s^{\prime \prime} \in S^{\prime \prime}\right\} \cup$ $\left\{\left(*, *, p_{2}\right)\right\}$. The list consisting of the blocks $\mathcal{B}_{i}$, for $i \notin I$, in the order of $\mathcal{R}$ (i.e. in increasing order of their index), followed by the blocks $\mathcal{B}_{i}$, for $i \in I$ in any order, also emulates $\mathcal{C}$. This proves the second statement of (d).

In the exact same way as the end of the proof of Theorem 3, one shows that $|\mathcal{R}|=n^{3}+2 n+1+\operatorname{fas}(D)$.

## 5 Approximation algorithms

### 5.1 Heuristics

Let $\mathcal{C}$ be a set of communication triples with source set $S$ and destination set $T$. Set $n=|S|$ and $m=|T|$. For any port $p$, let $\mathcal{C}(p)$ be the set of triples of $\mathcal{C}$ with port $p$. For a source $s$ (resp. destination $t$ ) and a port $p$, let $\mathcal{C}(s, p)$ (resp. $\mathcal{C}(s, t)$ ) be the set of triples of $\mathcal{C}$ with source $s$ (resp. destination $t$ ) and port $p$. For every source $s$, let $M(s):=\max _{p}|\mathcal{C}(s, p)|$ be the maximum number of triples in $\mathcal{C}$ with source $s$ and same port, and for every destination $t$, let $M(t):=\max _{p}|\mathcal{C}(t, p)|$ be the maximum number of triples in $\mathcal{C}$ with destination $t$ and same port. Set

$$
\begin{aligned}
& Z^{-}(\mathcal{C})=\sum_{s \in S}(M(s)-1) \\
&=\sum_{s \in S} M(s)-n \quad \text { and } \\
& Z^{\mid}(\mathcal{C})=\sum_{t \in T}(M(t)-1)=\sum_{t \in T} M(t)-m
\end{aligned}
$$

Any routing list with no global triple emulating $\mathcal{C}$ yields an upper bound on $\operatorname{rmin}(\mathcal{C})$. One such list can be obtained by compressing source by source. One source $s$ after another we emulate all triples of $\mathcal{C}$ with source $s$. This can be done by using the triple $(s, *, p)$ for $p$ a port such that there are $M(s)$ triples with source $s$ and port $p$ after all triples with source $s$ and port distinct from $p$. Doing so, we save $M(s)-1$ triples when emulating the triples with source $s$. Hence, we obtain a routing list of size $|\mathcal{C}|-Z^{-}(\mathcal{C})$. Such a list is called a source-based routing list.

Proceeding similarly according to the destinations, we obtain a routing list, called destination-based of size $|\mathcal{C}|-Z^{\mid}(\mathcal{C})$.

Setting $Z(\mathcal{C})=\max \left\{Z^{-}(\mathcal{C}), Z^{\mid}(\mathcal{C})\right\}$, we have

$$
\begin{equation*}
\operatorname{sav}(\mathcal{C}) \geq Z(\mathcal{C}) \text { and } \operatorname{rmin}(\mathcal{C}) \leq|\mathcal{C}|-Z(\mathcal{C}) \tag{1}
\end{equation*}
$$

The algorithm consisting in computing a source-based routing list and a destination-based routing list and taking the shortest of the two, is called the Direction-based Heuristic. It provides a routing list emulating $\mathcal{C}$ of size $|\mathcal{C}|-Z(\mathcal{C})$. As we shall see in Corollary 2, the Direction-based Heuristic is a 2-approximation for Without-global List Reduction.

Similarly, any routing list emulating $\mathcal{C}$, possibly with a global triple, yields an upper bound on $\operatorname{rmin}^{*}(\mathcal{C})$. One can easily obtain such a list as follows. We find a port $p$ such that $|\mathcal{C}(p)|$ is maximum, and we replace the elements of $C(p)$ by the global triple $(*, *, p)$. Such a list is called a default-port routing list.

The algorithm consisting in computing a source-based routing list, a destinationbased routing list, and a default-port routing list and taking the shortest of the three, is called the Global Heuristic. As we shall see in Corollary 3, the Global Heuristic is a 3-approximation for List Reduction.
5.2 Relation between the problems with and without global triple

Lemma 9 If rmin* can be approximated with ratio $\alpha$ in polynomial time, then rmin can be approximated with ratio $\alpha+1$ in polynomial time.

Proof Assume that there is an algorithm $\mathbb{A}^{*}$, that given a set of communication triples $\mathcal{C}$, returns a list $\mathcal{R}^{*}$ emulating $\mathcal{C}$ possibly with a global triple such that $\left|\mathcal{R}^{*}\right| \leq \alpha \operatorname{rmin}^{*}(\mathcal{C})$.

Let $\mathbb{A}$ be the algorithm that does the following: It first runs $\mathbb{A}^{*}$ to get a list $\mathcal{R}^{*}$ emulating $\mathcal{C}$ such that $\left|\mathcal{R}^{*}\right| \leq \alpha \operatorname{rmin}^{*}(\mathcal{C})$. If $\mathcal{R}^{*}$ contains no global triple, then it returns $\mathcal{R}:=\mathcal{R}^{*}$. Then $|\mathcal{R}| \leq \alpha \operatorname{rmin}^{*}(\mathcal{C}) \leq \alpha \operatorname{rmin}(\mathcal{C})$. Assume now that $\mathcal{R}^{*}$ contains a global triple. Free to delete, the useless triples after the first global triple, we may assume that $\mathcal{R}^{*}$ has a unique global triple, and that it is the final one. Let $\tau=(*, *, p)$ be this triple, and let $\mathcal{C}_{\tau}$ be the set of triples of $\mathcal{C}$ that are routed by it when routing according to $\mathcal{R}^{*}$. By definition, all the triples of $\mathcal{C}_{\tau}$ have port $p$. Therefore, by Theorem 2, one can find in polynomial time a shortest routing list $\mathcal{R}_{\tau}$ emulating $\mathcal{C}_{\tau}$. We then return the concatenation $\mathcal{R}$ of $\mathcal{R}^{*} \backslash \tau$ and $\mathcal{R}_{\tau}$. Now $|\mathcal{R}| \leq\left|\mathcal{R}^{*}\right|+\left|\mathcal{R}_{\tau}\right| \leq \alpha \operatorname{rmin}^{*}(\mathcal{C})+\operatorname{rmin}\left(\mathcal{C}_{\tau}\right)-1$. But $\operatorname{rmin}^{*}(\mathcal{C}) \leq \operatorname{rmin}(\mathcal{C})$ and $\operatorname{rmin}\left(\mathcal{C}_{\tau}\right) \leq \operatorname{rmin}(\mathcal{C})$ because $\mathcal{C}_{\tau} \subseteq \mathcal{C}$. Hence $|\mathcal{R}| \leq(\alpha+1) \operatorname{rmin}(\mathcal{C})-1$.

Lemma 10 If sav can be approximated with ratio $\alpha$ in polynomial time, then sav* $^{*}$ can be approximated with ratio $\alpha+1$ in polynomial time.

Proof Assume that there is an algorithm $\mathbb{A}$, that given a set of communication triples $\mathcal{C}$, returns a list $\mathcal{R}$ emulating $\mathcal{C}$ with no global triple such that $\operatorname{sav}(\mathcal{C}) \leq$ $\alpha(|\mathcal{C}|-|\mathcal{R}|)$.

Let $\mathbb{A}^{*}$ be the algorithm that does the following:

1. It first runs $\mathbb{A}$ to get a list $\mathcal{R}$ emulating $\mathcal{C}$ such that $\operatorname{sav}(\mathcal{C}) \leq \alpha(|\mathcal{C}|-|\mathcal{R}|)$.
2. Next, it computes a default-port routing list $\mathcal{R}^{\prime}$.
3. It returns the list $\mathcal{R}^{*}$ which is the shortest among $\mathcal{R}$ and $\mathcal{R}^{\prime}$.

Since $\mathbb{A}$ runs in polynomial time, so does $\mathbb{A}^{*}$, because its steps 2 and 3 above can trivially be performed in polynomial time. Let us now prove that $\mathbb{A}^{*}$ gives an $(\alpha+1)$-approximate solution, that is $\operatorname{sav}^{*}(\mathcal{C}) \leq(\alpha+1)\left(|\mathcal{C}|-\left|\mathcal{R}^{*}\right|\right)$. By Lemma 2, we have $\operatorname{sav}^{*}(\mathcal{C}) \leq \operatorname{sav}(\mathcal{C})+M(\mathcal{C})-1$. But $\operatorname{sav}(\mathcal{C}) \leq \alpha(|\mathcal{C}|-|\mathcal{R}|) \leq$ $\alpha\left(|\mathcal{C}|-\left|\mathcal{R}^{*}\right|\right)$, and by definition, $|\mathcal{C}|-\left|\mathcal{R}^{*}\right| \geq|\mathcal{C}|-\left|\mathcal{R}^{\prime}\right|=M(\mathcal{C})-1$. It follows that $\operatorname{sav}^{*}(\mathcal{C}) \leq(\alpha+1)\left(|\mathcal{C}|-\left|\mathcal{R}^{*}\right|\right)$.

### 5.3 Approximate upper bounds on sav and sav*

Theorem 5 Let $\mathcal{C}$ be a set of communication triples. Then

$$
Z(\mathcal{C}) \leq \operatorname{sav}(\mathcal{C}) \leq 2 Z(\mathcal{C})
$$

Proof By Equation (1), we have $Z(\mathcal{C}) \leq \operatorname{sav}(\mathcal{C})$.
Let us now prove $W(\mathcal{C}) \leq 2 Z(\mathcal{C})$. Let $\mathcal{R}$ be a shortest routing list with no global triple emulating $\mathcal{C}$. Let $S^{\prime}$ (resp. $T^{\prime}$ ) be the set of sources (resp. destinations) $x$ such that $\mathcal{R}$ contains a $*$-triple with source (resp. destination) $x$. For each $x \in S^{\prime} \cup T^{\prime}$, let $P(x)$ be the number of triples of $\mathcal{C}$ that are routed by $\tau_{x}^{*}$, the $*$-triple with source or destination $x$. Clearly, $\operatorname{sav}(\mathcal{C})=$ $|\mathcal{C}|-|\mathcal{R}|=\sum_{x \in S^{\prime} \cup T^{\prime}}(P(x)-1)$. Moreover $P(x) \leq M(x)$ for every $x$ because all communication triples routed by $\tau_{x}^{*}$ have the same port (the one of $\tau_{x}^{*}$ ). Therefore

$$
\begin{align*}
\operatorname{sav}(\mathcal{C}) & \leq \sum_{x \in S^{\prime} \cup T^{\prime}}(P(x)-1) \leq \sum_{x \in S^{\prime} \cup T^{\prime}}(M(x)-1) \\
& \leq \sum_{s \in S}(M(s)-1)+\sum_{t \in T}(M(t)-1) \\
& \leq Z^{-}(\mathcal{C})+Z^{\mid}(\mathcal{C}) \leq 2 Z(\mathcal{C}) \tag{2}
\end{align*}
$$

The source-based and destination-based routing lists can obviously be computed in polynomial time.

Corollary 2 The Direction-based Heuristic is a 2-approximation for Withoutglobal List Reduction.

The ratio 2 is tight for the Direction-based Heuristic.
Proposition 1 There are sets of communication triples $\mathcal{C}$ such that the list returned by the Direction-based Heuristic has size $|\mathcal{C}|-\frac{1}{2} \operatorname{sav}(\mathcal{C})$.

Proof Consider the following set of communication triples:

$$
\mathcal{C}=\left\{\left(s_{1}, t_{j}, p_{1}\right) \mid 2 \leq j \leq \ell+2\right\} \cup\left\{\left(s_{i}, t_{1}, p_{2}\right) \mid 2 \leq i \leq \ell+2\right\} .
$$

One can easily check that $Z^{-}(\mathcal{C})=Z^{\mid}(\mathcal{C})=Z(\mathcal{C})=\ell$ while $\operatorname{sav}(\mathcal{C})=2 \ell$.

In Equation (4), we use the inequality $Z^{-}(\mathcal{C})+Z^{l}(\mathcal{C}) \leq 2 Z(\mathcal{C})$ to obtain that the Direction-based Heuristic is a 2 -approximation. But if we do not use this inequality, we obtain that the Direction-based Heuristic is a $\frac{Z^{-}(\mathcal{C})+Z^{\prime}(\mathcal{C})}{Z(\mathcal{C})}$ approximation. Observe that the ratio $\frac{Z^{-}(\mathcal{C})+Z^{\mid}(\mathcal{C})}{Z(\mathcal{C})}$ can be computed while running the Direction-based heuristic and is often smaller than 2.

We believe that more elaborate heuristics for Without-global List ReDUCTION can reach better approximation ratio than 2 .

Problem 1 What is the best approximation ratio for Without-global List Reduction?

Together with Lemma 10, Corollary 2 immediately yields the following.

## Corollary 3 The Global Heuristic is a 3-approximation for List Reduc-

 TION.The ratio 3 is tight for the Global Heuristic.
Proposition 2 There are sets of communication triples $\mathcal{C}$ such that the list returned by the Global Heuristic has size $|\mathcal{C}|-\frac{1}{3} \operatorname{sav}(\mathcal{C})$.

Proof Let $\gamma(i, j)$ be the integer in $\{1, \ldots, \ell+1\}$ congruent to $(i-1)$ modulo $\ell+1$. Consider the following set of communication triples:

$$
\begin{aligned}
\mathcal{C}= & \left\{\left(s_{i}, t_{j}, p_{\gamma(i, j)}\right) \mid 1 \leq i \leq \ell+1 \text { and } 1 \leq j \leq \ell+1\right\} \cup \\
& \left\{\left(s_{\ell+2}, t_{j}, p_{\ell+2}\right) \mid 1 \leq j \leq \ell+1\right\} \cup\left\{\left(s_{i}, t_{\ell+2}, p_{\ell+3}\right) \mid 1 \leq i \leq \ell+1\right\}
\end{aligned}
$$

Observe that each port appears exactly $\ell+1$ times. Consequently, the defaultport routing list has size $|\mathcal{C}|-\ell$. Observe moreover that $M\left(s_{i}\right)=1$ for $1 \leq i \leq$ $\ell+1$ and $M\left(s_{\ell+2}=\ell+1\right)$, and $M\left(t_{j}\right)=1$ for $1 \leq j \leq \ell+1$ and $M\left(t_{\ell+2}=\ell+1\right)$. Therefore $Z(\mathcal{C})=\ell$. Hence the list returned by the Global Heuristic has size $|\mathcal{C}|-\ell$.

But $\operatorname{sav}^{*}(\mathcal{C})=3 \ell$, because using the triples $\left(s_{\ell+2}, * p_{\ell+2}\right),\left(*, t_{\ell+2}, p_{\ell+3}\right)$, and $\left(*, *, p_{1}\right)$ one can save $3 \ell$ communication triples.

We believe however that the approximation of 3 is not best possible for List Reduction.

Problem 2 What is the best approximation ratio for List Reduction?

### 5.4 Generalization to higher dimensions

We show here that similar approximation algorithms can be defined for higher dimension matrices. This corresponds to a routing based on more than two fields (e.g. on three fields, source address, destination address and protocol).

Consider a model with $f$ fields. A routing list is now an ordered list of $(f+1)$-uples $\left(e_{1}, \ldots, e_{f}, p\right)$. Let $\mathcal{C}$ be a set of communication $(f+1)$-uples with field set $F_{j}$ for $1 \leq j \leq f$.

In this case, the aggregation can be done on any subset of fields. Let $\sigma=$ $\left\{j_{1}, \ldots, j_{g}\right\}$ be a subset of fields. Set $F^{\sigma}=F_{j_{1}} \times \cdots \times F_{j_{g}}$. For every element $\mathbf{e}=\left(e_{j_{1}} \ldots, e_{j_{g}}\right) \in F^{\sigma}$, let $\mathcal{C}^{\sigma}(\mathbf{e}, p)$ be the set of $(f+1)$-uples of $\mathcal{C}$ whose $j_{i}$ th element is $e_{j_{i}}$ for all $1 \leq i \leq g$ and whose port is $p$. Furthermore, let $M^{\sigma}(\mathbf{e}):=\max _{p}|\mathcal{C}(\mathbf{e}, p)|$ be the maximum number of $(f+1)$-uples in $\mathcal{C}$ whose $j_{i}$ th element is $e_{j_{i}}$ for all $1 \leq i \leq g$ and whose port is $p$. Set

$$
Z^{\sigma}(\mathcal{C})=\sum_{\mathbf{e} \in F^{\sigma}}\left(M^{\sigma}(\mathbf{e})-1\right)=\sum_{\mathbf{e} \in F^{\sigma}} M^{\sigma}(\mathbf{e})-\left|F^{\sigma}\right| .
$$

For every element $\mathbf{e}=\left(e_{j_{1}} \ldots, e_{j_{g}}\right) \in F^{\sigma}$, we denote by $(\mathbf{e}, *, p)^{\sigma}$ the $(f+1)$ uple whose $j_{i}$ th element is $e_{j_{i}}$ for all $1 \leq i \leq g$, whose $j$ th element is $*$ for all $j \notin \sigma$, and whose port is $p$. For every $\mathbf{e} \in F^{\sigma}$, we use the $(f+1)$-tuple $(\mathbf{e}, *, p)^{\sigma}$ for $p$ a port such that there are $M^{\sigma}(\mathbf{e})(f+1)$-uples whose $j_{i}$ th element is $e_{j_{i}}$ for all $1 \leq i \leq g$ and whose port is $p$, after all $(f+1)$-uples whose $j_{i}$ th element is $e_{j_{i}}$ for all $1 \leq i \leq g$ and whose port is distinct from $p$. We obtain a routing list of size $|\mathcal{C}|-Z^{\sigma}(\mathcal{C})$. Such a list is called a $\sigma$-based routing list. Note that, in the case when $f=2$, the $\{1\}$-based routing list is the source-based routing list, the $\{2\}$-based routing list is the destination-based routing list, and the $\{1,2\}$-based routing list is the default-port routing list.

Setting $Z^{*}(\mathcal{C})=\max \left\{Z^{\sigma}(\mathcal{C}) \mid \sigma \subseteq\{1, \ldots, f\}, \sigma \neq \emptyset\right\}$, we have

$$
\begin{equation*}
\operatorname{sav}^{*}(\mathcal{C}) \geq Z^{*}(\mathcal{C}) \text { and } \operatorname{rmin}(\mathcal{C}) \leq|\mathcal{C}|-Z^{*}(\mathcal{C}) \tag{3}
\end{equation*}
$$

The algorithm consisting in computing the $\sigma$-based routing lists for all non-empty subset $\sigma$ of $\{1, \ldots, f\}$ (there are $2^{f}-1$ such $\sigma$ ), and taking the shortest of the lists, is called the General Heuristic (for $f$ fields). It provides a routing list emulating $\mathcal{C}$ of size $|\mathcal{C}|-Z^{*}(\mathcal{C})$. As we now prove this heuristic is a $\left(2^{f}-1\right)$-approximation for $f$-Field List Reduction.

Theorem 6 Let $\mathcal{C}$ be a set of communication $(f+1)$-uples. Then

$$
Z^{*}(\mathcal{C}) \leq \operatorname{sav}^{*}(\mathcal{C}) \leq\left(2^{f}-1\right) Z^{*}(\mathcal{C})
$$

Proof The proof is similar to the one with two fields. By Equation (3), we have $Z^{*}(\mathcal{C}) \leq \operatorname{sav}^{*}(\mathcal{C})$.

Let us now prove $\operatorname{sav}^{*}(\mathcal{C}) \leq\left(2^{f}-1\right) Z^{*}(\mathcal{C})$. Let $\mathcal{R}$ be a shortest routing list emulating $\mathcal{C}$. Let $E^{\sigma}$ be the set of elements $\mathbf{e} \in F^{\sigma}$ such that $\mathcal{R}$ contains a $(f+1)$-tuple $\tau_{\mathbf{e}}^{*}$ equal to $(\mathbf{e}, *, p)^{\sigma}$ for some port $p$.

For each $\mathbf{e} \in F^{\sigma}$, let $P^{\sigma}(\mathbf{e})$ be the number of communication $(f+1)$-uples of $\mathcal{C}$ that are routed by $\tau_{\mathbf{e}}^{*}$. Clearly, $\operatorname{sav}^{*}(\mathcal{C})=|\mathcal{C}|-|\mathcal{R}|=\sum_{\sigma} \sum_{\mathbf{e} \in F^{\sigma}}\left(P^{\sigma}(\mathbf{e})-1\right)$. Moreover $P^{\sigma}(\mathbf{e}) \leq M^{\sigma}(\mathbf{e})$ for every $\mathbf{e} \in F^{\sigma}$ because all communication $(f+1)$ uples routed by $\tau_{\mathrm{e}}^{*}$ have the same port (the one of $\tau_{\mathrm{e}}^{*}$ ). Therefore

$$
\begin{align*}
\operatorname{sav}^{*}(\mathcal{C}) & \leq \sum_{\sigma} \sum_{\mathbf{e} \in F^{\sigma}}\left(P^{\sigma}(\mathbf{e})-1\right) \leq \sum_{\sigma} \sum_{\mathbf{e} \in F^{\sigma}}\left(M^{\sigma}(\mathbf{e})-1\right) \\
& \leq \sum_{\sigma} Z^{\sigma}(\mathcal{C}) \leq\left(2^{f}-1\right) Z^{*}(\mathcal{C}) \tag{4}
\end{align*}
$$

Each $\sigma$-based routing list can obviously be computed in polynomial time.
Corollary 4 In the problem with $f$ fields, $f \geq 2$, the General Heuristic is a ( $2^{f}-1$ )-approximation for $f$-Field List Reduction.

Remark 1 The ratio $2^{f}-1$ in Theorem 6 and Corollary 4 comes from the fact that there are $2^{f}-1$ non-empty subsets of $\{1, \ldots, f\}$. We can get better approximation ratio if the set of possible $*-(f+1)$-uples is restricted. For example, if we only allow to have at most one $*$ per $(f+1)$-uple, (as we did in Without-global List Reduction), then we consider only $f$ possible subsets $\sigma$, and so we get an $f$-approximation for this variant.

### 5.5 Improving further

We shall now give a parameter $W(\mathcal{C})$ that can be computed in polynomial time, and which is a better upper bound on $\operatorname{sav}(\mathcal{C})$ than $Z^{-}(\mathcal{C})+Z^{\}(\mathcal{C})$. This parameter is interesting because it often provides a better estimate on how approximate is the solution returned by the Direction-based Heuristic. It is also useful because one can sometimes estimate $W(\mathcal{C})$ for some general cases $\mathcal{C}$ and thus obtain good lower bounds on rmin. An example is given in Theorem 8. For sake of brevity, we do not provide the proofs here. The interested reader is referred to [6].

Let $\mathcal{C}$ be a set of communication triples with destination set $S$ and destination set $T$. Set $n=|S|$ and $m=|T|$. We can order $S$ and $T$ by decreasing order according to the function $M$. That is $M\left(s_{1}\right) \geq M\left(s_{2}\right) \geq \cdots \geq M\left(s_{n}\right)$ and $M\left(t_{1}\right) \geq M\left(t_{2}\right) \geq \cdots \geq M\left(t_{m}\right)$.

The directed $\{0,1, \ldots, n\} \times\{0,1, \ldots, m\}$-grid, denoted by $G_{n, m}$ is the digraph defined by

$$
\begin{aligned}
V\left(G_{n, m}\right)= & \{(i, j) \mid 0 \leq i \leq n \text { and } 0 \leq j \leq m\} \\
A\left(G_{n, m}\right)= & \{((i-1, j),(i, j)) \mid 1 \leq i \leq n \text { and } 0 \leq j \leq m\} \\
& \cup\{((i, j-1),(i, j)) \mid 0 \leq i \leq n \text { and } 1 \leq j \leq m\}
\end{aligned}
$$

For convenience, we set $a^{h}(i, j)=((i-1, j),(i, j))$ and $a^{v}(i, j)=((i, j-$ 1), $(i, j))$.

Let $w_{\mathcal{C}}$ be the weight function defined on $A\left(G_{n, m}\right)$ by
$w_{\mathcal{C}}\left(a^{h}(i, j)\right)=\min \left\{M\left(s_{i}\right), m-j\right\}-1$ and $w_{\mathcal{C}}\left(a^{v}(i, j)\right)=\min \left\{M\left(t_{j}\right), n-i\right\}-1$
and let $W(\mathcal{C})$ be the maximum length of a path in $\left(G_{n, m}, w_{\mathcal{C}}\right)$. (The length of a path is the sum of the weights of its arcs.) Observe that it is attained by a path from $(0,0)$ to one of the sides $\{n\} \times\{0,1, \ldots, n\}$ and $\{0,1, \ldots, n\} \times\{n\}$ because the weight of an arc is negative if and only if it is in $\left\{a^{h}(i, m) \mid 1 \leq i \leq\right.$ $n\} \cup\left\{a^{v}(n, j) \mid 1 \leq j \leq m\right\}$. Therefore $W(\mathcal{C})$ can be computed in polynomial time because the longest path from a vertex $u$ to a set $X$ of vertices in a edge-weighted acyclic digraph is polynomial-time computable.

One can show the following theorem.

Theorem $7 \operatorname{sav}(\mathcal{C}) \leq W(\mathcal{C}) \leq Z^{-}(\mathcal{C})+Z(\mathcal{C}) \leq 2 Z(\mathcal{C})$, for all set of communication triples $\mathcal{C}$.

Estimating $W(\mathcal{C})$ for a full set of communication triples, one shows the following theorem.

Theorem 8 Let $S$ be a set of $n$ sources, $T$ be a set of $n$ destinations. Let $\mathcal{C}$ be a set of communication triples for $S \times T$. If for every source $s$, at most $M$ communications with source $s$ are assigned the same port, and for every destination $t$, at most $M$ of the communications with destination $t$ are assigned the same port, then $\operatorname{rmin}(\mathcal{C}) \geq(n-M)^{2}+2 n-M$ and $\operatorname{rmin}^{*}(\mathcal{C}) \geq(n-M)^{2}+$ $n-M+1$.

The lower bound given by Theorem 8 is better than the one given by estimating $Z(\mathcal{C})$. Indeed, for a set $\mathcal{C}$ as in the above theorem, we have $Z^{-}(\mathcal{C})=$ $Z(\mathcal{C})=Z(\mathcal{C})=n(M-1)$, which yields the lower bound $n^{2}-2 n M+2 n$ for $\operatorname{rmin}(\mathcal{C})$ which is lower than $(n-M)^{2}+2 n-M$. The improvement is particularly dramatic when $M=n / 2$. The lower bound on $\operatorname{rmin}(\mathcal{C})$ given by $Z^{-}(\mathcal{C})+Z^{\mid}(\mathcal{C})$ is $2 n$ while the one given by Theorem 8 is $\frac{n^{2}}{4}+\frac{3 n}{2}$.

For every integers $M$ and $n$ such that $M \leq n$, the bound given by Theorem 8 is tight as there exists a full set $\mathcal{C}$ of triples with $n$ sources and $n$ destinations such that
(i) for every source $s$, at most $M$ communications with source $s$ are assigned the same port,
(ii) for every destination $t$, at most $M$ communications with destination $t$ are assigned the same port, and
(iii) $\operatorname{rmin}(\mathcal{C})=(n-M)^{2}+2 n-M$.
5.6 Approximating 2-Port Without-global Routing List using approximation algorithms for Feedback Arc Set

Van Zuylen [26] gave a 4-approximate polynomial-time algorithm for Feedback Arc Set in complete bipartite tournaments. We can use this approximation algorithm for Feedback Arc Set to build polynomial-time approximation algorithms for some sets of communication triples.

Theorem 9 There is a polyomial-time 4-approximate algorithm for 2-PORT Without-global Routing List restricted to the full sets of communication triples with $n$ sources and $m$ destinations such that $n+m-1 \leq 4 \cdot \min \{n, m\}$.

Proof Let $\mathcal{C}$ be a set of communication triples with two ports, $n$ sources and $m$ destinations such that $n+m-1 \leq 4 \cdot \min \{n, m\}$.

The algorithm proceeds as follows. Using Van Zuylen's algorithm, it finds a feedback arc set $F$ of $D_{\mathcal{C}}$ of size at most $4 \operatorname{fas}\left(D_{\mathcal{C}}\right)$. Then, as in the proof of Lemma 7 , it derives a routing list $\mathcal{R}$ with no global triple of size at most 4 fas $\left(D_{\mathcal{C}}\right)+n+m-1$ which is at most 4 fas $\left(D_{\mathcal{C}}\right)+4 \cdot \min \{n, m\}$ by hypothesis.

Now by Lemma $8, \operatorname{rmin}(\mathcal{C}) \geq \operatorname{fas}(D)+\min \{n, m\}$. Therefore, the size of $\mathcal{R}$ is at most $4 \cdot \operatorname{rmin}(\mathcal{C})$.

We can also derive approximation algorithms for almost full sets of communication triples. For convenience, we present the result when the number of sources equals the number of destinations. They can easily be extended to the case when those numbers differ.

Theorem 10 Let $\alpha$ be a positive real number. There is a polyomial-time $\max \{4,2+2 \alpha\}$-approximate algorithm for 2-Port Without-global RoutING LIST restricted to the sets of at least $n^{2}-\alpha \cdot n$ communication triples with $n$ sources and $n$ destinations.

Proof Let $\mathcal{C}$ be a set of at least $n^{2}-\alpha \cdot n$ communication triples with $n$ sources, $n$ destinations and two ports.

Let $D_{1}$ (resp. $D_{2}$ ) be the digraph obtained by adding an arc st (resp. ts) for each communication $(s, t)$ not appearing in $\mathcal{C}$. Observe that $D_{i}$ corresponds to the set of communication triples obtained from $\mathcal{C}$ by routing all missing communications to the port $p_{i}$. Both $D_{1}$ and $D_{2}$ are bipartite tournaments.

Consider a minimum feedback arc set $S$ of $D_{\mathcal{C}}$, and let $\sigma=v_{1}, \ldots, v_{2 n}$ be an ordering such that $S$ is $\sigma$-feedback. For each missing communication ( $s, t$ ) in $\mathcal{C}$, the arc st is backward if $s=v_{i}, t=v_{j}$ and $j<i$, otherwise it is forward. Observe that st is forward (resp. backward) if and only if $t s$ is backward (resp. forward). Let $B_{1}=\{s t \mid$ st is backward $\}$ and $B_{2}=\{t s \mid s t$ is backward $\}$. Then for $i=1,2, S \cup B_{i}$ is a feedback arc set of $D_{i}$. Moreover $\left|B_{1}\right|+\left|B_{2}\right|=\alpha \cdot n$, so $\min \left\{\left|B_{1}\right|,\left|B_{2}\right|\right\} \leq \frac{\alpha}{2} \cdot n$. Hence

$$
\begin{equation*}
\min \left\{\operatorname{fas}\left(D_{1}\right), \operatorname{fas}\left(D_{2}\right)\right\} \leq|S|+\min \left\{\left|B_{1}\right|,\left|B_{2}\right|\right\} \leq \operatorname{fas}\left(D_{\mathcal{C}}\right)+\frac{\alpha}{2} \cdot n \tag{5}
\end{equation*}
$$

Now our approximation algorithm proceeds as follows. It constructs $D_{1}$ and $D_{2}$, compute a feedback arc set of both and takes the smallest one $S_{m}$. It then returns the routing list $\mathcal{R}$ consisting of the communication triples corresponding to the arcs of $S_{m}$, by adding at most $2 n-1$ appropriate destination or source triples following the proof of Lemma 7 .

Now $|R|<\left|S_{m}\right|+2 n \leq 4 \cdot \min \left\{\operatorname{fas}\left(D_{1}\right), \operatorname{fas}\left(D_{2}\right)\right\}+2 n \leq 4 \cdot f a s\left(D_{\mathcal{C}}\right)+(2 \alpha+2) n$ by Equation (5). But by Lemma $8, \operatorname{rmin}(\mathcal{C}) \geq \operatorname{fas}\left(D_{\mathcal{C}}\right)+n$. Therefore $|R| \leq$ $\max \{4,2+2 \alpha\} \cdot \operatorname{rmin}(\mathcal{C})$.

Problem 3 Can we derive from the fact that Feedback Arc Set is APXcomplete, that 2-Port Without-global Routing List is also APX-complete? For which approximation ratio?

The complementary problem to Feedback Arc Set is the following. Maximum Acyclic Subdigraph:
Input: A digraph $D$, and an integer $k$.
$\overline{\text { Question: Does } D \text { have an acyclic subgraph with at least } k \text { edges? }}$

The number of edges of an acyclic subdigraph of $D$ is denoted $\operatorname{mas}(D)$. Clearly

$$
\operatorname{mas}(D)+\operatorname{fas}(D)=|A(D)| \text { for all digraph } D
$$

Arora et al. [1] proved that Maximum Acyclic Subdigraph admits a polynomial-time approximation scheme on dense instances. A dense digraph is one in which the number of arcs is $\Omega\left(n^{2}\right)$. Hence a natural question is the following:

Problem 4 Does 2-Port Without Global List Reduction admits a polynomial-time approximation scheme on sets of communication triples whose associated digraph is dense?

### 5.7 Polynomial-time algorithm when the associated digraph is acyclic

Theorem 11 There is a polynomial-time algorithm that computes $\operatorname{rmin}(\mathcal{C})$ when $D_{\mathcal{C}}$ is acyclic.

The proof of Theorem 11 is based on the following integer linear programming formulation.

$$
\begin{array}{rrr}
\text { Minimize } & \sum x_{(s, t, p)}+\sum x_{(*, t, p)}+\sum x_{(s, *, p)} & \\
\text { Subject to: } \quad x_{(s, t, p)}+x_{(*, t, p)}+x_{(s, *, p)} \geq 1 & \text { for all }(s, t, p) \in \mathcal{C} \\
\sum_{p} x_{(*, t, p)} \leq 1 & \text { for all } t \in T  \tag{6}\\
\sum_{p} x_{(s, *, p)} \leq 1 & \text { for all } s \in S \\
& x_{(s, t, p)}, x_{(*, t, p)}, & x_{(s, *, p)} \in\{0,1\}
\end{array}
$$

This translates in the following ILP on $D=\mathcal{D}_{\mathcal{C}}$

$$
\begin{array}{cc}
\text { Minimize } & \sum_{a \in A(D)} x_{a}+\sum_{v \in V(D)}\left(x_{v}^{+}+x_{v}^{-}\right) \\
\text {Subject to: } & \begin{array}{r}
x_{u v}+x_{u}^{+}+x_{v}^{-} \geq 1 \\
x_{v}^{+}+x_{v}^{-} \leq 1 \quad \text { for all } u v \in A(D) \\
\\
\\
x_{a}, x_{v}^{+}, x_{v}^{-} \in\{0,1\}
\end{array} \tag{7}
\end{array}
$$

Let us prove that this ILP computes $\operatorname{rmin}(\mathcal{C})$ if $\mathcal{D}_{C}$ is acyclic.
Proposition 3 If $\mathcal{D}_{C}$ is acyclic, then the ILP (6) computes $\operatorname{rmin}(\mathcal{C})$.
Proof Let $x^{*}$ be an optimal solution of the ILP (6) for $\mathcal{C}$ and let $r^{*}$ be the optimal value of the objective function. Let $\mathcal{R}$ be a shortest routing list (with no global triples) emulating $\mathcal{C}$.

Let $x^{\mathcal{R}}$ be the characteristic function of $R$, that is $x_{\tau}^{\mathcal{R}}=1$ if the triple $\tau \in R$, and $x_{\tau}^{\mathcal{R}}=0$ otherwise. For all $(s, t, p) \in \mathcal{C}$, the triple is routed by $\mathcal{R}$ so $x_{(s, t, p)}^{\mathcal{R}}+x_{(*, t, p)}^{\mathcal{R}}+x_{(s, *, p)}^{\mathcal{R}} \geq 1$. Now since $R$ is a shortest list, there is at most one destination triple per destination $t$, so for all $t \in T, \sum_{p} x_{(*, t, p)}^{\mathcal{R}} \leq 1$. Similarly, there is at most one source triple per source $s$, so for all $s \in S, \sum_{p} x_{(s, *, p)}^{\mathcal{R}} \leq 1$.

Therefore, $x^{\mathcal{R}}$ satisfies the constraints of (6). Moreover, by definition $|\mathcal{R}|=$ $\sum x_{(s, t, p)}^{\mathcal{R}}+\sum x_{(*, t, p)}^{\mathcal{R}}+\sum x_{(s, *, p)}^{\mathcal{R}}$. Therefore $r^{*} \leq|\mathcal{R}|=\operatorname{rmin}(\mathcal{C})$.

Reciprocally, let us construct a routing list $\mathcal{R}^{*}$ emulating $\mathcal{C}$ from $x^{*}$. Let $\mathcal{C}^{\prime}$ be the set of communication triples $(s, t, p)$ such that $x_{(s, t, p)}^{*}=1$, let $\mathcal{R}^{\prime}$ be any list over $\mathcal{C}^{\prime}$, and set $\mathcal{C}^{\prime \prime}=\mathcal{C} \backslash \mathcal{C}^{\prime}$. Since $D_{\mathcal{C}}$ was acyclic, $D_{\mathcal{C}^{\prime \prime}}$ is also acyclic. Moreover, the set $Z$ of destination and source triples $\tau$ such that $x_{\tau}^{*}=1$ corresponds to a star cover of $D_{\mathcal{C}^{\prime \prime}}$. Indeed, the first constrainst implies that for every arc $u v$ of $D_{\mathcal{C}^{\prime \prime}}, u \in V^{+}$or $v \in V^{-}$because $x_{(s, t, p)}^{*}=0$, and the second and third constraints imply that two stars have distinct centres. Hence, there is a convenient routing list $\mathcal{R}^{\prime \prime}$ of size $|Z|$ emulating $\mathcal{C}^{\prime \prime}$. The concatenation of $\mathcal{R}^{\prime}$ and $\mathcal{R}^{\prime \prime}$ is then a routing list emulating $\mathcal{C}$. Hence $\operatorname{rmin}(\mathcal{C}) \leq\left|\mathcal{R}^{\prime}\right|+\left|\mathcal{R}^{\prime \prime}\right|=$ $\left|\mathcal{C}^{\prime}\right|+\left|\mathcal{C}^{\prime \prime}\right|=|\mathcal{C}|$.

Lemma 11 ILP (6) can be solved in polynomial time.
Proof Let $\mathbf{M}_{D}$ be the matrix associated to ILP (6). Then $\mathbf{M}_{D}=\left[\mathbf{I} \mathbf{A}_{D}\right]$. Since $\mathbf{A}_{D}$ is totally unimodular, $\mathbf{M}_{D}$ is also totally unimodular. Thus, by classical results due to Hoffman and Kruskal [11], the associated linear programme has an integral solution (if it has one), and so ILP (6) can be solved in polynomial time

Proof (Proof of Theorem 11) It follows directly from Proposition 3 and Lemma 11.

## 6 Conclusion and Open Problems

In this paper, we first provide the hardness of the problem of compressing two dimensional routing tables. We show that the associated decision problems are NP-complete as soon as the number of ports is greater of equal to 2 .

We then propose approximation algorithms. In particular, we provide a simple heuristic, called Direction-based Heuristic which is a 2 -approximation for Without-global List Reduction. However, we believe that more elaborate heuristics for Without-global List Reduction can reach better approximation ratio than 2 . We thus leave as open the following problem.

Problem 5 What is the best approximation ratio for Without-global List Reduction?

We also provide a second heuristic, Global Heuristic, which is a 3-approximation for List Reduction. Note that this heuristic has been tested for data center scenarios in [20]. Similarly, we believe however that the approximation of 3 is not best possible for List Reduction.
Problem 6 What is the best approximation ratio for List Reduction?
We established a strong link between the problems considered in this paper and the Feedback Arc Set problem. It leads us to the following question which we leave as open.

Problem 7 Can we derive from the fact that Feedback Arc Set is APXcomplete, that 2-Port Without-global Routing List is also APX-complete? For which approximation ratio?

Arora et al. [1] proved that Maximum Acyclic Subdigraph admits a polynomial-time approximation scheme on dense instances. A dense digraph is one in which the number of arcs is $\Omega\left(n^{2}\right)$. Hence a natural question is the following:
Problem 8 Does 2-Port Without Global List Reduction admits a polynomial-time approximation scheme on sets of communication triples whose associated digraph is dense?

Last, we succeeded in generalizing the 3-approximation for List ReducTION to a higher number of dimensions to obtain a $\left(2^{f}-1\right)$-approximation for $f$-fields. Could we also generalize the 4 -approximation for Routing List to higher dimensions?

Problem 9 Does $f$-Fields Routing List admit a constant ratio approximation algorithm?
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