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ABSTRACT

In this work we have performed a series of simulations of the atmosphere of GJ 1214b assuming different metallicities
using the Met Office Unified Model (UM). The UM is a general circulation model (GCM) that solves the deep, non-
hydrostatic equations of motion and uses a flexible and accurate radiative transfer scheme, based on the two-stream
and correlated-k approximations, to calculate the heating rates. In this work we consistently couple a well-tested
Gibbs energy minimisation scheme to solve for the chemical equilibrium abundances locally in each grid cell for a
general set of elemental abundances, further improving the flexibility and accuracy of the model. As the metallicity
of the atmosphere is increased we find significant changes in the dynamical and thermal structure, with subsequent
implications for the simulated phase curve. The trends that we find are qualitatively consistent with previous works,
though with quantitative differences. We investigate in detail the effect of increasing the metallicity by splitting the
mechanism into constituents, involving the mean molecular weight, the heat capacity and the opacities. We find the
opacity effect to be the dominant mechanism in altering the circulation and thermal structure. This result highlights
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the importance of accurately computing the opacities and radiative transfer in 3D GCMs.
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1. Introduction

The precise elemental composition of exoplanetary atmo-
spheres is a highly unconstrained quantity and likely de-
pends on several factors. These factors include the com-
position of the initial material from which the planetary
system formed, the local conditions in the proto-planetary
disc at the time of planetary formation, subsequent migra-
tion through the disc and later evolution due to deposition
of material by meteorites or evaporation of the atmosphere
(see Madhusudhan et al. 2016, for a review).

The abundances of the individual elements (H, O, C,
N, K, Li etc) fundamentally determine the overall chemi-
cal composition of the atmosphere, while the local pressure
and temperature determine the distribution of the elements
across all the possible chemical species (CHy, CO, HyO,
Na, LiH etc) in chemical equilibrium. In turn the compo-
sition affects the temperature structure through the opac-
ities and heating rates. Non-equilibrium processes (trans-
port and photochemistry) also have an influence on the
chemical composition and thereby the temperature (Drum-
mond et al. 2016).

Given the uncertainty in the elemental composition of
exoplanetary atmospheres several studies (e.g. Kreidberg
et al. 2014b; Madhusudhan et al. 2014; Wakeford et al.
2017) attempt to fit for the abundances of certain strongly
absorbing chemical species, such as H,O, from observations
which, for example, might provide a constraint on the oxy-
gen abundance. However, such measurements are likely de-
generate with other factors such as the temperature of the
atmosphere and non-equilibrium processes.

Alternatively, several theoretical studies (Moses et al.
2013a,b; Agundez et al. 2014b; Venot et al. 2014; Menou
2012; Kataria et al. 2014; Charnay et al. 2015a) have ex-
plored the parameter space by performing a range of simula-
tions that vary the elemental composition and investigated
the effect on the atmosphere properties, such as the temper-
ature, wind velocities, chemical composition and simulated
transmission and emission spectra.

To date the focus has largely involved varying either
the metallicity or the carbon to oxygen ratio (C/0O). In the
former case the abundances of all elements heavier than
H and He are typically scaled uniformly, meaning that the
ratios between the heavy elements (e.g. C/O, C/N, O/N,
amongst others) remain constant, usually at solar values.
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Other studies have focused on C/O, where the abundance
of C (or O) is varied for a fixed abundance of O (or C).
This quantity has particular interest as it is thought that
C/O varies radially in the protoplanetary disc due to the
progressive condensation of HyO, COy and CO, depending
on the thermodynamical conditions (snow lines), thereby
depleting the gas-phase O and C (e.g. Oberg et al. 2011;
Madhusudhan 2012). The formation mechanism and loca-
tion, and subsequent migration and accretion of gas and
dust, may therefore determine the C/O of the planetary
atmosphere.

Since the formation history and subsequent evolution of
the planet is likely to determine the elemental composition,
it is important to understand how this is likely to affect
the properties of the atmosphere. In this study we investi-
gate how the metallicity affects the thermal structure, cir-
culation and expected emission flux, for the specific case of
the atmosphere of the Neptune-mass exoplanet GJ 1214b.
While we choose to adopt parameters relevant to a partic-
ular planet, we expect the general trends that we find to be
applicable to the wider population of warm, Neptune-mass
exoplanets.

The planet GJ 1214b has been an object of intense study
since its discovery (Charbonneau et al. 2009). It is one of the
few discovered sub-Neptune planets that has the potential
to be characterised using current instruments (Miller-Ricci
& Fortney 2010) due to its orbit around a relatively bright
and nearby M-dwarf. Efforts have been made in several pub-
lished works to measure the transmission spectrum of the
atmosphere which resulted in flat and featureless spectra
using both ground-based (Bean et al. 2010, 2011; Cross-
field et al. 2011; de Mooij et al. 2012; Wilson et al. 2014;
Caceres et al. 2014) and space-based instruments (Désert
et al. 2011; Berta et al. 2012; Fraine et al. 2013). The flat
transmission spectrum was interpreted as being potentially
due to thick clouds at low pressures that provide a grey ab-
sorption or, alternatively, due to an atmosphere with a high
mean molecular weight and therefore small scale height. In
either case, a cloud-free solar composition atmosphere was
effectively ruled out. Only Croll et al. (2011) found evidence
of a non-flat spectrum with a significantly deeper transit
depth at ~ 2.15 pm than at ~ 1.25 pm.

Kreidberg et al. (2014a) obtained a transmission spec-
trum with the Wide Field Camera 3 instrument (Hubble
Space Telescope) that was able to confidently rule out a
cloud-free atmosphere, as the measurements are expected
to be of high enough precision to detect absorption fea-
tures in a high mean molecular weight (cloud-free) atmo-
sphere. While this result suggests that grey absorption due
to clouds is responsible for the flat transmission spectrum
the bulk composition of the atmosphere remains uncon-
strained, with both hydrogen-dominated and high mean
molecular weight atmospheres being possible.

Various modelling efforts have investigated the atmo-
sphere of GJ 1214b. Howe & Burrows (2012) performed a
series of 1D simulations assuming an isothermal atmosphere
and an arbitrary composition of gas-phase species and haze
species (sulphuric acid, Tholins etc). They found a best-
fit to the available data to be a hydrogen-rich atmosphere
with small scattering particles, though atmospheres domi-
nated by other heavier molecules (H5O, N3) could not be
discounted. Miller-Ricci Kempton et al. (2012) found the
effects of photochemistry and vertical mixing on the trans-
mission spectrum to be small since the important changes
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in the mole fractions of the chemical species occured above
the region probed by transmission spectroscopy, using a 1D
chemical kinetics model.

The atmosphere of GJ 1214b has also been investigated
with a number of General Circulation Models (GCMs) that
simulate the 3D fluid flow of the atmosphere. Menou (2012)
considered both a hydrogen-dominated atmosphere (with
1x and 30x solar metallicity), as well as an atmosphere
entirely composed of HoO, using the Intermediate General
Circulation Model (IGCM) that adopts a double-grey ra-
diative transfer scheme. Kataria et al. (2014) also inves-
tigated hydrogen-dominated atmospheres (with 1x, 30x
and 50x solar metallicity), as well as atmospheres dom-
inated by HyO and/or COz, with the SPARC/MITgcm
(Showman et al. 2009) that includes a non-grey radiative
transfer scheme. Finally Charnay et al. (2015a,b) used the
Generic LMDZ GCM to simulate hydrogen-dominated (1x,
10x and 100x solar metallicity) and HoO-dominated atmo-
spheres also with a non-grey radiative transfer scheme. In
each case, it was found that as the metallicity is increased
the circulation transitions towards a state with a stronger
equatorial jet and with an enhanced zonal temperature gra-
dient (day-night temperature contrast).

Zhang & Showman (2017) performed a series of simu-
lations of a ‘GJ 1214b-like’ atmosphere with the MITgcm,
with a Newtonian cooling scheme to represent the thermal
evolution, adopting a range of bulk compositions. In par-
ticular they assumed the atmosphere to be entirely made
of Hy, He, CHy4, H30, CO, N3, O5 or CO,. Using a fixed
radiative equilibrium temperature profile the effect of vary-
ing the mean molecular weight, heat capacity and radiative
timescale on the dynamics and thermal structure was in-
vestigated. Zhang & Showman (2017) found that increas-
ing the mean molecular weight generally leads to decreas-
ing zonal wind velocities in the equatorial jet, with a more
banded structure, and a larger day-night temperature con-
trast. Variations in the heat capacity were shown to be less
important.

In this study we use the Met Office Unified Model (UM)
to simulate the atmosphere of GJ 1214b assuming various
metallicities. To achieve this we have recently coupled a
Gibbs energy minimisation scheme to the UM that calcu-
lates the chemical composition in each grid cell for a gen-
eral set of elemental abundances for the local pressure and
temperature. This represents the first flexible equilibrium
chemistry scheme consistently coupled to a GCM applied
to exoplanets.

2. Model Description and Setup
2.1. The Unified Model (UM)

The UM is a complex atmosphere model used for both
short-term, small-scale numerical weather prediction and
long-term, large-scale climate simulations, originally de-
veloped for applications to the Earth atmosphere. Re-
cent works have extended the models application to hot,
hydrogen-dominated atmospheres (Mayne et al. 2014a,b;
Amundsen et al. 2016; Mayne et al. 2017) and terrestrial
exoplanet atmospheres (Boutle et al. 2017).

A description of the model setup for hydrogen-
dominated atmospheres can be found in Mayne et al.
(2014a) and Amundsen et al. (2016). Here we review some
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of the major aspects of the current model and provide spe-
cific details of the simulations presented in this work.

2.1.1. Dynamics

The most fundamental component of the UM is the dynam-
ical core that solves for the fluid flow of the atmosphere. The
latest version of the UM dynamical core, ENDGame, solves
the non-hydrostatic deep—atmosphere equations of motion
on a rotating sphere (Wood et al. 2014). In contrast, most
other GCMs so far applied to exoplanet atmospheres solve
the hydrostatic primitive equations (e.g. Showman et al.
2009; Menou & Rauscher 2009; Thrastarson & Cho 2010;
Heng et al. 2011), that assume several approximations to
simplify the equations. The details of these approximations,
and their validity, are more fully described in Mayne et al.
(2014a,b).

Mayne et al. (2014a,b) performed a series of idealised
tests to validate the application of the ENDGame dynami-
cal core to solve for the 3D flow over long integration times.
This included several tests under hot Jupiter conditions us-
ing a Newtonian cooling scheme to represent the thermal
evolution of the atmosphere (Mayne et al. 2014a, 2017). In
the current work we solve the ‘full’ equations of motion and
do not invoke the various approximations that lead to the
primitive equations. The UM uses a geometric height-based
(altitude) grid in the vertical domain. We refer the reader
to Mayne et al. (2014a,b) for a more complete description,
however we repeat the equations below to highlight the role
played by the heat capacity and the mean molecular weight,
which both depend on the chemical composition.

The set of five equations solved by the dynamical core
describe the conservation of momentum (one for each di-
rectional component) and the conservation of mass, in ad-
dition to the thermodynamic equation, which are closed by
the equation of state:
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In the above, u, v and w are the wind velocity compo-
nents in the longitudinal (\), latitudinal (¢) and radial (r)
directions, respectively. cp is the specific heat capacity, R
is the specific gas constant, @) is the heating rate, D is the

diffusion operator and k is the ratio cp/R. ¢ is a switch (1
or 0) that enables a quasi-hydrostatic version of the equa-
tions. Py is a reference pressure, p is the density and g(r) is

the height dependent gravity, g(r) = gp (Rp / 7‘)2, where g,
and R, are the surface gravity and planetary radius, respec-
tively. f and f’ are the Coriolis parameters, f = 2Qsin ¢
and [/ = 20 cos ¢, where ) is the planetary rotation rate.

0 and II are the potential temperature and Exner pres-
sure, defined as
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We note that cp and R depend on the chemical compo-
sition and therefore on the assumed metallicity of the atmo-
sphere. Both quantities that appear in the above equations
are treated as globally constant (spatially-invariant) model
parameters. We will return to discuss these parameters in
a following section.

A vertical damping ‘sponge’ layer is applied to reduce
the vertically propagating waves that result from the rigid
boundaries of the model (Mayne et al. 2014a). The magni-
tude of the damping coefficient R,, is given by

C'sin® <;7r (n—ns) (1_&'_0%)) y M2 s
0, n <7s

where C' is a coefficient, 7 is a non-dimensional height and
7s is the start height for the damping. In previous works
(Mayne et al. 2014a; Amundsen et al. 2016) 1 was set to be
a horizontally uniform function of height z,

z
-z 11
"= (11)

where zo, is the height of the top of the atmosphere. Here
we adopt a formulation of 7 that is also a function of lati-
tude,

1n(¢) = — cos(¢) + (1 — cos(¢)),

that effectively increases the vertical extent of the sponge
in the polar regions.

To demonstrate the shape of the vertical damping profile
we show the value of R,, as a function of altitude and lati-
tude in Fig. 1 for one of our simulations. While the height z
at which the vertical damping begins changes for each sim-
ulation, due to differing height grids (see Section 2.3), the
damping starts at approximately the same pressure level.
We note that varying the vertical damping has a small effect
on the atmospheric flow (Mayne et al. 2014a,b).

z

(12)

top

2.1.2. Radiative transfer

The UM includes a sophisticated radiative transfer scheme,
the open-source Suite of Community Radiative Transfer
codes based on Edwards and Slingo (SOCRATES) scheme!

! https://code.metoffice.gov.uk/trac/socrates
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Fig. 1: Value of the vertical damping coefficient R, as a
function of height and latitude for the R1 simulation. The
shape of the damping is similar for other simulations but
shifted in altitude depending on the height of the top of the
atmosphere z,,. The black contour indicates R,, = 0.

(Edwards & Slingo 1996; Edwards 1996), to calculate
the radiative heating rates. SOCRATES, which takes the
two-stream approximation and treats opacities using the
correlated-k method, has been adapted to hot Jupiter-like
conditions (Amundsen et al. 2014, 2017). The UM includ-
ing full radiative transfer calculations has previously been
applied to the atmosphere of the hot Jupiter HD 209458b
(Amundsen et al. 2016).

In the correlated-k method, the line-by-line opacities are
approximated by a smaller number of k-coefficients to im-
prove the computational efficiency. We have used the same
k-coefficients as in Amundsen et al. (2014, 2016) and we re-
fer the reader to that work for further details on the calcula-
tion of the k-coefficients and sources of the line-lists. The k-
coefficients of the individual gases (H,O, CHy4 etc) are com-
bined on-the-fly in the model using the method of equiv-
alent extinction (Edwards 1996; Amundsen et al. 2017)
which requires the mole fractions of the opacity species.

The k-coefficients used here were originally tested un-
der hot Jupiter-like conditions and irradiation due to a
HD 209458b star (Amundsen et al. 2014). To test the ac-
curacy for the temperature and composition conditions ex-
plored in this work we compared the heating rates derived
from a calculation assuming the correlated-k method with
a calculation using the full line-by-line method. We found
errors in the heating rate to be <10%, similar to the er-
rors found for hot Jupiter-like conditions (Amundsen et al.
2014, 2017).

During the main model integration the radiative trans-
fer scheme splits the spectrum into 32 radiative bands. How-
ever, following the main model integration we restart the
model and integrate for several planetary orbits using a
higher spectral resolution (500 bands) in order to calculate
the spectral emission from the top of the atmosphere, as
detailed in Boutle et al. (2017).

The divergence of the radiative flux across each grid cell
is converted into a heating rate (in K s=!) using the heat
capacity of the gas. In contrast to cp that appears in the set
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of equations solved by the dynamical core (Section 2.1.1)
the heat capacity here can be calculated locally in each grid
cell. We therefore carefully distinguish between the heat
capacity that appears in Egs. (1) to (6) that we call ¢p gyn
with the heat capacity used to compute the heating rate
that we call cpraq. Of course, these quantities should ideally
be consistent and identical.

2.1.3. Chemistry

In previous UM simulations of hydrogen-dominated atmo-
spheres (Amundsen et al. 2016) we adopted the analyti-
cal solution to chemical equilibrium of Burrows & Sharp
(1999). This scheme provides a highly computationally ef-
ficient means of calculating the mole fractions of CO, CHy,
H>0O, NH3 and Ny under the assumption of a hydrogen-
dominated mixture with roughly solar abundances of the el-
ements and high temperatures. In addition, the abundances
of the alkali species were estimated by assuming that the
monatomic species (Na, K etc) were present in their solar
elemental abundances above some critical temperature, and
had zero abundances below (Amundsen et al. 2016) due to
conversion into alkali chlorides (NaCl, KCI etc) at cooler
temperatures.

In this work we improve on this method by consistently
coupling a Gibbs energy minimisation scheme to the UM
to enable the calculation of the equilibrium mole fraction
of a large number of chemical species in each model grid
cell under a wide range of thermodynamical conditions and
for a general set of elemental abundances. This scheme is
more flexible than our previous method, as it can handle the
chemistry of a much wider range of species, and is accurate
for a significantly larger region of parameter space.

The Gibbs energy minimisation scheme has previously
been described in Drummond et al. (2016) and was origi-
nally developed within the 1D /2D atmosphere code ATMO
(Tremblin et al. 2015, 2016, 2017; Drummond et al. 2016). It
is possible to include equilibrium condensation in the calcu-
lation, however in the present work we assume a gas-phase
only composition. The mole fractions are calculated inde-
pendently in each model grid cell. We compute the abun-
dances of 41 gas-phase species in total: Hy, CO, H2O, Oq
CHy, COs, No, He, Ar, NH,, NH3, Na, NaH, NaOH, NaCl,
K, KH, KOH, KCl, Cl, HCI, ClO, Cl,, Ti, TiO, V, VO,
F, HF, Li, LiCl, LiH, LiF, Cs, CsCl, CsH, CsF, Rb, RbCl],
RbH and RbF.

Our decision to neglect equilibrium condensation is
likely to have some effect on the final calculated mole frac-
tions of several species. In particular, the formation of sil-
icates and other oxygen containing condensates at high
pressures and temperatures is expected to reduce the oxy-
gen abundance at lower pressures/temperatures (e.g. Bur-
rows & Sharp 1999). Some previous studies take this effect
into account simply by reducing the oxygen abundance by
~ 20% (e.g. Moses et al. 2011; Venot et al. 2012). However,
the elemental abundance of exoplanet atmospheres is highly
unconstrained and therefore here we simply adopt the solar
elemental abundances and focus on the overall trend in the
atmospheric properties as the metallicity varies.

In addition to potential effects on the oxygen abun-
dance, the temperatures expected in the atmosphere of
GJ 1214b lie around the condensation temperatures of vari-
ous alkali species (e.g. NagS, KC1). Therefore, the neglect of
condensation may lead to overpredictions of the gas-phase
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abundance of some alkali species. However, these species
primarily absorb in the optical wavelengths (A < 107 m)
and since GJ 1214 is a relatively cool star the peak in the ir-
radiation spectrum lies towards longer wavelengths and we
do not expect absorption due to the alkali species to have a
major influence on the temperature profile. Hot Jupiters, on
the other hand, typically orbit hotter stars and absorption
at short wavelengths due to the alkali species has significant
influence on the temperature structure.

We assume the solar elemental abundances of Caffau
et al. (2011). To vary the metallicity we simply multiply
the fractional abundances of each element, except H and
He, by the relevant factor and renormalise so that the sum
of the fractional abundances is unity.

We calculate the specific heat capacity of the mixture
following Kataria et al. (2014) as

cp(T) = Z cpi(T) fi,

%

(13)

where cp;(T') and f; are the specific heat capacity and mole
fraction, respectively, of the species ¢ and the sum is over
the total number of species in the mixture. Similarly, we
compute the mean molecular weight u as

p="> mifi,

where m; is the molar mass of the species i. R is related to
u as R = R/u where R is the molar gas constant.

(14)

2.2. Simulations of GJ 1214b

To investigate the effect of metallicity on the properties of
the atmosphere we perform a series of simulations with 1x,
10x and 100x solar composition.

The metallicity fundamentally determines the mole frac-
tions of the individual chemical species via the elemental
abundances. The effect that this has on the atmosphere
can be split into several mechanisms:

1. Dynamical: cpqyn and R that appear in the equations
solved by the dynamical core (Section 2.1.1)

2. Radiative heat capacity: the heat capacity cpraq deter-
mines the temperature response of the atmosphere for
a given heating rate

3. Opacities: the opacities control the magnitude and lo-
cation of radiative absorption, emission and scattering
and hence on the heating.

Previous studies (Menou 2012; Kataria et al. 2014;
Charnay et al. 2015a) investigated the effect of varying all
three (1-3) simultaneously. Zhang & Showman (2017), on
the other hand, considered the dynamical effect as well as
varying the radiative timescale (effectively a parameterisa-
tion of the heating rates) (1-2) in isolation from the opacity
effect. Here we design a set of simulations to investigate the
importance of each of the above mechanisms consistently
within the same model.

The simulations R1, R10 and R100 include the effect
of all three mechanisms (1-3) for 1x, 10x and 100x solar
metallicity, respectively. We then investigate the dynami-
cal effect (1) in isolation with simulations D10 and D100,
for 10x and 100x solar metallicity, by only varying cp ayn
and R. Finally, we determine the combined dynamical and

Table 1: A summary of the simulations

Cp,dyn R cprad  Opacities
R1 1x 1x 1x 1x
R10 10x 10x 10x 10x
R100 100x 100x 100x 100 x
D10 10x 10x 1x 1x
D100 100x 100x 1x 1x
C10 10x 10x 10x 1x
C100 100x 100x 100x 1x

radiative heat capacity effects (1-2) in the simulations C10
and C100, for 10x and 100x solar metallicity respectively.
This set of simulations are summarised in Table 1.

The model parameters cpqyn and R are globally and
temporally constant values in the current implementation
of the UM. We estimate these values a priori for each simu-
lation. For the R1, R10 and R100 simulations we compute
the mole fractions of the set of chemical species in each
grid cell for the set of elemental abundances consistent with
1x, 10x and 100x solar, respectively. These mole fractions
are then used to compute both the opacities and cpraq in
each grid cell. On the other hand, for the D10 and D100
simulations we compute the mole fractions assuming so-
lar elemental abundances, and compute the opacities and
cprad from these. Finally, in the C10 and C100 simulations
we also compute the opacities using mole fractions that are
consistent with 1x solar metallicity, but set cprad = cp,dyn-

We do not consider higher metallicities as our current
model assumes the atmosphere to be hydrogen-dominated.
For 100x solar composition hydrogen and helium comprise
~ 90% of the gas mixture (fm, + fue ~ 90%). For sig-
nificantly larger metallicities the atmosphere is no longer
hydrogen-dominated as molecules such as HoO and COg be-
come more abundant than Hy and He (Moses et al. 2013a).
In this case line-broadening due to additional species is re-
quired (e.g Hedges & Madhusudhan 2016). This presents
a challenge in terms of the availability of the data for the
relevant pressures and temperatures (Fortney et al. 2016)
as well as an increase in computational cost due to the ad-
dition of more opacity species.

2.3. Model setup and parameters

We adopt the planetary, stellar and orbital parameters for
the GJ 1214 system from Carter et al. (2011) and these are
summarised in Table 2. For the stellar irradiation spectrum
we assume a Phoenix BT-Settl model (Allard et al. 2012)
with effective temperature Teg = 3200 K, surface gravity
log g = 5.0 and solar metallicity.

We integrate each simulation for 800 Earth days (~
7 x 107 s) until the maximum wind velocities have ceased
to evolve. Due to the very long radiative and dynamical
timescales in the deep atmosphere this cannot be described
as a true steady state of the system, and the deep atmo-
sphere (P > 10° Pa) is almost entirely determined by the
initial condition (Mayne et al. 2014a, 2017). Tremblin et al.
(2017) recently showed using the 2D steady-state model
ATMO that the deep atmosphere is warmer than predicted
by 1D radiative-convective models, possibly due to the ad-
vection of potential temperature. It is not feasible to run
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Fig. 2: Figures showing the pressure-temperature profile
(top), mean molecular weight (middle) and heat capac-
ity (bottom) calculated for GJ 1214b from the 1D ATMO
model, assuming 1x (blue), 10x (green) and 100x (red) so-
lar metallicity. Dashed lines indicate the arithmetic mean
calculated from these profiles that are used in the 3D UM
simulations.

GCMs for long enough integration times for the deep at-
mosphere to converge, though previous simulations have
shown that the deep atmosphere does appear to evolve to-
wards higher temperatures (Amundsen et al. 2016).
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Fig. 3: Figures showing the chemical equilibrium abundance
profiles of the major species for GJ 1214b from the 1D
ATMO calculation, assuming 1x (top), 10x (middle) and
100x (bottom) solar metallicity.

In previous UM simulations (Amundsen et al. 2016) the
chemical abundances were computed at each radiative time
step. Since the coupled Gibbs energy minimisation scheme
is significantly more computationally expensive than the
previous methods it is desirable to perform the chemistry
calculations less frequently. We tested a range of chemical
time steps, from 150 s (equivalent to one radiative time
step) to 3000 s (equivalent to twenty radiative time steps)
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Table 2: Model parameters for GJ 1214b

Parameter Value
Radius, R, 1.45x107 m
Mass, M, 3.80x10% kg
Semi major axis, a 1.23x1072 AU
Surface gravity, gsurt 12.2 m s—2
Intrinsic temperature, Ty 100 K
Lower boundary pressure, Pyottom 2x107 Pa
Rotation rate, 4.60x107° s7!
Vertical damping coefficient, R, 0.20
Vertical damping extent, 7 0.70
Horizontal resolution 144 <90
Vertical resolution 66
Dynamical time step 30 s
Radiative time step 150 s
Chemical time step 3000 s

and found negligible difference between the results; the
zonal-mean zonal wind and global maximum wind veloc-
ities showed differences of < 0.1%. We therefore adopt the
longest chemical time step that we tested which provides a
significant increase in efficiency while retaining a high level
of accuracy, in terms of the resulting wind velocities.

We use slightly different values for the vertical damp-
ing compared with Mayne et al. (2014a,b) and Amundsen
et al. (2016). We found that the R100 simulation failed in
the early stages of the calculation, while the model is far
from a steady-state, due to a transient numerical instability
with rapidly oscillating features in the vertical wind field.
The exact cause of this remains unclear but the features
coincide with a sharp gradient in the HyO, CH4 and CO
mole fractions (Fig. 3 illustrates such a feature) and may
therefore be due to sharp vertical gradients in the heating
rates. We found that adjusting the magnitude (C' = 0.20),
vertical extent (ns = 0.70) and shape (polar-dipped, rather
than horizontally-uniform) of the sponge layer was sufficient
to avoid this numerical instability. We do not expect this
to significantly effect the resulting wind velocities (Mayne
et al. 2014a,b). Eventually the oscillations reduce, and do
not reappear, as the model is integrated to longer times.
For consistency we adopt the same sponge parameters for
all simulations presented here. We note that such an in-
stability is unlikely to occur in the case of non-equilibrium
chemistry where the abundances are expected to be well-
mixed (Cooper & Showman 2006; Agindez et al. 2014a),
removing sharp gradients in the abundances.

The mean molecular weight of the atmosphere increases
with metallicity thereby causing the pressure to decrease
with altitude more rapidly. As the UM is a geometric
height-based model we adjust the height of the upper
boundary zi, to capture similar pressure ranges in each
simulation. The values of z,, used for each simulation are
shown in Table 3. In each case the resulting minimum pres-
sure at the upper boundary is ~1 Pa and the vertical damp-
ing begins at approximately the same pressure level in each
simulation.

2.4. Initial Conditions

Each simulation is initialised with zero winds and a hori-
zontally uniform thermal profile, as done for most previous
GCM simulations of hot exoplanets (e.g. Amundsen et al.
2016; Showman et al. 2009; Kataria et al. 2014). We ini-
tialise the UM with a 1D ATMO thermal profile, computed
using the same planetary and stellar parameters (Table 2);
we assume a zenith angle of cosf = 0.5 and an efficient
redistribution of heat by reducing the incoming irradiation
by a factor 0.5.

We calculate 1D ATMO thermal profiles assuming 1x,
10x and 100x solar metallicity which are used to initialise
the R1, R10 and R100 UM simulations, respectively, and
are shown in Fig. 2. As the metallicity is increased the
dayside-average thermal profile shows an overall increase
in temperature, a trend also seen in previous 1D models of
hot exoplanet atmospheres (e.g. Agtindez et al. 2014b), due
to increases in the overall atmospheric opacity. The D10,
D100, C10 and C100 simulations are all initialised with the
1x solar thermal profile.

The chemical equilibrium abundances of several impor-
tant species are shown in Fig. 3 for each of these initial
thermal profiles. Generally the composition is dominated
by Hy and He (the latter not shown) with HoO, CH4 and
N5 being the most abundant trace species, and CO and NHg
having smaller abundances. As the metallicity increases the
abundances of these species increases at the expense of Hy
and He. For the 100x solar case CO becomes more abun-
dant than CHy4 for some pressures. In Fig. 3 we show the
abundances of CO5 and HCN, to illustrate their increasing
abundance with metallicity. However, we do not currently
include these species in the opacity calculations in our 3D
model.

We estimate the global values of cpqyn and R from these
1D profiles. We first calculate p and cp for each level of
the 1D profile and then perform an arithmetic mean (not
weighted) along the profile to estimate a mean global value.
The 1D profiles of y and cp as well as the arithmetic mean
for each metallicity case are shown in Fig. 2. The arithmetic
mean values used in the UM simulations are also shown in
Table 3.

As the metallicity is increased p increases due to the
relatively larger abundances of species heavier than Hs and
He. As the metallicity increases from 1x to 100x solar p
increases from 2.33 g mol~! to 4.34 g mol~!. The specific
heat capacity decreases from ~ 1.2 x 10* J kg™* K~ to
~7Tx10% Jkg P KL

3. Results

In this section we present the results from our GCM sim-
ulations of GJ 1214b, focussing on the thermal structure,
the circulation and the emission from the top of the atmo-
sphere.

3.1. The thermal structure

Fig. 4 shows the temperature and horizontal wind veloc-
ity vectors on a surface of constant pressure at 100 Pa for
each simulation. For R1 the dayside hemisphere is generally
warmer than the nightside hemisphere. The highest tem-
peratures occur at a longitude of ~ 230°, which is shifted
eastwards from the sub-stellar point (180°). The meridional
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Fig. 4: Temperature (colour scale) and horizontal wind velocities (vector arrows) on a surface of constant pressure at

P =100 Pa for each simulation after 800 days.
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Fig. 5: As Fig. 4 but at P = 3000 Pa.
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Table 3: Simulation specific parameters

R1 R10 R100 D10 and C10 D100 and C100
Specific heat capacity, ¢, ayn [J kg™" K~ 12343 11518 7025 11518 7025
Specific gas constant, R [J kg™' K] 3573.5 3299.1 1917.3 3299.1 1917.3
Height of upper boundary, ztop [x10° m] 4.9 5.5 2.4 4.5 2.3

temperature gradient is more significant than the zonal
temperature gradient for R1 at this pressure level. The high
latitude regions are more than 100 K cooler than the equa-
torial regions, while the maximum zonal temperature dif-
ference is ~ 50 K. The wind velocity vectors show a rather
uniform eastward flow for most of the latitude range.

The R10 and R100 simulations show the trend of a pro-
gressively warmer dayside and cooler nightside as the metal-
licity is increased. This results in a significantly larger zonal
temperature gradient for R100 compared with R1. The lo-
cation of the hot spot has also shifted westwards (~ 190°),
closer to the sub-stellar point. A change is also apparent in
the horizontal wind vectors with a more significant merid-
ional (poleward) component for latitudes > 50° in R100,
compared with the largely eastward flow in R1.

The D10 and D100 simulations allow us to isolate the
dynamical effect from the radiative heat capacity and opac-
ity effects. There is a negligible variation in temperature
and horizontal wind vectors at 100 Pa between the simu-
lations R1, D10 and D100. This test indicates a negligible
impact of the dynamical effect on the thermal structure
when the metallicity is varied between 1x and 100x solar.

We investigate the combined dynamical and radiative
heat capacity effects in the C10 and C100 simulations. The
effect of increasing the metallicity has a small impact on
the thermal structure with a slight increase in the zonal
temperature gradient. This indicates that the radiative heat
capacity effect is more important than the dynamical effect,
though less important than the opacity effect.

Fig. 5 shows temperature and horizontal wind velocity
vectors at a deeper pressure level of 3000 Pa. At this pres-
sure we find all simulations have no significant zonal tem-
perature gradient with the largest temperature gradient oc-
curing between the poles and the equator. This meridional
temperature gradient increases significantly as the equato-
rial region becomes hotter as the metallicity is increased in
the R10 and R100 simulations. The D10, D100, C10 and
C100 show negligible difference with the R1 simulation at
this pressure level. This demonstrates the much greater im-
portance of the opacity effect over both the dynamical and
radiative heat capacity effects.

Fig. 6 shows a series of thermal profiles extracted from
the 3D grid around the equator (¢ = 0°) for a series of
longitude points for the simulations R1, R10 and R100.
The 1D ATMO thermal profiles used to initialise each 3D
simulation are also shown. Generally we find that the tem-
perature is uniform around the equator for P > 10° Pa.
For smaller pressures the zonal temperature gradient tends
to increase with decreasing pressure. As the metallicity is
increased (when included all three of the dynamical, heat
capacity and opacity effects) the temperature of the day-
side typically becomes warmer while the nightside becomes
cooler, between 1 < P < 10° Pa.

The thermal profiles follow the 1D ATMO thermal pro-
file reasonably closely for most of the pressure range. At low
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pressures the profiles sampled from the dayside are typically
warmer than the 1D ATMO profile while the profiles sam-
pled from the nightside are typically cooler. For high pres-
sures P 2> 10° Pa the UM thermal profiles follow the initial
1D ATMO profile almost exactly. As previously noted, at
these pressures the dynamical and radiative timescales are
very long and the results of the 3D simulation here are es-
sentially set by the initial condition.

Fig. 7 shows a series of thermal profiles extracted from
a series of latitude points on the dayside (A = 180°) and on
the nightside (A = 0°). Comparing with Fig. 6, it is appar-
ent that the meridional temperature gradient is generally
more significant than the zonal temperature gradient for
GJ 1214b, for each of the R1, R10 and R100 simulations.
In each case the variation in temperature with latitude re-
mains significant down to a pressure of P ~ 10 Pa. As the
metallicity increases, the meridional temperature gradient
increases across a broad range of pressures.

Fig. 9 shows the difference between the maximum and
minimum latitudinally-averaged temperature for each sim-
ulation. The largest temperature difference occurs for the
R100 simulation with AT ~ 200 K at 100 Pa, followed by
the R10 simulation with AT ~ 100 K. The temperature dif-
ference for the D10 and D100 simulations does not change
significantly compared with R1. The maximum zonal tem-
perature is increased in C100 with AT ~ 100 K at 100 Pa,
compared to AT ~ 25 K for R1.

The dayside average heating rates are shown in Fig. 8.
The heating rates increase significantly in both R10 and
R100 compared to R1, highlighting the importance of the
opacity effect. In contrast, the heating rate increase is
smaller for C100 and there is negligible change in the heat-
ing rates for D10, D100 and C10. These heating rate profiles
are consistent with the changes in the thermal structure.

In summary, we find that as the metallicity is increased
the combined result of the dynamical, radiative heat capac-
ity and opacity effects is to increase the zonal temperature
gradient, as the dayside becomes warmer and the nightside
becomes cooler. In addition, the hot spot moves closer to
the sub-stellar point as the metallicity increases. However,
the dominant temperature gradient for the atmosphere of
GJ 1214b is generally in the meridional rather than zonal
direction.

We find that the opacity effect is much more important
than both the dynamical and radiative heat capacity effects,
and leads to the largest changes in the thermal structure
as the metallicity is increased. The dynamical effect was
found to have a negligible impact on the temperature. The
radiative heat capacity effect produced similar results to the
combined effect, with an increasing zonal temperature gra-
dient, but to a smaller degree. The opacity effect was there-
fore found to be the most important factor in determining
the thermal structure, as the metallicity is increased.
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Fig. 6: Pressure-temperature profiles extracted from the
3D grid at the equator (¢ = 0°) for various longitudes,
for the R1 (top), R10 (middle), R100 (bottom) simula-
tions. Profiles taken from the dayside are shown in solid red
lines while profiles from the nightside are shown in dashed
blue lines. The black solid line is the 1D ATMO pressure-
temperature profile used to initialise the 3D simulation.

3.2. Zonal-mean zonal wind

A very informative quantity often used to interpret the large
scale flow is the zonal-mean zonal wind (@) pattern, shown
in Fig. 10 as a function of pressure and latitude for each sim-
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Fig. 7: As Fig. 6 but showing profiles over a series of lat-
itudes for longitudes of A = 180° (dayside, solid red) and
A = 0° (nightside, dashed blue).

ulation. This is the zonal component of the wind averaged
over all longitudes. We also perform a temporal average
between 600 and 800 days; by 600 days the wind velocities
for P < 10° Pa have reached a steady-state. We note that
the total axial angular momentum was conserved to within
99.9% for all simulations.

The R1 simulation, with 1x solar metallicity, shows a
large scale eastward (prograde) circulation across a wide
latitude and pressure range with typical wind velocities of
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@ ~ 1000 m s~!'. There are three maxima in %, one each
at high latitudes (¢ ~ £70°) and another at the equator.
Within the equatorial jet is a maximum % > 1400 m s~1. At
high pressures is a region of westward flow with relatively
small velocities of a few hundred m s~1.

The velocities in the equatorial jet increase significantly
in the R10 simulation, compared to R1, with 4 ~ 2400 m
s~!in the core of jet (the jet core being the region where %
is a maximum). The zonal wind velocities at other latitudes
outside the equatorial jet are similar to R1. In the R100 sim-
ulation, the wind velocities generally decrease, both within
the jet and for higher latitudes, compared to R10. However,
the jet penetrates to deeper pressure levels compared with
both R1 and R10. The maximum equatorial wind veloci-
ties are 4 ~ 2200 m s~ ! in the R100 simulation. Generally,
as the metallicity is increased, the atmosphere transitions
from one with a large-scale eastward flow at solar metallic-
ities to one with a dominant equatorial jet at 10 and 100x
solar metallicity.

There is also some evolution in the zonal-mean zonal
wind for the D10 and D100 simulation, considering only
the dynamical effect. As the metallicity is increased @ also
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increases within the equatorial jet, but decreases for higher
latitudes. The latitudinal width of the equatorial jet ap-
pears to slightly decrease in the D100 simulation compared
with the R1 simulation.

When the radiative heat capacity effect is included, in
addition to the dynamical effect, the impact of increasing
the metallicity is larger. In the C100 simulation, the equa-
torial wind velocities are larger than in the D100 simula-
tion. The vertical extent of the equatorial jet is also greater
with the base of the jet reaching P ~ 10° Pa, compared to
P ~ 10* Pa in the D100 simulation.

3.3. Emission phase curves

In this section we present the emission phase curves for each
simulation to assess their dependence on the metallicity of
the atmosphere.

Fig. 11 shows the calculated emission phase curve of
each simulation in the 3.6 and 4.5 pm Spitzer/IRAC chan-
nels. We show the ratio of the planet-to-star flux Fy,/F; as a
function of time and phase angle. The 3.6 pm channel cov-
ers a methane absorption feature while the 4.5 pm channel
contains absorption due to CO and COs (however CO5 is
not included as an opacity source in the present model).

In the 3.6 pm channel increasing the metallicity leads to
a progressive increase in the peak amplitude of the phase
curve when the opacity effect is included (i.e. from R1 to
R100). Since F,, is strongly dependent on the tempera-
ture of the atmosphere in the region of the photosphere,
this is a result of the increasing zonal temperature gra-
dient with metallicity; and therefore a warmer dayside and
cooler nightside. In addition, the peak in the emission phase
curve shifts closer towards secondary eclipse (a phase angle
of 180°) which corresponds to the hot spot shifting closer
to the sub-stellar point.

When including only the dynamical effect (D10 and
D100) the peak amplitude and phase offset are not effected
by metallicity, however at all phase angles there is a pro-
gressive decrease in F},/Fy. The C10 and C100 phase curves
are similar to D10 and D100, except C100 shows a slight in-
crease in amplitude caused by a slight increase in the zonal
temperature gradient due to the radiative heat capacity ef-
fect.
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Fig. 10: Zonal-mean zonal wind for each simulation. The figures show a temporal average between 600 and 800 days
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In the 4.5 pym channel the phase curves for all simula-
tions are generally flatter than at 3.6 pm. An increase in the
peak amplitude is seen moving from the R1 to R100 simula-
tions, as at 3.6 pm, but to a smaller degree. The phase offset
does not appear to vary significantly as the metallicity is
increased. F,/F; decreases with increasing metallicity for
the D10 and D100 (as well as C10 and C100) simulations,
similar to the case at 3.6 pm.

4. Discussion
4.1. The effect of metallicity on the atmosphere

In this work we have investigated the effect of metallicity
on the circulation and thermal structure of the atmosphere
by breaking the mechanism into three components:

1. the dynamical effect
2. the radiative heat capacity effect
3. the opacity effect.

Our results indicate that the opacity effect is the domi-
nant mechanism that leads to changes in both the dynamics
and thermal structure as the metallicity is varied.

4.1.1. The dynamical effect

The dynamical effect is due to the appearance of the com-
position dependent variables R = R/u and cp in the set
of equations solved by the dynamical core (Section 2.1.1).
From our simulations we find a negligible impact on the
thermal structure due to the dynamical effect but a small
impact on the zonal-mean zonal wind. As the metallicity is
increased from 1x to 100x solar @ slightly increases in the
equatorial jet and decreases for other latitudes. The latitu-
dinal width of the equatorial jet also appears to decrease.
The Rossby deformation radius (Lg) is an informative
length scale of the atmosphere that characterises at what
point rotational effects become as important as gravity and
bouyancy effects. This length scale indicates the typical size
of dynamical features in the atmosphere. Lz can be approx-
imated at the equator (e.g. Zhang & Showman 2017) as

f 3

1/4

RT ( R 0lT
m(aa_alnP) -

where N is the Brunt-Viisiild frequency, H is the scale
height and 3 is the meridional gradient of the Coriolis pa-
rameter. Here Cp is the molar heat capacity and R = 8.314
J mol~! K~ is the molar gas constant, not to be confused
with cp and R.

Using Eq. (15) we can see that as p increases Lp de-
creases and the size of the typical dynamical features should
decrease. In addition, for a fixed profile of P and T, Lg
decreases as the molar heat capacity Cp increases. In our
simulations, both p and Cp increase as the metallicity is
increased, therefore reducing Lp. This is reflected in the
zonal-mean zonal wind (Fig. 10) as the equatorial jet be-
comes narrower in latitudinal extent as the metallicity is
increased.

Article number, page 14 of 19

4.1.2. The radiative heat capacity effect

The second mechanism is due to the composition dependent
heat capacity (in our simulations cpaq) that is used to cal-
culate the heating rate of the atmosphere in K s~!. Our re-
sults show that the radiative heat capacity effect has a small
impact on the thermal structure, with the dayside becoming
warmer and nightside becoming cooler as the metallicity is
increased from 1x to 100x solar. In addition, the radiative
heat capacity effect results in larger u in the equatorial jet.

As the metallicity is increased cpraq decreases result-
ing in a larger temperature response of the atmosphere to
a given net energy change. A decrease in cp,aq therefore
naturally leads to a warmer dayside and cooler nightside if
all other parameters are similar. In addition, since it is the
day-night temperature contrast that is suggested to drive
the equatorial jet (Showman & Polvani 2011; Mayne et al.
2017), an increase in the zonal temperature gradient leads
to a larger u in the jet.

4.1.3. The opacity effect

As the metallicity of the atmosphere varies the most fun-
damental consequence is to change the mole fractions of
the individual chemical species. The opacity effect is due
to the varying abundances of the absorbing species. Our
simulations show the opacity effect to be the most impor-
tant of the three effects that we considered, leading to the
largest changes in the dynamics and thermal structure as
the metallicity is increased. The day-night temperature con-
trast increases significantly as the metallicity is increased
from 1x to 100x solar. In turn, the increased zonal tem-
perature gradient leads to changes in the circulation, which
in our simulations generally results in a deeper and faster
equatorial jet with weaker zonal-mean zonal winds at higher
latitudes.

As the metallicity is increased the relative abundances
of strongly absorbing gas-phase species such as HoO, CHy
and CO increase, at the expense of Hy and He. Overall, this
increases the opacity of the atmosphere leading to shallower
heating. Since the radiative timescale scales with the pres-
sure (Tyaq < P) the heating is occuring in a region with a
faster radiative timescale and heat is less efficiently trans-
ported from the dayside to the nightside. Ultimately this
results in a warmer dayside, cooler nightside and a hot spot
that is closer to the sub-stellar point.

4.1.4. Mechanisms that affect the phase curve

Changes in the dynamics and thermal structure due to the
dynamical, radiative heat capacity and opacity effects have
an impact on the expected emission of the atmosphere. In
particular, when including all three of the effects, the peak
amplitude and phase offset change significantly in the 3.6
nm Spitzer/IRAC channel, with a smaller effect in 4.5 pm
channel. Since the emission is strongly dependent on the
temperature of the atmosphere at the photosphere this in-
dicates a change in the temperature structure in that re-
gion.

In Fig. 12 we show the contribution (or weighting) func-
tion (e.g. Griffith et al. 1998; Knutson et al. 2008; Drum-
mond et al. 2016) for the 1x and 100x solar 1D ATMO sim-
ulations. The maximum of the contribution function can be
used to estimate the pressure level of the photosphere Pypot,
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Fig. 11: Emission phase curves for each simulation for the Spitzer/IRAC 3.6 nm (left) and 4.5 nm (right) channels.

from which the top of atmosphere flux originates from. We
use these contribution functions to approximate Pyt for
each of the 3D simulations, which are shown in Table 4
along with the corresponding altitude zpnoi. We estimate
Pponot for R1, R10 and R100 using the 1x, 10x and 100x
solar metallicity ATMO results, respectively, while we use
the 1x solar metallicity ATMO result for D10, D100, C10
and C100.

In the 3.6 pm channel Pppot ~ 10% Pa and Pohot ~ 102
Pa for the R1 and R100 simulations, respectively. Compar-
ing these pressures with the thermal profiles of each simu-
lation (Fig. 6) it is clear that at these pressure levels there
is a significant zonal temperature gradient, with a max-
imum day-night temperature contrasts of ~ 200 K in the
R100 simulation. On the other hand, the emission in the 4.5
pm channel originates from deeper in the atmosphere with
Ponot ~ 10* and Ponot ~ 103 for R1 and R100, respectively.
For these pressure levels the zonal temperature gradient re-
mains relatively small (Fig. 6) and we would expect smaller
peak amplitudes in the emission phase curves.

The dynamical effect also has some impact on the emis-
sion of the atmosphere with F},/Fy decreasing progressively
from R1 to D100. As has been demonstrated previously
(Section 3.1) the change in temperature between these sim-
ulations is negligible. However, the increase in mean molec-
ular weight decreases the vertical scale height and the pres-
sure decreases more rapidly with altitude. This is demon-
strated in Fig. 13 where we show the pressure as a function
of altitude for each simulation. Therefore, an emitting sur-
face at a constant pressure level will correspond to a smaller
altitude as the metallicity increases, due to the dynamical
effect. The decrease in F},/Fy from R1 to D100 is caused by
a reduction in the surface area of the photosphere as zphot
decreases with increasing metallicity, primarily due to the
increasing mean molecular weight.

In general F},/Fs depends on the ratio of the radius of
the planetary photosphere (Rphot) and the stellar radius

(Rs),

(16)

Since in our simulations Fy and Ry are constant we neglect
them and rewrite Eq. (16) as
Fy() o (Bp + zpnot (V) (17)
where R, is the wavelength-independent radius of the bulk
planet, and defines the radius at the bottom boundary
of the model atmosphere, and zphot(A) is the wavelength-
dependent altitude of the photosphere. R,, is constant for
each of our simulations, while 2,10t depends on the compo-
sition and thermodynamic structure.

Using Eq. (17) and the values of zphot in Table 4 we can
estimate the expected change in F,/F; due to this mecha-
nism. For example, the expected ratio of F},/Fy between the
R1 and D100 simulations at 4.5 pm is FP10/FRY ~ 0.9,
This is consistent with the difference between the R1 and
D100 phase curves in Fig. 11.

The measured R, of GJ 1214b (Carter et al. 2011), from
visible wavelength transit measurements, may be affected
by the presence of clouds in the atmosphere, and the actual
radius of the bulk planet may therefore actually differ to
the value that we assume in our models. Uncertainty in this
value may lead to quantitative differences in our simulation
results, however, we do not expect it to affect our qualitative
conclusions.

In addition to metallicity, the emission of the atmo-
sphere can also be affected by gas-phase chemical kinetics.
Transport-induced quenching and photochemistry can drive
the chemistry out of local chemical equilibrium, thereby
changing the opacity, thermal structure and emission of the
atmosphere. Line et al. (2011) used a 1D chemical kinetics
code to investigate the effect of vertical quenching for the
atmosphere of GJ 436b. They found that the abundances
of CO and COs can be enhanced above chemical equilib-
rium values. The measured emission of GJ 436b has been
suggested to show an enhanced abundance of CO and a
reduced abundance of CHy, compared to what it expected
from chemical equilibrium (Stevenson et al. 2010).

Capturing the effects of the 3D atmospheric circulation
on the composition requires consistency between the dy-
namics, radiative transfer and chemistry and is beyond the
scope of this work; however, we have previously investigated
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Fig. 12: Spectral contribution functions as a function of pressure calculated from the 1D ATMO models assuming 1x
(left) and 100x solar metallicity. Black dashed lines indicate 3.6 and 4.5 pm. The figures are plotted using the resolution

(pressure and wavelength) of the model.

RlI RI0 RI00O DIO D100 C10 C100
Zohot (3.6 tm)  [x105m| 2,66 3.50 229 242 132 243 1.32
Pohot (3.6 um)  [x103 Pa] 421 025 0.06 421 421 421 421
Zohot (4.5 tm)  [x10m] 204 260 181 1.87 1.03 1.87 1.03
Pohot (4.5 um)  [x103 Pa] 41.36 9.28 1.83 4240 4240 42.40 42.40

Table 4: Estimated values of Pyhoy and zphot for each simulation in the 3.6 and 4.5 pm Spitzer/IRAC channels
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Fig. 13: Pressure as a function of height at the sub-stellar
point for each simulation.

this process using a 1D atmosphere code (Drummond et al.
2016). In addition, the presence of clouds or hazes is likely
to be important in determining the emission phase curve
(Lee et al. 2016; Lines et al. in review).
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4.2. Comparison with previous works

Comparing our results to previous works that have simu-
lated the atmosphere of GJ 1214b using 3D models (Menou
2012; Kataria et al. 2014; Charnay et al. 2015a; Zhang &
Showman 2017) we find similar qualitative trends in the dy-
namics and thermal structure as the metallicity is increased
from 1x solar. There are of course quantitative differences
between the results of each model due to different levels of
approximation and differences in model discretisation and
numerical methods. Understanding and quantifying these
differences is beyond the scope of this study.

Menou (2012), Kataria et al. (2014) and Charnay et al.
(2015a) each perform simulations assuming a range of
metallicities and account for the dynamical, radiative heat
capacity and opacity effects simultaneously, which corre-
spond to our R1, R10 and R100 series of simulations.
Our results, which represent the most accurate model of
GJ 1214b to date, are in agreement with the qualitative
trends found by previous studies. As the metallicity in-
creases the day-night temperature contrast increases which
results in a faster equatorial jet and weaker zonal-mean
zonal winds at higher latitudes.

Zhang & Showman (2017) investigated the dynamical
and radiative heat capacity (represented by the radiative
timescale in their model) effects in isolation from the opac-
ity effect, which closely matches our R1, C10 and C100 se-
ries of simulations. Specifically, Zhang & Showman (2017)
model a series of atmospheres that are dominated by a sin-
gle molecule (Hs, He, HyO etc), as opposed to a more re-
alistic mixture of species. In terms of the mean molecu-
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lar weight 1 our R1 simulation is most closely matched to
their Hy simulation and our C100 simulation is most closely
matched to their He simulation; though cpdyn and cprad
used in our C100 simulation are significantly different to
value used in their He simulation.

With these differences in mind we can approximately
compare our R1 and C100 simulations to the Hy and He
simulations of Zhang & Showman (2017). Our simulations
find the day-night temperature contrast increases as the
mean molecular weight increases, in agreement with Zhang
& Showman (2017). Our results also show that the zonal
wind velocities increase in the equatorial jet, which is op-
posite trend to that found by Zhang & Showman (2017),
where the jet core speed decreases with increasing mean
molecular weight. This difference is intriguing, but may be
due to the significant differences between the two model
setups. For instance, Zhang & Showman (2017) assume a
chemically simple atmosphere that is dominated by a sin-
gle molecule, as opposed to our more realistic gas mixture.
In addition, Zhang & Showman (2017) use a parameterised
Newtonian cooling scheme to represent the thermal evolu-
tion, as opposed to our full radiative transfer approach.

4.3. The benefits of a coupled chemical equilibrium scheme

In a previous application of the UM to the atmosphere
of HD 209458b Amundsen et al. (2016) used a mixture
of methods to compute the mole fractions of the chem-
ical species in each grid cell. The abundances of H5O,
CH4, CO, NH3 and Ny were determined using the ana-
lytical solution to chemical equilibrium derived by Burrows
& Sharp (1999). For the alkali species a simple parame-
terisation was adopted based on the chemical transforma-
tion curves (Burrows & Sharp 1999, their Fig. 4) between
the monatomic alkali species (e.g. Na) and the alkali chlo-
rides (e.g. NaCl); for temperatures above the transforma-
tion curve the monatomic species was assumed to be present
in its solar elemental abundance, with a zero abundance for
temperatures below the curve.

An important assumption behind the Burrows & Sharp
(1999) analytical formula is that all carbon is in CO and
CHy, all oxygen is in HoO and CO and all nitrogen is in No
and NHj. This is a good assumption for near-solar compo-
sitions at high temperatures. However as the metallicity is
increased other species can become important such as HCN
and COs (Moses et al. 2013a) and this assumption breaks
down.

Coupling a Gibbs energy minimisation scheme directly
to the GCM allows for the calculation of the mole fraction of
a much larger number of chemical species for a general mix
of elements and for a wide range of pressures and temper-
atures. This has obvious benefits in terms of the flexibility
of the model as we are no longer restricted to the assump-
tions of near-solar, high temperature conditions as in the
Burrows & Sharp (1999) method. In theory, this also al-
lows us to more accurately calculate the abundances of the
alkali species by minimising the Gibbs energy instead of
using simple parameterisations based on chemical transfor-
mation curves; this is likely to be inaccurate particularly for
temperatures near to or below the curves. However, in the
current study we chose to neglect condensation and assume
a gas-phase only composition.

In general, the flexibility of the Gibbs energy minimisa-
tion approach is beneficial when adding new opacity species

to the model, as the equilibrium chemistry of that species
can easily be incorporated, provided the thermochemical
data for the relevant species are available.

The main conclusion of this study is the importance
of the opacities in determining the dynamical and ther-
mal structure of the atmosphere. It is therefore crucial
that the accuracy of the opacity calculation is maximised.
Our model computes the opacity on-the-fly by combining
the k-coefficients of the individual gases. This method is
more flexible and can be more accurate (Amundsen et al.
2014, 2017) than the alternative method of pre-mixed k-
coefficients used by other GCMs applied to exoplanet at-
mospheres (e.g. Kataria et al. 2014; Charnay et al. 2015a).
The pre-mixed k-coefficients method can introduce inaccu-
racies when interpolating over the pressure and tempera-
ture grid, particularly in the presence of rapid changes in
composition (see Amundsen et al. 2017).

5. Conclusions

We have presented results from a series of simulations of the
atmosphere of GJ 1214b that assume a variety of metallic-
ities using a GCM consistently coupled to a Gibbs energy
minimisation scheme. Combined with the radiative trans-
fer scheme that combines individual k-coefficients on-the-fly
(Amundsen et al. 2016), by coupling the chemical equilib-
rium scheme we have increased the flexibility (more chem-
ical species over a wider parameter space) and accuracy
of the model. This development represents the first flexi-
ble equilibrium chemistry scheme consistently coupled to a
GCM applied to exoplanets.

Our simulations show that as the metallicity is increased
the zonal temperature gradient increases at low pressures,
leading to a warmer dayside and cooler nightside. For higher
pressures the zonal temperature gradient remains small but
the equatorial regions heat up more than the high latitude
regions leading to a larger meridional temperature gradient
for higher metallicities.

For solar metallicities the zonal winds are characterised
by a large-scale eastward flow at all latitudes. As the metal-
licity is increased the winds generally become faster in the
equatorial region and slower at high latitudes, leading to a
circulation pattern that is dominated by a fast equatorial
jet.

These qualitative trends in the circulation and thermal
structure with metallicity are consistent with results from
previous works using different GCMs (Menou 2012; Kataria
et al. 2014; Charnay et al. 2015a). There are quantitative
differences in both the typical wind velocities and tempera-
tures from each model. These quantitative discrepancies are
likely due to a combination of different levels of approxima-
tion, differences in the model discretisation and choice of
numerical methods and differences in the physical parame-
terisations (e.g. radiative transfer, chemistry). Understand-
ing and quantifying these differences is beyond the scope of
this study.

We investigated the different mechanisms that lead to
changes in the dynamics and thermal structure as the
metallicity is increased, by separating the overall effect into
the dynamical effect, the radiative heat capacity effect and
the opacity effect. The opacity effect was found to be the
dominant mechanism that leads to changes in both the at-
mospheric circulation and temperature.
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We calculated emission phase curves from each of the
simulations. Our simulations show a significant effect on
the 3.6 pm Spitzer/TRAC phase curve as the metallicity
is increased from 1x to 100x solar. Specifically, the ampli-
tude of the emission phase curve increases, as the day-night
temperature contrast increases, and the peak of the phase
curve shifts closer to the secondary eclipse. The signature
of metallicity is smaller at 4.5 pm where the emission re-
sults from deeper layers of the atmosphere with an overall
smaller zonal temperature gradient.

Coupling a Gibbs energy minimistion scheme directly to
a GCM has benefits in both flexibility and accuracy. The
mole fractions of a large number of chemical species can be
computed from a general set of elemental abundances and
for a wide range of thermodynamical conditions. The mole
fractions can then be used to compute the total atmospheric
opacity more accurately than using pre-mixed k-coefficients
that assume a fixed chemical composition.

Equilibrium chemistry, however, has been shown to be a
likely poor assumption even for hot gas-giant atmospheres.
Physical processes, such as mixing and photochemistry,
have been shown to drive the chemistry out of equilibrium
using 1D (e.g. Liang et al. 2003; Line et al. 2010; Moses
et al. 2011; Venot et al. 2012; Zahnle & Marley 2014; Drum-
mond et al. 2016; Tsai et al. 2017), psuedo-2D (Agtundez
et al. 2014a) and simplified 3D (Cooper & Showman 2006)
models. Non-equilibrium chemistry has also been suggested
to explain discrepancies between observations and models
that assume chemical equilibrium (e.g. Knutson et al. 2012;
Zellem et al. 2014; Wong et al. 2016). A GCM consistently
coupled with a chemical kinetics scheme is required to relax
the assumption of chemical equilibrium and to investigate
the effect of these disequilibrium processes on the mole frac-
tions, temperature and, subsequently, the observables.
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