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#### Abstract

Pairwise Comparison Matrix (PCM) as a crucial component of Analytic Hierarchy Process (AHP) presents the preference relations among alternatives. However, in many cases, the PCM is difficult to be completed, which obstructs the subsequent operations of the classical AHP. In this paper, based on Decision-Making and Trial Evaluation Laboratory (DEMATEL) method which has ability to derive the total relation matrix from direct relation matrix, a new completion method for incomplete Pairwise Comparison Matrix (iPCM) is proposed. The proposed method provides a new perspective to estimate the missing values in iPCMs with explicit physical meaning, which is straightforward and flexible. Several experiments are implemented as well to present the completion ability of the proposed method and some insights into the proposed method and matrix consistency.
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## 1 Introduction

Analytic Hierarchy Process (AHP) is a multi-criteria decision-making method that helps the decision-makers facing a complex problem with multiple conflicting and subjective criteria (Ishizaka and Labib, 2011). AHP has been widely applied in various areas (Moreno-Jiménez et al, 2016). Based on a hierarchical structure, the priority of alternatives can be derived from the PCM. Pairwise Comparison Matrix (PCM) as a crucial component of AHP is commonly utilized to estimate the preference values of finite alternatives with respect to a given set of criteria (Mieza et al, 2017).

However, PCMs are always incomplete in the following cases, which obstructs the subsequent operations of the classical AHP.

- The experts lack the knowledge of one or more alternatives.
- Partial data in the PCM has been lost.
- Huge number of pairwise comparisons is required: $\left(\frac{m^{2}-m}{2} \cdot n+\frac{n^{2}-n}{2}\right)$ for $m$ alternatives and $n$ criteria. For example, 8 alternatives and 6 criteria require 183 entries.

Hitherto, it has attracted widespread attention over the issue of incomplete Pairwise Comparison Matrix (iPCMs) in AHP. Quantities of methods have been developed. One of the most classical methods is proposed by Harker (1987), which is called geometric mean method based on the concept of "connecting path". Many state-of-the-art methods are inspired by Harker's approach. For example, Chen et al (2015) used the connecting path method to estimate missing judgements in iPCMs with minimal geometric consistency index. Ergu et al (2016) extended the geometric mean induced bias matrix to estimate the missing values. Based on graph theory, Bozóki et al (2010) proposed the optimal completion will be unique if and only if the graph associated with the partially deifined matrix is connected.

Besides, some other measures and methods are also proposed to estimate the missing values in iPCMs. For example, Fedrizzi and Giove (2007) completed the iPCMs by minimizing a measure of global inconsistency. Benítez et al (2015) provided a full matrix termination mechanism for an iPCM produced by an actor.

There is no doubt that we can handle iPCMs to assign priority weights directly by ignoring the missing values (e.g. Csató and Rónyai (2016); Jandova et al (2016); Vetschera (2017)). However, the methods that focus on matrix completion (e.g. Alonso et al (2008); Büyüközkan and Çifçi (2012); Gomez-Ruiz et al (2010); Liang et al (2017); Wang and Xu (2016); Wang and Li (2016); Zhang (2016)) are more functional since they "repair" the preference relations among alternatives/criteria, which avoids the loss of discarding important information.

Nevertheless, a key problem is hard to avoid in the estimation of missing values: how to evaluate completion methods? Since the initial complete PCMs are unknown, it is impossible to some extent to evaluate by the accuracy of the estimated values. It can be easily seen from
the above review that many existing completion methods use consistency ratio/index as the measure of evaluation (e.g. Bozóki et al (2010); Chen et al (2015); Fedrizzi and Giove (2007)). In other words, if the matrix has the optimal consistency after completion, the method is the most effective. Though PCMs with optimal consistency is exactly what the decision-makers expect in decision-making, the key consideration in completing an iPCM should be how to "restore" it to its "original" state (even if the original matrix is not very consistent) instead to the "ideal" one. Hence, we suggest to separate the process of estimating missing values and consistency optimization. For many other completion methods supporting this idea, however, complexity (e.g. neural network) and unclear physical meaning (e.g. pure linear algebra) limit their extensibility and understandability.

Taking into account above issues, our motivation is to propose a new approach to estimate missing values in iPCMs. This method does not regard the optimal consistency as the measure of estimation and can be simple and flexible with explicit physical meaning. DEMATEL, which has ability to derive the Total Relation Matrix (TRM) from Direct Relation Matrix (DRM), is a powerful tool to satisfy all above requirements. Therefore, in this paper, a DEMATEL-based completion method is proposed and consists three simple steps:

Step 1: Convert the iPCM into DRM.
Step 2: Convert the DRM into TRM based on DEMATEL method.
Step 3: Transform the TRM into PCM with reciprocal preference relations.
The rest of this paper is organized as follows. Section 2 introduces some preliminaries of this work. Section 3 illustrates the procedure of the proposed method. In section 4, several experiments are designed and implemented to provide insights into the proposed method and matrix consistency. Section 5 ends the paper with the conclusion.

## 2 Preliminaries

### 2.1 AHP

AHP is a multi-criteria decision-making method developed by Saaty (Saaty, 1980) and aims at quantifying relative weights for a given set of criteria on a ratio scale ( $\mathrm{Xu}, 2015$ ). As a decisionmaking approach, it permits a hierarchical structure of criteria, which provides users with a better focus on specific criteria and sub-criteria when allocating the weights. Besides, AHP has ability to judge the consistency of a PCM to show its potential conflicts in decision-making process (Jiang et al, 2016, 2017). AHP has been widely used in supply chain management (Chan and Kumar, 2007; Chan et al, 2016; Zhang et al, 2016), energy planning (Ishizaka et al, 2016), healthcare analysis (Rouyendegh et al, 2016), risk analysis (Miccoli and Ishizaka, 2017; Zhou et al, 2017a), site selection (Erdogan and Kaya, 2016; Lee et al, 2015; Pourahmad et al, 2015) and performance appraisal (Ishizaka and Pereira, 2016; Wu et al, 2010; Zavadskas et al, 2015). AHP can be extended further by other theories and methods such as fuzzy theory (Rodríguez et al, 2016; Wang et al, 2008), choquet integral (Corrente et al, 2016), VIKOR (Büyüközkan and Görener, 2015) and TOPSIS (Erdogan and Kaya, 2016; Kahraman et al, 2016; Liu et al, 2016).

However, it should be pointed out AHP has some open issues especially in PCMs (Emrouznejad and Marra, 2017), such as missing values, inconsistency and rank reversal (Tomashevskii, 2015). Many state-of-the-art methods have been developed to address them (Brunelli and Fedrizzi, 2015; Brunelli et al, 2013).

Generally, the procedure of AHP consists three steps. Firstly, establish a hierarchical structure by recursively decomposing the decision problem. Secondly, construct PCMs to indicate the relative importance of alternatives/criteria. A numerical rating including nine rank scales is suggested, as shown in Table 1. Thirdly, verify the consistency of PCMs and calculate the priority weights of alternatives. For the completeness of explanation, several basic concepts and formulas are presented as follows.

Table 1 Numerical rating in AHP

| Scale | Meaning |
| :--- | :--- |
| 1 | Equal importance |
| 3 | Moderate importance |
| 5 | Strong importance |
| 7 | Demonstrated importance |
| 9 | Extreme importance |
| $2,4,6,8$ | Intermediate values |

Definition 1 Assume $\left\{E_{1}, E_{2}, \cdots, E_{n}\right\}$ are $n$ alternatives available for decision-making, the $P C M$ is indicated as $M=\left(m_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)$ and satisfies:

$$
m_{i j}=\left\{\begin{array}{cc}
\frac{1}{m j i} & i \neq j  \tag{1}\\
1 & i=j
\end{array}\right.
$$

where $m_{i j}$ represents the relative importance of $E_{i}$ over $E_{j}$.
Consistency checking is introduced in AHP to verify the usability of PCMs.
Definition 2 For a $P C M M_{n \times n}$, let $\lambda_{\max }$ denote the largest eigenvalue of $M$, consistency index (CI) is defined as

$$
\begin{equation*}
C I=\frac{\lambda_{\max }-n}{n-1} \tag{2}
\end{equation*}
$$

Based on CI, consistency ratio (CR) is defined as

$$
\begin{equation*}
C R=\frac{C I}{R I} \tag{3}
\end{equation*}
$$

where RI is the random consistency index related to the dimension of matrices, listed in Table 2.

Table 2 Random consistency index $R I$

| n | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R I$ | 0 | 0 | 0.52 | 0.89 | 1.12 | 1.26 | 1.36 | 1.41 | 1.46 | 1.49 |

If $C R<0.1$, the constructed PCM is considered acceptable and the priority weights of alternatives can be obtained by (4). Otherwise, the PCM needs to be reconstructed.

Definition 3 For a PCM $M_{n \times n}$ with acceptable consistency, suppose $\mathbf{w}=\left(w_{1}, w_{2}, \cdots, w_{n}\right)^{T}$ is the eigenvector of $M$ whose $w_{i}(i=1,2, \cdots, n)$ is indicated as the priority weight of the $i$ th alternative and calculated by

$$
\begin{equation*}
M \mathbf{w}=\lambda_{\max } \mathbf{w} \tag{4}
\end{equation*}
$$

### 2.2 DEMATEL method

How to model real and complex system is still an open issue (Dong et al, 2017; Zhang et al, 2017). Many methods are presented to addree this issue, including DEMATEL. DEMATEL method was originally developed by Battelle Memorial Institute of Geneva Research Center (Fontela and Gabus, 1976; Gabus and Fontela, 1972). DEMATEL can help managers measure the importance and causal relationship of system components through assessing their direct and indirect relations and constructing a map (Tzeng et al, 2007). Reviewing the former studies, DEMATEL has been successfully applied in many diverse areas such as emergency management (Zhou et al, 2017b), environmental performance (Liou, 2015; Tsai et al, 2015), risk assessment (Mentes et al, 2015), stock selection (Shen and Tzeng, 2015) and supply chain management (Liou et al, 2016; Wu and Chang, 2015; Wu et al, 2017). DEMATEL can be further extended by other theories and methods such as evidence theory (Jiang and Zhan, 2017; Liu et al, 2017), fuzzy theory (Fei et al, 2017), grey theory (Su et al, 2016) and ANP (Tsai and Chou, 2009; Tzeng and Huang, 2012). The procedure of DEMATEL consists five steps:
Step 1: Define quality feature and establish measurement scale.
Quality feature is a set of influential characteristics that impact the sophisticated system, which can be determined by literature review, brainstorming and expert evaluation. After defining the influential characteristics in researching system, establish the measurement scale for the causal relationships and pairwise comparisons among influential characteristics. Four levels $0,1,2,3$ are suggested, respectively meaning "no impact", "low impact", "high impact" and "extreme high impact". In this step, factors and their direct relations are displayed by a weighted and directed graph.
Step 2: Extract the DRM of influential factors.
In this step, transformation from the weighted and directed graph into DRM has been carried out. For $n$ influential characteristics $F_{1}, F_{2}, \cdots, F_{n}$, DRM is denoted as $D=$ $\left(d_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)$, where $d_{i j}$ is the direct relation of $F_{i}$ over $F_{j}$ based on the measurement scale.
Step 3: Normalize the DRM.
Normalized direct relations of factors are a mapping from $d_{i j}$ to $[0,1]$, which is calculated by (5).

Definition 4 For the framework of $n$ influential characteristics $\left\{F_{1}, F_{2}, \cdots, F_{n}\right\}$, normalized matrix $N$ of DRM $D=\left(d_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)$ is obtained by

$$
\begin{equation*}
N=\frac{D}{\max \left(\sum_{j=1}^{n} d_{i j}, \sum_{i=1}^{n} d_{i j}\right)} \tag{5}
\end{equation*}
$$

Step 4: Calculate the TRM.
TRM contains direct and indirect relations among factors. The calculation of TRM through the normalized DRM is shown in Definition 5. There is an interesting view to explain (6): The increase of $k$ from 1 to $\infty$ can be seen as the process that each pair of elements in DRM gradually finds their indirect relations based on all the known direct relations. Hence, $k=1$ corresponds to the (normalized) DRM and $k=\infty$ corresponds to the TRM. Based on this viewpoint, in Section 4, we plot the consistency trend with different $k$ to test whether the process that alternatives with unknown direct relations gain their indirect relations is "friendly" to consistency ratio.

Definition 5 For the framework of $n$ influential characteristics $\left\{F_{1}, F_{2}, \cdots, F_{n}\right\}$, assume $N$ is the normalized DRM, TRM T is computed by

$$
\begin{align*}
T & =\lim _{k \rightarrow \infty}\left(N+N^{2}+\cdots+N^{k}\right) \\
& =\lim _{k \rightarrow \infty} N\left(E-N^{k}\right)(E-N)^{-1}  \tag{6}\\
& =N(E-N)^{-1}
\end{align*}
$$

where $O$ is a $n \times n$ null matrix and $E$ is a $n \times n$ identity matrix.
Step 5: Classify influential factors.
Based on the sum of each row $R_{i}(i=1,2, \cdots, n)$ and column $C_{i}(i=1,2, \cdots, n)$ of the TRM $T_{n \times n}, R_{i}+C_{i}$ and $R_{i}-C_{i}$ can be obtained. $R_{i}+C_{i}$ is defined as the prominence, indicating the importance of the $i^{t h}$ influential factor. $R_{i}-C_{i}$ classifies the $i^{\text {th }}$ influential factor as the cause $\left(R_{i}-C_{i}>0\right)$ or effect $\left(R_{i}-C_{i}<0\right)$ factor in researching system.

## 3 The DEMATEL-based completion method for iPCMs in AHP

In this section, a DEMATEL-based completion method for iPCMs in AHP is proposed first. Then an example is presented to show the procedure of the proposed method.
3.1 Procedure of the DEMATEL-based completion method

Assume an iPCM $M=\left(m_{i j}\right)_{n \times n}$. The procedure of the DEMATEL-based completion method (see Figure 1 and Algorithm 1) consists three steps as below.


Fig. 1 Procedure of DEMATEL-based completion method

```
Algorithm 1 The DEMATEL-based completion method for iPCMs in AHP
Input: An iPCM \(M=\left(m_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)\) in AHP;
Output: A complete PCM \(M_{c}=\left(c_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)\) corresponding to \(M\) in AHP;
    1: Compute DRM \(D=\left(d_{i j}\right)_{n \times n}\) where \(d_{i j}=m_{i j}\) if \(m_{i j}\) is a known value and \(d_{i j}=0\) if \(m_{i j}\) is an unknown
        value;
    2: Compute the sum of each row \(\sum_{j=1}^{n} d_{i j}\) and column \(\sum_{i=1}^{n} d_{i j}\) of DRM \(D\);
    3: Find the maximum of \(\sum_{j=1}^{n} d_{i j}\) and \(\sum_{i=1}^{n} d_{i j}\) of \(D\);
    4: Compute the normalized DRM \(N=\frac{D}{\max \left(\sum_{j=1}^{n} d_{i j}, \sum_{i=1}^{n} d_{i j}\right)}\);
    5: Compute TRM \(T=N(E-N)^{-1}\) where \(E\) is a \(n \times n\) identity matrix;
    6: Compute PCM \(M_{c}=\left(c_{i j}\right)_{n \times n}\) via TRM \(T=\left(t_{i j}\right)_{n \times n}\) where \(\frac{t_{i j}}{c_{i j}}=\frac{t_{j i}}{c_{j i}}\) and \(c_{i j}=\frac{1}{c_{j i}}\);
```


## Step 1: Convert the iPCM into DRM.

PCM reflects the preference relations between each pair of factors in matrix. For example, for a PCM $M_{c}=\left(c_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n), c_{i j}$ indicates the relative importance (i.e. direct relation) of factor $i$ over factor $j$. Hence the known values in iPCM $M$ can be put into the DRM $D=\left(d_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)$ directly. For unavailable ones, we use 0 to substitute for them (see (7)).

$$
\begin{cases}d_{i j}=m_{i j} & m_{i j} \text { is a known value }  \tag{7}\\ d_{i j}=0 \quad m_{i j} \text { is an unknown value }\end{cases}
$$

Step 2: Convert the DRM into TRM based on DEMATEL.
(5) and (6) show the calculation from DRM to TRM (see Algorithm 2).

Step 3: Transform the TRM into PCM.
In fact, the TRM $T$ obtained in last step has completed the unavailable/missing values in iPCM $M$. Nevertheless, the PCMs in AHP satisfy the multiplication of each pair of

```
Algorithm 2 Transformation of TRM from DRM in DEMATEL
Input: A DRM \(D=\left(d_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)\) in DEMATEL;
Output: A TRM \(T=\left(t_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)\) of \(D\) in DEMATEL;
    Initial \(E=\operatorname{eye}(n) ; \%\) Initialize \(E\) to a \(n \times n\) identity matrix.
    for all \(i\) do
        \(S R(i, 1)=\sum_{j=1}^{n} d_{i j} ; \%\) Calculate the sum of each row of \(D\)
        \(S C(i, 1)=\sum_{j=1}^{n} d_{j i} ; \%\) Calculate the sum of each column of \(D\)
    end for
    maxsr \(=\max (S R)\);
    : maxsc \(=\max (S C)\);
    : maxsum \(=\max (\) maxsr, maxsc \() ; \%\) Find the maximum sum of each row and column of \(D\)
    : \(N=D /\) maxsum; \% Normalize the DRM \(D\)
    \(T=(E-N) \backslash N ; \%\) Calculate the TRM \(T\) where \(T=N(E-N)^{-1}\)
```

symmetric values along the diagonal line is required to equal 1 , yet the values in TRM are between 0 and 1 . Based on (8), it is feasible to accomplish this transformation from the TRM $T=\left(t_{i j}\right)_{n \times n}$ to PCM $M_{c}=\left(c_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)$ (see Algorithm 3).

$$
\left\{\begin{array}{l}
\frac{t_{i j}}{c_{i j}}=\frac{t_{j i}}{c_{j i}}  \tag{8}\\
c_{i j}=\frac{1}{c_{j i}}
\end{array}\right.
$$

```
Algorithm 3 Transformation of PCM in AHP from TRM in DEMATEL
Input: A TRM \(T=\left(t_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)\) in DEMATEL;
    Output: A PCM \(M_{c}=\left(c_{i j}\right)_{n \times n}(i, j=1,2, \cdots, n)\) in AHP;
    : for \(i=1 ; i<n ; i++\) do
            for \(j=i ; j<n ; j++\) do
            \(c_{i j}=\operatorname{sqrt}\left(t_{i j} / t_{j i}\right) ;\)
            \(c_{j i}=1 / c_{i j} ;\)
        end for
    end for
```

Finally, through the complete PCM $M_{c}$, the unavailable/missing values in iPCM $M$ are estimated as $m_{i j}=c_{i j}(i, j=1,2, \cdots, n)$ where $m_{i j}$ are unknown values in $M$.

### 3.2 Example of the DEMATEL-based completion method

In this section, an example is given to demonstrate the procedure of the proposed method (see Example 1).

Example 1 Assume a $4 \times 4 i P C M M$ and the unavailable/missing values of $M$ are displayed by '*,

$$
M=\left[\begin{array}{cccc}
1 & * & 4 & 8 \\
* & 1 & 2 & 4 \\
0.25 & 0.50 & 1 & 2 \\
0.13 & 0.25 & 0.50 & 1
\end{array}\right]
$$

Firstly, obtain the DRM D through iPCM M, as

$$
D=\left[\begin{array}{cccc}
1 & 0 & 4 & 8 \\
0 & 1 & 2 & 4 \\
0.25 & 0.50 & 1 & 2 \\
0.13 & 0.25 & 0.50 & 1
\end{array}\right]
$$

Secondly, normalize the DRM D via (5) and then calculate the TRM T via (6), as:

$$
N=\left[\begin{array}{cccc}
0.07 & 0 & 0.27 & 0.53 \\
0 & 0.07 & 0.13 & 0.27 \\
0.02 & 0.03 & 0.07 & 0.13 \\
0.01 & 0.02 & 0.03 & 0.07
\end{array}\right], T=\left[\begin{array}{cccc}
0.08 & 0.02 & 0.34 & 0.67 \\
0.01 & 0.08 & 0.17 & 0.34 \\
0.02 & 0.04 & 0.09 & 0.18 \\
0.01 & 0.02 & 0.04 & 0.09
\end{array}\right]
$$

Thirdly, transform the TRM T into PCM $M_{c}$ via (8), as

$$
M_{c}=\left[\begin{array}{cccc}
1 & 2 & 4 & 8 \\
0.50 & 1 & 2 & 4 \\
0.25 & 0.50 & 1 & 2 \\
0.13 & 0.25 & 0.50 & 1
\end{array}\right]
$$

Finally, based on the proposed method, the completion for $i P C M M$ has been accomplished as:

$$
M=\left[\begin{array}{cccc}
1 & * & 4 & 8 \\
* & 1 & 2 & 4 \\
0.25 & 0.50 & 1 & 2 \\
0.13 & 0.25 & 0.50 & 1
\end{array}\right] \rightarrow\left[\begin{array}{cccc}
1 & \underline{\mathbf{2}} & 4 & 8 \\
\underline{\mathbf{0 . 5 0}} & 1 & 2 & 4 \\
0.25 & 0.50 & 1 & 2 \\
0.13 & 0.25 & 0.50 & 1
\end{array}\right]
$$

## 4 Empirical study

In this section, a further analysis of the proposed method is presented. We collect a bunch of iPCMs first. Then three experiments are designed and implemented to test the completion ability of the proposed method. Consistency evaluation and some insights into the proposed method are provided as well.
4.1 Matrix collection and processing

We collect 20 initial iPCMs based on the existing literature (see Appendix A). These matrices are from order four to order eight with one pair of missing values initially. Each order has four matrices: three of them (Examples 1-3) are not perfectly consistent ( $C R>0$ ) and one (*Example $4)$ is perfectly consistent $(C R=0)$. For each instance (matrix), we use the following removing strategy to generate more iPCMs for experiments: the position of $n$ missing pairs is determined by the known position of $n-1$ missing pairs and the random position of the $n^{t h}$ pair, instead of any $n$ pairs of random position. For example, to generate the second iPCM with two pairs of missing values based on $M=\left(m_{i j}\right)_{4 \times 4}(i, j=1,2,3,4)$ (see below), $m_{23}$ and $m_{32}$ should be also removed. The second missing pair can be one of any other pairs randomly.

$$
M=\left[\begin{array}{cccc}
1 & 0.80 & 1.55 & 1 \\
1.25 & 1 & * & 3.65 \\
0.65 & * & 1 & 1.93 \\
1 & 0.27 & 0.52 & 1
\end{array}\right]
$$

The next considering problem is what the maximum missing entries are tested in experiment (i.e. generate how many matrices based on each initial instance). It is related to answering which iPCMs can/cannot be handled by the proposed method. We set the maximum missing entries as $40 \%$ of the total entries of matrix. Hence, the statistics of iPCMs for experiments are shown in Table 3.

Table 3 Statistics of iPCMs for experiments

| Order | Number of examples |  | Number of <br> missing pairs | References |
| :--- | :--- | :--- | :--- | :--- |
|  | $C R>0$ | $C R=0$ |  |  |
| 4 | 3 | 1 | 1 to 3 | Alonso et al (2008); Benítez et al (2015); Bozóki et al (2010); |
| 5 | 3 | 1 | 1 to 4 | Chen et al (2015); Cheng et al (2016); Dey and Cheffi (2013); |
| 6 | 3 | 1 | 1 to 6 | Ergu et al (2013); Ergu et al (2016); Govindan et al (2014); |
| 7 | 3 | 1 | 1 to 8 | Miccoli and Ishizaka (2017); Pinto et al (2017); Saaty (2004); |
| 8 | 3 | 1 | 1 to 11 | Santos et al (2017) |

### 4.2 Experiment design

Experiments are designed to mainly answer the following questions:

1. Which iPCMs can/cannot be handled by the proposed method?
2. How is the effect of the proposed method respectively addressing matrices with/without perfect consistency?
3. How does the consistency change with different number of missing values within the same matrix?
4. We have mentioned the interesting view to explain (6): the increase of the $k$ can be seen as the process that each pair of elements in (normalized) DRM gradually finds their indirect relations. Therefore, how does the consistency change with different $k$ ? In other words, whether this process is "friendly" to consistency?

Focusing on these problems and based on the collected iPCMs, we design the following three experiments.

Experiment 1: The proposed method is used to estimate the missing values in each iPCM.
Experiment 2: To explore the relation between the number of missing values in iPCMs and their corresponding consistency $(C R)$ after being completed by the proposed method, we divide the whole iPCMs into five groups - the iPCMs with the same order are in the same group. Each group contains four iPCMs - three of them without perfect consistency and one with perfect consistency. Based on the removing strategy mentioned in last subsection, each initial iPCM generates a set of iPCMs with different number of missing pairs. The maximum number of missing pairs in one matrix is $40 \%$ of its total entries. Then, we plot a figure for each group x -axis is the number of missing pairs of iPCMs and y -axis is $C R$. Each line in a figure represents an example.
Experiment 3: To explore the relation between $k$ in (6) and $C R$, we divide the whole iPCMs into five groups in the same way. Each group contains four sets of iPCMs with different missing pairs. We plot a figure for each set of $\mathrm{iPCMs}-\mathrm{x}$-axis is $k$ and y -axis is $C R$.

### 4.3 Experiment results and discussion

Experiment 1: Due to the limited space, only partial completion results are displayed below: Example 2 (represents iPCMs without perfect consistency) and Example 4 (represents iPCMs with perfect consistency) for each order are selected; For each example, the "worst" case of initial iPCMs are selected - all iPCMs have $40 \%$ entries removed.

| Order 4 |  |
| :---: | :---: |
| Example 2: | *Example 4: |
| $\left[\begin{array}{cccc}1 & 0.80 & 1.55 & 1 \\ 1.25 & 1 & \underline{\mathbf{1 . 9 3}} & \underline{\mathbf{1 . 2 5}} \\ 0.65 & \underline{\mathbf{0 . 5 2}} & 1 & \underline{\mathbf{0 . 6 5}} \\ 1 & \underline{\mathbf{0 . 8 0}} & \underline{\mathbf{1 . 5 4}} & 1\end{array}\right]$ | $\left[\begin{array}{cccc}1 & \underline{\mathbf{2}} & 4 & \underline{\mathbf{8}} \\ \underline{\mathbf{0 . 5 0}} & 1 & 2 & \underline{\mathbf{4}} \\ 0.25 & 0.50 & 1 & 2 \\ \underline{\mathbf{0 . 1 3}} \underline{\mathbf{0 . 2 5}} & 0.50 & 1\end{array}\right]$ |
| $C R=0$ | $C R=0$ |
| Order 6 |  |
| Example 2: |  |

## Order 5

Example 2: $\quad{ }^{*}$ Example 4:
$\left[\begin{array}{ccccc}1 & \underline{\mathbf{0 . 9 3}} & \underline{\mathbf{1 . 6 9}} & 5 & 8 \\ \underline{\mathbf{1 . 0 8}} & 1 & 3 & 5 & \underline{\mathbf{9}} \\ \mathbf{\mathbf { 0 . 5 9 }} & 0.33 & 1 & \mathbf{1 . 6 9} & 5 \\ 0.20 & 0.20 & \underline{\mathbf{0 . 5 9}} & 1 & 3 \\ 0.13 & \underline{\mathbf{0 . 1 1}} & 0.20 & 0.33 & 1\end{array}\right] \quad\left[\begin{array}{ccccc}1 & 2 & 2 & 4 & 8 \\ 0.50 & 1 & \underline{\mathbf{1}} & 2 & \underline{\mathbf{4}} \\ 0.50 & \underline{\mathbf{1}} & 1 & 2 & \underline{\mathbf{4}} \\ 0.25 & 0.50 & 0.50 & 1 & \underline{\mathbf{2}} \\ 0.13 & \underline{\mathbf{0 . 2 5}} & \underline{\mathbf{0 . 2 5}} & \underline{\mathbf{0 . 5 0}} & 1\end{array}\right]$
$C R=0$

Order 6
Example 2:
*Example 4:
$\left[\begin{array}{cccccc}1 & 5 & \underline{\mathbf{3 . 0 2}} & 3 & 6 & \mathbf{1 . 2 7} \\ 0.20 & 1 & 0.33 & \underline{\mathbf{0 . 3 9}} & 3 & \underline{\mathbf{0 . 2 6}} \\ \underline{\mathbf{0 . 3 3}} & 3 & 1 & 0.50 & \underline{\mathbf{3 . 3 8}} & 0.33 \\ 0.33 & \underline{\mathbf{2 . 5 6}} & 2 & 1 & 5 & \underline{\mathbf{0 . 8 0}} \\ 0.17 & 0.33 & \underline{\mathbf{0 . 3 0}} & 0.20 & 1 & 0.20 \\ \underline{\mathbf{0 . 7 9}} & \underline{\mathbf{3 . 8 7}} & 3 & \underline{\mathbf{1 . 2 5}} & 5 & 1\end{array}\right]$
$C R=0.0335$
Order 7
Example 2:
$\left[\begin{array}{ccccccc}1 & 0.25 & 5 & \underline{\mathbf{0 . 2 4}} & 0.33 & 0.50 & \underline{\mathbf{1 . 2 0}} \\ 4 & 1 & \underline{\mathbf{6 . 1 1}} & 0.33 & \underline{\mathbf{0 . 4 2}} & 0.25 & \underline{\mathbf{1 . 1 0}} \\ 0.20 & \underline{\mathbf{0 . 1 6}} & 1 & 0.14 & 0.14 & \underline{\mathbf{0 . 1 8}} & 0.33 \\ \underline{\mathbf{4 . 1 3}} & 3 & 7 & 1 & \underline{\mathbf{1 . 0 1}} & 2 & 3 \\ 3 & \underline{\mathbf{2 . 3 9}} & 7 & \underline{\mathbf{0 . 9 9}} & 1 & 2 & 3 \\ 2 & 4 & \underline{\mathbf{5 . 6 2}} & 0.50 & 0.50 & 1 & \underline{\mathbf{1 . 5 9}} \\ \underline{\mathbf{0 . 8 3}} & \underline{\mathbf{0 . 9 1}} & 3 & 0.33 & 0.33 & \underline{\mathbf{0 . 6 3}} & 1\end{array}\right]$

Order 8
Example 2:
$\left[\begin{array}{cccccccc}1 & \underline{\mathbf{1 . 7 8}} & \underline{\mathbf{1 . 9 3}} & 7 & 6 & 6 & \underline{\mathbf{0 . 6 9}} & \underline{\mathbf{0 . 8 1}} \\ \underline{\mathbf{0 . 5 6}} & 1 & \underline{\mathbf{1 . 0 8}} & 5 & \underline{\mathbf{2 . 6 7}} & 3 & \underline{\mathbf{0 . 4 0}} & 0.14 \\ \underline{\mathbf{0 . 5 2}} & \underline{\mathbf{0 . 9 3}} & 1 & 4 & 3 & 3 & 0.17 & \underline{\mathbf{0 . 4 2}} \\ \hline 0.14 & 0.2 & 0.25 & 1 & 1 & \underline{\mathbf{0 . 8 1}} & 0.11 & 0.13 \\ 0.17 & \mathbf{0 . 3 7} & 0.33 & 1 & 1 & 1 & \underline{\mathbf{0 . 1 1}} & 0.11 \\ 0.17 & 0.33 & 0.33 & \underline{\mathbf{1 . 2 3}} & 1 & 1 & 0.11 & 0.17 \\ \underline{\mathbf{1 . 4 5}} & \underline{\mathbf{2 . 5 2}} & 6 & 9 & \underline{\mathbf{9}} & 9 & 1 & \underline{\mathbf{1 . 2 9}} \\ \underline{\mathbf{1 . 2 3}} & \underline{\mathbf{2 . 3 7}} & 8 & 9 & 6 & \underline{\mathbf{0 . 7 8}} & 1\end{array}\right]$
$\left[\begin{array}{cccccc}1 & \underline{\mathbf{1 . 5 0}} & 2.25 & \underline{\mathbf{3 . 3 8}} & 5.06 & 7.60 \\ \underline{\mathbf{0 . 6 7}} & 1 & 1.50 & \underline{\mathbf{2 . 2 5}} & 3.38 & 5.06 \\ 0.44 & 0.67 & 1 & \underline{\mathbf{1 . 5 0}} & 2.25 & 3.38 \\ \underline{\mathbf{0 . 3 0}} & \underline{\mathbf{0 . 4 4}} & \underline{\mathbf{0 . 6 7}} & 1 & \underline{\mathbf{1 . 5 0}} & 2.25 \\ 0.20 & 0.30 & 0.44 & \underline{\mathbf{0 . 6 7}} & 1 & \mathbf{1 . 5 0} \\ 0.13 & 0.20 & 0.30 & 0.44 & \underline{\mathbf{0 . 6 7}} & 1\end{array}\right]$
$C R=0$
*Example 4:
$\left[\begin{array}{ccccccc}1 & \underline{\mathbf{1}} & \underline{\mathbf{1}} & \underline{\mathbf{2}} & 4 & \underline{\mathbf{8}} & \underline{\mathbf{8}} \\ \underline{\mathbf{1}} & 1 & \underline{\mathbf{1}} & \underline{\mathbf{2}} & \underline{\mathbf{4}} & 8 & 8 \\ \underline{\mathbf{1}} & \underline{\mathbf{1}} & 1 & 2 & 4 & 8 & 8 \\ \underline{\mathbf{0 . 5 0}} & \underline{\mathbf{0 . 5 0}} & 0.50 & 1 & 2 & 4 & 4 \\ 0.25 & \underline{\mathbf{0 . 2 5}} & 0.25 & 0.50 & 1 & 2 & 2 \\ \underline{\mathbf{0 . 1 3}} & 0.13 & 0.13 & 0.25 & 0.50 & 1 & 1 \\ \underline{\mathbf{0 . 1 3}} & 0.13 & 0.13 & 0.25 & 0.50 & 1 & 1\end{array}\right]$ $C R=0$
*Example 4:
$\left[\begin{array}{cccccccc}1 & 2 & 0.50 & 2 & \underline{\mathbf{0 . 5 0}} & 2 & 0.50 & \underline{\mathbf{2}} \\ 0.50 & 1 & \underline{\mathbf{0 . 2 5}} & 1 & 0.25 & 1 & \underline{\mathbf{0 . 2 5}} & \underline{\mathbf{1}} \\ 2 & \underline{\mathbf{4}} & 1 & 4 & \underline{\mathbf{1}} & 4 & 1 & \underline{\mathbf{4}} \\ 0.50 & 1 & 0.25 & 1 & 0.25 & \underline{\mathbf{1}} & \underline{\mathbf{0 . 2 5}} & 1 \\ \underline{\mathbf{2}} & 4 & \underline{\mathbf{1}} & 4 & 1 & 4 & 1 & 4 \\ 0.50 & 1 & 0.25 & \underline{\mathbf{1}} & 0.25 & 1 & 0.25 & \underline{\mathbf{1}} \\ 2 & \underline{\mathbf{4}} & 1 & \underline{\mathbf{4}} & 1 & 4 & 1 & \underline{\mathbf{4}} \\ \underline{\mathbf{0 . 5 0}} & \underline{\mathbf{1}} & \underline{\mathbf{0 . 2 5}} & 1 & 0.25 & \underline{\mathbf{1}} & \underline{\mathbf{0 . 2 5}} & 1\end{array}\right]$
$C R=0$

Note: Bold values with underline are estimated values.

The completion results indicate that the proposed method has ability to address the iPCMs within $40 \%$ missing values of its total entries (even more). Only one condition is excepted: the (normalized) DRM transformed by iPCM is a singular matrix that cannot be inversed (i.e. (6) is inapplicable). However, for these special iPCMs, we come up with a doable solution based on the empirical result of Experiment 3 (conclude in the result of Experiment 3).

Furthermore, we find that if a PCM is perfectly consistent $(C R=0)$, the proposed method can accurately estimate the missing values when one (or more) pair(s) of values is (are) removed from this PCM - nonsingular on the premises.

Experiment 2: The relations are plotted in Figure 2 between the number of missing values in iPCMs and their corresponding consistency $(C R)$ after being completed by the proposed method.

Figure 2 shows a pattern between these two attributes. For matrices without perfect consistency (see Examples 1-3 in each subfigure), their consistency always increases (i.e. CR decreases) with the increase number of missing values. For matrices with perfect consistency (see Example 4 in each subfigure), their consistency is always zero no matter how many values are removed. It proves that the estimation of missing values by the proposed method is unique and accurate when the matrix is perfectly consistent (conclude in the result of Experiment 1). This empirical


Fig. 2 Missing pairs v.s. $C R$
result also shows that based on the proposed method, iPCMs tend to be more consistent with less information.

Besides, we notice the change of slope in each line, which means the change of consistency when an additional pair of values is removed from the matrix. The slope can be helpful to evaluate the contribution of each pair of values to the matrix consistency. Take a PCM $M_{c}=$
$\left(c_{i j}\right)_{4 \times 4}(i, j=1,2,3,4)$ as an example (see below), we respectively remove each pair of values, then use the proposed method to complete the matrix and obtain the corresponding consistency:

$$
M_{c}=\left[\begin{array}{cccc}
1 & 0.50 & 4 & 8 \\
2 & 1 & 2 & 4 \\
0.25 & 0.50 & 1 & 2 \\
0.13 & 0.25 & 0.50 & 1
\end{array}\right] \quad \begin{array}{ll}
\text { Initial consistency: } \\
\text { Remove } c_{12} \text { and } c_{21}: & C R=0.0933 \\
\text { Remove } c_{13} \text { and } c_{31}: & C R^{\prime}=0 \\
\text { Remove } c_{14} \text { and } c_{41}: & C R^{\prime}=0.0695 \\
\text { Remove } c_{23} \text { and } c_{32}: & C R^{\prime}=0.0695 \\
\text { Remove } c_{24} \text { and } c_{42}: & C R^{\prime}=0.0695 \\
\text { Remove } c_{34} \text { and } c_{43}: & C R^{\prime}=0.0695 \\
&
\end{array}
$$

Since removing $c_{12}$ and $c_{21}$ helps to obtain the largest change of $C R\left(\Delta=C R-C R^{\prime}\right), c_{12}$ and $c_{21}$ should be the pair of values contributing most to the inconsistency of the initial PCM $M_{c}$. To some extent, this discovery is valuable for consistency optimization of PCMs and we will peruse it as part of our future work.

Experiment 3: Due to the limited space, only partial results are displayed in Figure 3: Example 1 (represents iPCMs without perfect consistency) and Example 4 (represents iPCMs with perfect consistency) for each order are selected. The others can be seen in Appendix B.

The results have two indications. First, with the increase of $k$, the $C R$ of the iPCMs completed by the proposed method decreases and converges. It means the consistency of the iPCMs completed by the proposed method is optimizing in the process of obtaining the indirect relations among alternatives whose relative importance (i.e. direct relation) is unknown. In other words, the proposed method is friendly to the matrix consistency. Second, the speed of converge is very quick - converge with $k \geq 5$ in most cases. Therefore, if an iPCM is singular (i.e. it does not have inverse matrix and its corresponding TRM cannot be calculated by (6)), it is feasible to let k be a certain integer (e.g. $k=5$ ) and calculate the approximate TRM by $T=N+N^{2}+\cdots+N^{k}$. Note that though hypothesis of nonsingular matrices has been freed, the proposed method (even every completion method) can do nothing for one condition of missing values in iPCMs: one (or more) row(s)/column(s) of values are all missing (without considering the diagonal elements). Hence for a $n \times n \mathrm{iPCM}$, the proposed method must be able to forecast all the missing values when the number of missing values is less than $2 n-1$. When the number of missing values is higher than or equal to $2 n-1$, we cannot promise the proposed method must be in a position to complete the matrix.

In addition, an additional advantage of the proposed method should be mentioned: it is sufficiently flexible. In this paper, the proposed method is utilized to address iPCMs with reciprocal (multiplicative) preference relations. Since the existence of fuzzy DEMATEL (Wu and Lee, 2007), the proposed method can be extended to address iPCMs with fuzzy preference relations. To handle iPCMs with additive preference relations, the extension of the proposed method can merely concentrate on the last step (i.e. transforming the TRM into PCM). These are part of our future work.
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We should also mention the limitation of the proposed method. Since it involves matrix multiplication, the general time complexity of the proposed method is $O\left(n^{3}\right)$ where $n$ is the matrix order. Divide-and-conquer strategy (Strassen, 1969) is suggested to reduce the time complexity when $n$ is large. Besides, since the proposed method separate the process of estimating missing values and consistency optimization (i.e. optimal consistency is not the measure of estimation), some iPCMs will be inconsistent after completion. For example,

$$
M=\left[\begin{array}{cccc}
1 & 6 & 8 & 2 \\
0.17 & 1 & * & 3 \\
0.13 & * & 1 & 2 \\
0.50 & 0.33 & 0.50 & 1
\end{array}\right] \rightarrow\left[\begin{array}{cccc}
1 & 6 & 8 & 2 \\
0.17 & 1 & \underline{\mathbf{1} .4 \mathbf{1}} & 3 \\
0.13 & \mathbf{0 . 7 1} & 1 & 2 \\
0.50 & 0.33 & 0.50 & 1
\end{array}\right](C R=0.2323)
$$

Note that since we have proved the proposed method is friendly to the matrix consistency, the cause of this problem is not the proposed method but the known values in iPCM $M$ have many conflicts. For this problem, many existing methods (e.g. Ergu et al (2016)) can be used to optimize consistency of matrix. It is not in the scope of this paper.

## 5 Conclusion

PCMs play a pivotal role in AHP. However, in many cases, only partial information in a PCM is available, which obstructs the subsequent operations of the classical AHP. In this paper, a DEMATEL-based completion method for iPCMs in AHP is proposed. The proposed method provides a new perspective to estimate the missing values in iPCMs with explicit physical meaning: calculate the indirect relation of two alternatives/criteria if their relative importance (i.e. direct relation) is unknown. Experimental simulation proves the proposed method can well address the matrices especially with perfect consistency on the premises that one (or more) row(s)/column(s) of values are not all missing (without considering the diagonal elements). Besides, the proposed method is simple, flexible and friendly to the matrix consistency. In our further study, we would extend the proposed method for iPCMs with various preference relations such as additive, fuzzy, interval-valued and linguistic preference relations.
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## A Initial iPCMs

## Order 4

Example 1:
$\left[\begin{array}{cccc}1 & 1 & 5 & 2 \\ 1 & 1 & 3 & 4 \\ 0.20 & 0.33 & 1 & * \\ 0.50 & 0.25 & * & 1\end{array}\right]$
Order 5
Example 1:
$\left[\begin{array}{ccccc}1 & 3 & 5 & 5 & 9 \\ 0.33 & 1 & 3 & 4 & 6 \\ 0.20 & 0.33 & 1 & * & 5 \\ 0.20 & 0.25 & * & 1 & 5 \\ 0.11 & 0.17 & 0.20 & 0.20 & 1\end{array}\right]$

## Example 2:

$\left[\begin{array}{cccc}1 & 0.80 & 1.55 & 1 \\ 1.25 & 1 & * & 3.65 \\ 0.65 & * & 1 & 1.93 \\ 1 & 0.27 & 0.52 & 1\end{array}\right]$
Example 2:
$\left[\begin{array}{ccccc}1 & * & 3 & 5 & 8 \\ * & 1 & 3 & 5 & 7 \\ 0.33 & 0.33 & 1 & 0.50 & 5 \\ 0.20 & 0.20 & 2 & 1 & 3 \\ 0.13 & 0.14 & 0.20 & 0.33 & 1\end{array}\right]$

Example 3:
$\left[\begin{array}{cccc}1 & 0.33 & 0.25 & 0.11 \\ 3 & 1 & * & 0.14 \\ 4 & * & 1 & 0.25 \\ 9 & 7 & 4 & 1\end{array}\right]$
Example 3:
$\left[\begin{array}{ccccc}1 & 0.20 & 3 & 0.50 & 5 \\ 5 & 1 & * & 1 & 7 \\ 0.33 & * & 1 & 0.25 & 3 \\ 2 & 1 & 4 & 1 & 7 \\ 0.20 & 0.14 & 0.33 & 0.14 & 1\end{array}\right]$
*Example 4:
$\left[\begin{array}{cccc}1 & 2 & 4 & * \\ 0.50 & 1 & 2 & 4 \\ 0.25 & 0.50 & 1 & 2 \\ * & 0.25 & 0.50 & 1\end{array}\right]$
*Example 4:
$\left[\begin{array}{ccccc}1 & 2 & 2 & 4 & 8 \\ 0.50 & 1 & 1 & 2 & * \\ 0.50 & 1 & 1 & 2 & 4 \\ 0.25 & 0.50 & 0.50 & 1 & 2 \\ 0.13 & * & 0.25 & 0.50 & 1\end{array}\right]$

Order 6
Example 1:

$$
\left[\begin{array}{cccccc}
1 & 4 & 0.33 & 4 & 7 & 0.25 \\
0.25 & 1 & * & 2 & 5 & 0.33 \\
3 & * & 1 & 6 & 7 & 1 \\
0.25 & 0.50 & 0.17 & 1 & 3 & 0.25 \\
0.14 & 0.20 & 0.14 & 0.33 & 1 & 0.14 \\
4 & 3 & 1 & 4 & 7 & 1
\end{array}\right]
$$

Example 3:
$\left[\begin{array}{cccccc}1 & 3 & 2 & 1 & 3 & 3 \\ 0.33 & 1 & 0.50 & 0.33 & 2 & 1 \\ 0.50 & 2 & 1 & 0.50 & * & 2 \\ 1 & 3 & 2 & 1 & 3 & 2 \\ 0.25 & 0.50 & * & 0.33 & 1 & 0.50 \\ 0.33 & 1 & 0.50 & 0.50 & 2 & 1\end{array}\right]$

Order 7
Example 1:
$\left[\begin{array}{ccccccc}1 & 9 & 5 & 2 & 1 & 1 & 0.50 \\ 0.11 & 1 & 0.33 & 0.11 & 0.11 & 0.11 & 0.11 \\ 0.20 & 3 & 1 & 0.33 & * & 0.33 & 0.11 \\ 0.50 & 9 & 3 & 1 & 0.50 & 1 & 0.33 \\ 1 & 9 & * & 2 & 1 & 2 & 0.50 \\ 1 & 9 & 3 & 1 & 0.50 & 1 & 0.33 \\ 2 & 9 & 9 & 3 & 2 & 3 & 1\end{array}\right]$
Example 3:

$$
\left[\begin{array}{ccccccc}
1 & 3 & 0.33 & * & 0.25 & 0.33 & 3 \\
0.33 & 1 & 0.14 & 0.14 & 0.17 & 0.33 & 2 \\
3 & 7 & 1 & 0.50 & 2 & 3 & 3 \\
* & 7 & 2 & 1 & 2 & 3 & 5 \\
4 & 6 & 0.50 & 0.50 & 1 & 2 & 5 \\
3 & 3 & 0.33 & 0.33 & 0.50 & 1 & 3 \\
0.33 & 0.50 & 0.33 & 0.20 & 0.20 & 0.33 & 1
\end{array}\right]
$$

Order 8
Example 1:

$$
\left[\begin{array}{cccccccc}
1 & 5 & 5 & 0.14 & 0.33 & 0.50 & 0.50 & 2 \\
0.20 & 1 & 3 & 0.33 & 0.33 & 0.25 & 0.33 & 3 \\
0.20 & 0.33 & 1 & 0.14 & 0.14 & 0.17 & 0.33 & 2 \\
7 & 3 & 7 & 1 & 0.50 & 2 & 3 & 3 \\
3 & 3 & 7 & 2 & 1 & 2 & 3 & 5 \\
2 & 4 & 6 & 0.50 & 0.50 & 1 & 2 & * \\
2 & 3 & 3 & 0.33 & 0.33 & 0.50 & 1 & 3 \\
0.50 & 0.33 & 0.50 & 0.33 & 0.20 & * & 0.33 & 1
\end{array}\right]
$$

Example 2:
$\left[\begin{array}{cccccc}1 & 5 & * & 3 & 6 & 2 \\ 0.20 & 1 & 0.33 & 0.33 & 3 & 0.25 \\ * & 3 & 1 & 0.50 & 5 & 0.33 \\ 0.33 & 3 & 2 & 1 & 5 & 2 \\ 0.17 & 0.33 & 0.20 & 0.20 & 1 & 0.20 \\ 0.50 & 4 & 3 & 0.50 & 5 & 1\end{array}\right]$
*Example 4:
$\left[\begin{array}{cccccc}1 & 1.50 & 2.25 & * & 5.06 & 7.60 \\ 0.67 & 1 & 1.50 & 2.25 & 3.38 & 5.06 \\ 0.44 & 0.67 & 1 & 1.50 & 2.25 & 3.38 \\ * & 0.44 & 0.67 & 1 & 1.50 & 2.25 \\ 0.20 & 0.30 & 0.44 & 0.67 & 1 & 1.50 \\ 0.13 & 0.20 & 0.30 & 0.44 & 0.67 & 1\end{array}\right]$

Example 2:
$\left[\begin{array}{ccccccc}1 & 0.25 & 5 & 0.14 & 0.33 & 0.50 & 0.50 \\ 4 & 1 & * & 0.33 & 0.33 & 0.25 & 0.33 \\ 0.20 & * & 1 & 0.14 & 0.14 & 0.17 & 0.33 \\ 7 & 3 & 7 & 1 & 0.50 & 2 & 3 \\ 3 & 3 & 7 & 2 & 1 & 2 & 3 \\ 2 & 4 & 6 & 0.50 & 0.50 & 1 & 2 \\ 2 & 3 & 3 & 0.33 & 0.33 & 0.50 & 1\end{array}\right]$
*Example 4:
$\left[\begin{array}{ccccccc}1 & 0 & 1 & 2 & 4 & 8 & 8 \\ 0 & 1 & 1 & 2 & 4 & 8 & 8 \\ 1 & 1 & 1 & 2 & 4 & 8 & 8 \\ 0.50 & 0.50 & 0.50 & 1 & 2 & 4 & 4 \\ 0.25 & 0.25 & 0.25 & 0.50 & 1 & 2 & 2 \\ 0.13 & 0.13 & 0.13 & 0.25 & 0.50 & 1 & 1 \\ 0.13 & 0.13 & 0.13 & 0.25 & 0.50 & 1 & 1\end{array}\right]$

Example 2:
$\left[\begin{array}{cccccccc}1 & 5 & 3 & 7 & 6 & 6 & 0.33 & 0.25 \\ 0.20 & 1 & 0.50 & 5 & * & 3 & 0.14 & 0.14 \\ 0.33 & 2 & 1 & 4 & 3 & 3 & 0.17 & 0.17 \\ 0.14 & 0.20 & 0.25 & 1 & 1 & 0.25 & 0.11 & 0.13 \\ 0.17 & * & 0.33 & 1 & 1 & 1 & 0.20 & 0.11 \\ 0.17 & 0.33 & 0.33 & 4 & 1 & 1 & 0.11 & 0.17 \\ 3 & 7 & 6 & 9 & 5 & 9 & 1 & 0.50 \\ 4 & 7 & 6 & 8 & 9 & 6 & 2 & 1\end{array}\right]$

## Example 3:

$\left[\begin{array}{cccccccc}1 & 0.78 & 2.73 & 0.66 & 2.48 & 3.65 & 7.78 & 9 \\ 1.28 & 1 & 2.89 & 3.70 & 2.89 & 5 & 8 & 8.12 \\ 0.37 & 0.35 & 1 & 1.66 & 2 & 2.65 & 7.37 & 8.85 \\ 1.52 & 0.27 & 0.60 & 1 & * & 3.18 & 8.81 & 7.22 \\ 0.40 & 0.35 & 0.50 & * & 1 & 1.42 & 4 & 7.75 \\ 0.27 & 0.20 & 0.38 & 0.31 & 0.70 & 1 & 3 & 5 \\ 0.13 & 0.13 & 0.14 & 0.11 & 0.25 & 0.33 & 1 & 4 \\ 0.11 & 0.12 & 0.11 & 0.14 & 0.13 & 0.20 & 0.25 & 1\end{array}\right]$
*Example 4:
$\left[\begin{array}{cccccccc}1 & 2 & 0.50 & 2 & 0.50 & 2 & 0.50 & 2 \\ 0.50 & 1 & 0.25 & 1 & 0.25 & 1 & 0.25 & 1 \\ 2 & 4 & 1 & 4 & 1 & 4 & 1 & 4 \\ 0.50 & 1 & 0.25 & 1 & 0.25 & 1 & 0.25 & 1 \\ 2 & 4 & 1 & 4 & 1 & 4 & 1 & 4 \\ 0.50 & 1 & 0.25 & 1 & 0.25 & 1 & 0.25 & 1 \\ 2 & 4 & 1 & 4 & 1 & 4 & 1 & * \\ 0.50 & 1 & 0.25 & 1 & 0.25 & 1 & * & 1\end{array}\right]$

## B Relation between $k$ and $C R$


(a) Order 4: Example 2

(c) Order 5: Example 2

(b) Order 4: Example 3

(d) Order 5: Example 3


Fig. 4 k v.s. $C R$
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