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ON THE AVERAGE NUMBER OF DIVISORS

OF REDUCIBLE QUADRATIC POLYNOMIALS

KOSTADINKA LAPKOVA

Abstract. We give an asymptotic formula for the divisor sum
∑

c<n≤N
τ ((n− b)(n− c)) for in-

tegers b < c of the same parity. Interestingly, the coefficient of the main term does not depend on
the discriminant as long as it is a full square. We also provide effective upper bounds of the average
divisor sum for some of the reducible quadratic polynomials considered before, with the same main
term as in the asymptotic formula.

1. Introduction

Let τ(n) denote the number of positive divisors of the integer n and P (x) ∈ Z[x] be a polynomial.
There are many results on estimating average sums of divisors

(1.1)

N
∑

n=1

τ (P (n)) ,

one of which was obtained by Erdős [8], who showed that for an irreducible polynomial P (x) and
for any N > 1, we have

N logN ≪P

N
∑

n=1

τ(P (n)) ≪P N logN .

Here the implied constants can depend both on the degree and the coefficients of the polynomial.
When P (x) is a quadratic polynomial Hooley [14] and McKee [17], [18] obtained asymptotic formulae
for the sum (1.1). When degP (x) ≥ 3 no asymptotic formulae for (1.1) are known. A certain
progress in this direction was made by Elsholtz and Tao in §7 of [7].

When the polynomial P (x) is reducible the behavior is a little bit different. Ingham [15] considered
the additive divisor problem and proved that for a fixed positive integer q the following asymptotic
holds

∑

n≤N

τ(n)τ(n + q) ∼ 6

π2
σ−1(q)N log2N ,

as N → ∞, where σa(q) =
∑

d|q d
a for a, q ∈ Z. Later Hooley [14] predicted that

(1.2)
∑

n≤N

τ(n2 − r2) = A(r)N log2 N +O(N logN) ,

but only recently Dudek [5] provided the exact value of the constant A(1), namely 1/ζ(2) = 6/π2.
The first aim of this paper is to extend Dudek’s work and to find the exact values of A(r) for any
integer r ≥ 1. Actually we find the main term in the asymptotic formula for (1.1) for slightly more
general polynomials P (n) = (n− b)(n− c) for integers b < c, such that b+ c is even.

For integers k ≥ 0 and d > 0 we define

(1.3) ρk(d) := #
{

0 ≤ x < d : x2 ≡ k (mod d)
}

.
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2 K. LAPKOVA

The main result we need for the asymptotic estimate of the average divisor sum (1.1) for reducible
quadratic polynomials P (x) is the following Theorem, which is of interest of its own.

Theorem 1. For any integer r ≥ 1 we have the asymptotic formula

∑

λ≤N

ρr2(λ) ∼
6

π2
N logN,

as N → ∞ .

From Theorem 1 we can deduce our asymptotic result.

Theorem 2. Let b < c be integers with the same parity. Then we have the asymptotic formula

∑

c<n≤N

τ ((n− b)(n − c)) ∼ 6

π2
N log2 N,

as N → ∞.

Clearly the reducible quadratic polynomials of the type n2 − r2 considered in (1.2) are covered
by Theorem 2, this is the case c = −b = r > 0. It is very interesting that the constants A(r) in the
formula (1.2) are uniform for r ≥ 1. This would be no surprise if there is a relation of the function
ρr2(d) with a certain class number, which would not change if we factor the positive discriminant
with a full square. Such a correspondence was described by McKee in [17], [18], [19], however, only
for square-free discriminants.

Hooley [14] suggested one possible way to get to the values A(r) and prove Theorem 2, namely to
start from Ingham’s work [15]. However we follow Dudek’s method which relies on a Tauberian the-
orem. Let for a multiplicative function λ(n) we denote the Dirichlet series Dλ(s) :=

∑∞
n=1 λ(n)/n

s.
In order to find the value A(1) Dudek uses information for the function ρ1(d) and then a Tauberian
theorem for the Dirichlet series Dρ1(s). It turns out that all the necessary information for ρn(d)
for any integer n ≥ 1 can be extracted from section §4 from Hooley’s paper [13]. There Hooley
investigates the Dirichlet series Dρn(s). Actually his further investigations can also lead to a proof
of Theorem 2 with an explicit error term. However, we would use these further investigations,
more precisely formula (11) from [13], only in the next part of the present paper where we estimate
explicitly from above the average divisor sum

∑

c<n≤N τ ((n− b)(n − c)), much in the spirit of our

earlier paper [16].
The motivation to consider also explicit upper bounds for the sum of divisors (1.1) for quadratic

polynomials comes from their application in Diophantine sets problems. Let n 6= 0 be an integer. A
set of m positive integers {a1, . . . , am} is called a D(n)–m-tuple if aiaj + n is a perfect square for
all i, j with 1 ≤ i < j ≤ m. The classical and most extensively studied type of such sets are the
Diophantine sets D(1). In our paper [16] we gave a similar explicit upper bound for the sum (1.1)
for an irreducible quadratic polynomial P (x) of certain type, which allowed to improve the maximal
possible number of D(−1)-quadruples. We believe that in a similar way the upper bounds which
will be given by Theorem 3 and Corollary 4 stated below can be useful for estimating the number of
D(4), D(16) or other D(k2) - sets, which are investigated in a number of papers, e.g. [1], [9], [10],
[11], [12].

We have the following theorem.

Theorem 3. Let b < c be integers with the same parity and δ = (b − c)2/4 factor as δ = 2tΩ2

for some even t ≥ 0 and odd Ω ≥ 1. Assume that σ−1(Ω) ≤ 4/3. Let c∗ = max(1, c + 1) and
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X =
√

f(N). Then for any integer N ≥ c∗ we have

∑

c∗≤n≤N

τ ((n− b)(n− c)) < 2N

(

3

π2
log2X +

(

6

π2
+C(Ω)

)

logX + C(Ω)

)

+ 2X

(

6

π2
logX + C(Ω)

)

,

where

C(Ω) = 2
∑

d|Ω

1

d
(2σ0(Ω/d)− 1.749 · σ−1(Ω/d) + 1.332) .

Remark 1. When c > 0 and close to N , i.e. we have relatively few summands, one can adjust the
upper bound by subtracting the negative quantity 2

∑

d≤c(1 − c/d)ρδ(d). In order to estimate well
enough this quantity, however, we need to establish also a strong effective lower bound of the sum
∑

d≤c ρδ(d)/d, a task we do not pursue here.

The first important feature of Theorem 3 is that under the condition

(1.4) σ−1(Ω) =
∑

d|Ω

1

d
≤ 4

3

we can provide an explicit upper bound with the same main term as in the asymptotic formula from
Theorem 2, because X = N + O(1). Second feature of Theorem 3 is that it provides bounds for
a larger family of quadratic reducible polynomials than the most studied case up to now, this for
P (n) = n2−1, which satisfies condition (1.4). Indeed, an immediate observation is that when Ω = 1
we have only one divisor d = 1,

∑

d|Ω 1/d = 1 < 4/3. For the case Ω = 1, which also includes the

polynomials P (n) = n2 − 4s for integer s ≥ 0, in particular P (n) = n2 − 1, we obtain the following
corollary.

Corollary 4. For any integer N ≥ 1 we have the following claims:

i) Let s be a nonnegative integer. Then

∑

λ≤N

ρ4s(λ)

λ
<

3

π2
log2 N + 2.774 · logN + 2.166 .

ii)

N
∑

n=1

τ(n2 − 1) < N

(

6

π2
log2N + 5.548 · logN + 4.332

)

.

Previous explicit upper bounds for the average number of divisors of P (n) = n2−1 were obtained
by Elsholtz, Filipin and Fujita [6] with A(1) ≤ 2. Trudgian [21] improved this to A(1) ≤ 12/π2,
Cipu [3] got A(1) ≤ 9/π2 and very recently Cipu and Trudgian [4] also achieved the best leading
coefficient A(1) ≤ 6/π2 using different method than ours. The main goal of all these papers is to
bound the maximal possible number of Diophantine quintuples. In another recent paper, estimating
the number of D(4)-quintuples, Bliznac and Filipin [1] showed that A(2) ≤ 6/π2.

2. Asymptotic formula

In [5] Dudek uses the following Tauberian theorem (Theorem 2.4.1 in [2]).
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Lemma 1. Let F (s) =
∞
∑

n=1

an
ns

be a Dirichlet series with non-negative coefficients converging for

ℜ(s) > 1. Suppose that F (s) extends analytically at all points on ℜ(s) = 1 apart from s = 1, and
that at s = 1 we can write

F (s) =
H(s)

(s− 1)1−α

for some α ∈ R and some H(s) holomorphic in the region ℜ(s) ≥ 1 and non-zero there. Then
∑

n≤x

an ∼ γx

(log x)α

with

γ :=
H(1)

Γ(1− α)
,

where Γ is the usual Gamma function.

The key information which we need in order to extend the result of [5] is contained in the following
lemma. We write pα||n when pα | n but pα+1 ∤ n.

Lemma 2. Fix the integer parameter r ≥ 1 and write simply ρ(d) for the function ρr2(d). Let
β, t ≥ 0 be such that pβ||r2 for p > 2, 2t||r2 and 2β′ := β, 2t′ := t. Then for the value of the
function ρ(pα) at prime powers we have the following cases.

(i) p ∤ 2r

ρ(pα) = 2, if α ≥ 1 .

(ii) p | r, p 6= 2

ρ(pα) =

{

p[
1

2
α] , if α ≤ β ,

2pβ
′

, if α > β .

(iii) p = 2

ρ(2α) =



















2[
1

2
α] , if α ≤ t ,

2t
′

, if α = t+ 1 ,

2t
′+1 , if α = t+ 2 ,

2t
′+2 , if α > t+ 2 .

Proof. The lemma follows from section §4 of Hooley’s paper [13], more precisely his cases (a), (d)
and (e). There the values of the function ρn(p

α) are examined for a general integer parameter
n. Note that the condition that n is square-free, which is imposed in the theorems of [13], is not
required in §4 [13]. �

Proof of Theorem 1. Let us fix the integer parameter r ≥ 1. Consider the function

F (s) =

∞
∑

λ=1

ρ(λ)

λs
.

Clearly ρ(λ) ≤ λ, hence the Dirichlet series F (s) is absolutely convergent for ℜ(s) > 2 and we can
write it as an Euler product

(2.1) F (s) =
∏

p

(

1 +
ρ(p)

ps
+

ρ(p2)

p2s
+ . . .

)

=:
∏

p

Ap(s) .
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From the following computations it will become clear that F (s) is absolutely convergent for ℜ(s) > 1.

According to Lemma 2 for the factors Ap(s) we obtain the following cases.

(i) p ∤ 2r. Then

(2.2) Ap(s) = 1 +
2

ps
+

2

p2s
+ . . . =

1 + p−s

1− p−s
.

(ii) p | r, p 6= 2. Then we get

Ap(s) = 1 +
1

ps
+

p

p2s
+

p

p3s
+ . . .+

pβ
′−1

p(β−2)s
+

pβ
′−1

p(β−1)s
+

pβ
′

pβs

(

1 +
2

ps
+

2

p2s
+ . . .

)

=

(

1 +
1

ps

)

(

1 +
p

p2s
+ . . .+

pβ
′−1

p(β−2)s

)

+
pβ

′

pβs
· 1 + p−s

1− p−s
.(2.3)

(iii) p = 2. In this case we have

A2(s) = 1 +
1

2s
+

2

22s
+

2

23s
+ . . .+

2t
′

2ts
+

2t
′

2(t+1)s
+

2t
′+1

2(t+2)s
+

2t
′+2

2(t+3)s

(

1 +
1

2s
+

1

22s
+ . . .

)

=

(

1 +
1

2s

)

(

1 +
2

22s
+ . . .+

2t
′

2ts

)

+
2t

′+1

2(t+2)s
+

2t
′+2

2(t+3)s
· 1

1− 2−s
(2.4)

We use (2.2) and the fact that for ℜ(s) > 1

ζ2(s)

ζ(2s)
=
∏

p

1− p−2s

(1− p−s)2
=
∏

p

1 + p−s

1− p−s
,

so we can write

F (s) =
ζ2(s)

ζ(2s)
·A2(s) ·

1− 2−s

1 + 2−s
·
∏

p|r
p 6=2

Ap(s) ·
1− p−s

1 + p−s
=:

ζ2(s)

ζ(2s)
·G(s) .

It is clear that G(s) is holomorphic function in the half-plane ℜ(s) ≥ 1, though it is not obvious
that it is non-zero there. By Lemma 3 below it follows that this is indeed true, because the finitely
many factors Ap(s) for p = 2 and p 6= 2 but p | r are non-zero for ℜ(s) ≥ 1. Then F (s) fulfills the
conditions of Lemma 1, with α = −1, so we obtain

(2.5)
∑

λ≤N

ρ(λ) ∼ γN logN

with

(2.6) γ = lim
s→1

(s− 1)2F (s) =
1

ζ(2)
G(1) .
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By (2.3) in the case p | r, p 6= 2 we have

Ap(1) =

(

1 +
1

p

)

(

1 +
p

p2
+ . . . +

pβ
′−1

pβ−2

)

+
pβ

′

pβ
· 1 + p−1

1− p−1

=
(

1 + p−1
)

(

1 +
1

p
+

1

p2
+ . . .+

1

pβ′−1

)

+
1

pβ′ ·
1 + p−1

1− p−1

=
(

1 + p−1
)

· 1− p−β′

1− p−1
+

1

pβ′ ·
1 + p−1

1− p−1
=

1 + p−1

1− p−1

(

1− p−β′

+ p−β′
)

=
1 + p−1

1− p−1
.(2.7)

By (2.4) in the case p = 2 we get

A2(1) =

(

1 +
1

2

)(

1 +
1

2
+ . . .+

1

2t′

)

+
1

2t′+1
+

1

2t′+1
· 1

1− 2−1

=
(

1 + 2−1
)

· 1− 2−(t′+1)

1− 2−1
+ 2−(t′+1) + 2−t′ = 3− 3 · 2−(t′+1) + 2−(t′+1) + 2−t′ = 3 .(2.8)

Now from (3.2) and (2.8) plugged in the definition of G(s) it follows that G(1) = 1. From (2.6)
it follows that γ = 1/ζ(2) and Theorem 1 follows from (2.5). �

Lemma 3. If p = 2 or p | r the functions Ap(s) have no zeros in the half-plane ℜ(s) ≥ 1.

Proof. We will verify the claim in elementary way with few cases to consider. First, we observe that
from Lemma 2 it follows that for p | r and p ≥ 5 we have ρ(pα) ≤ pα/2 for every integer α ≥ 1. Let
us write ℜ(s) = σ, with σ ≥ 1. Then we easily obtain

|Ap(s)| =
∣

∣

∣

∣

∣

∞
∑

α=0

ρ(pα)

pαs

∣

∣

∣

∣

∣

≥ 1−
∣

∣

∣

∣

∣

∞
∑

α=1

ρ(pα)

pαs

∣

∣

∣

∣

∣

≥ 1−
∞
∑

α=1

|ρ(pα)|
pασ

≥ 1−
∞
∑

α=1

pα/2

pασ
= 1− p−(σ−1/2)

1− p−(σ−1/2)
> 0 .

When p = 3 and p | r, let us assume that A3(s) = 0. In this case

A3(s) = (1 + 3s)

β′−1
∑

α=0

3α

32αs
+

3β
′

3βs
· 1 + 3−s

1− 3−s
= (1 + 3s)

(

1− 3−β′(2s−1)

1− 3−(2s−1)
+

3−β′(2s−1)

1− 3−s

)

and the expression in the second brackets should be zero, therefore

(2.9)
1− 3−s

1− 3−(2s−1)
=

3−β′(2s−1)

3−β′(2s−1) − 1
.

Using triangle inequalities for the absolute values of both sides of (2.9) and the simple fact 3−σ ≤ 1/3
for σ ≥ 1, we see that the absolute value of the expression on the left-hand side of (2.9) is at least
1/2, while the absolute value of the expression on the right-hand side of (2.9) is less than 1/2 when

β′ > 1 - a contradiction. When β′ = 1 (2.9) gives 1 = 3−s + 3−(2s−1) which has no solutions for
σ ≥ 1, again by a simple comparison of the absolute values. Thus the assumption that A3(s) = 0
when σ ≥ 1 is wrong.

It remains to check the case p = 2. Assume that A2(s) = 0 for σ ≥ 1. Then from

A2(s) =
1 + 2−s

1− 2−(2s−1)

(

1− 2−(t′+1)(2s−1)
)

+ 2−(t′+1)(2s−1) 2
s + 1

2s − 1
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we necessarily have

(2.10)
1 + 2−s

1− 2−(2s−1)
· 2

s − 1

2s + 1
=

2−(t′+1)(2s−1)

2−(t′+1)(2s−1) − 1
.

The left-hand side of (2.10) does not depend on t′ and we can see, again using triangle inequalities

and the simple fact that 2−σ ≤ 1/2 and 2−(2σ−1) ≤ 1/2, that its absolute value is at least 1/9. On

the other hand, the right-hand side of (2.10) equals 1/(2(t
′+1)(2s−1) − 1) and its absolute value is at

most 1/(2t
′+1−1) ≤ 1/15 for t′ ≥ 3. This gives 1/9 ≤ 1/15 - a contradiction. The cases t′ ∈ {0, 1, 2}

can be dealt in a similar way, substituting the corresponding value of t′ in (2.10), and then arranging
the expressions in an equation with absolute values on the two sides which cannot be equal. Thus
the assumption A2(s) = 0 for σ ≥ 1 is wrong and this completes the proof of the Lemma. �

Proof of Theorem 2. Let us write f(n) := (n− b)(n− c) and

(2.11) S(N) :=
∑

c<n≤N

τ (f(n)) =
∑

c<n≤N

∑

d|f(n)

1 .

Let X =
√

f(N). Note that f(n) is positive for n > c and increasing. By Dirichlet hyperbola
method we have

S(N) =
∑

c<n≤N













2
∑

d≤
√

f(n)

d|f(n)

1 +O(1)













= 2
∑

c<n≤N

∑

d≤
√

f(n)

f(n)≡0 (mod d)

1 +O(N) .

Recall that δ = (b− c)2/4. We notice that f(n) = (n− b)(n− c) = (n− (b+ c)/2)2 − ((b− c)/2)2 =

(n− (b+ c)/2)2 − δ and the condition f(n) ≡ 0 (mod d) is equivalent to (n− (b+ c)/2)2 ≡ δ
(mod d). If we denote

(2.12) M(x, d) := # {1 ≤ m ≤ x : f(m) ≡ 0 (mod d)} ,

clearly we have

M(x, d) =
x

d
ρδ(d) +O (ρδ(d)) .

Then we proceed in the standard way.

S(N) = 2
∑

d≤X

∑

1≤n≤N
f(n)≡0 (mod d)

1 +O





∑

d≤X

ρδ(d)



 +O(N)

= 2
∑

d≤X

M(N, d) +O





∑

d≤X

ρδ(d)



 +O(N)

= 2N
∑

d≤X

ρδ(d)

d
+O





∑

d≤X

ρδ(d)



+O(N) .

We have that δ ≥ 1 is a full square of an integer, so we can apply Theorem 1. As X = N +O(1)
it follows that

∑

d≤X

ρδ(d) ≪ X logX ≪ N logN .
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Therefore we get

(2.13) S(N) = 2N
∑

d≤X

ρδ(d)

d
+O (N logN) .

Again using Theorem 1 and Abel’s summation we get

∑

d≤X

ρδ(d)

d
=

6

π2

∫ X

1

log t

t
dt+ o

(∫ X

1

log t

t
dt

)

+O





1

X

∑

d≤X

ρδ(d)





=
3

π2
log2N + o

(

log2N
)

.

The statement of Theorem 2 follows from plugging the latter asymptotic formula into (2.13). �

3. Explicit upper bound

First we will repeat the argument of Hooley [13] so that we recreate his formula (11) in the identity
(3.5). We present the details of the argument for the sake of clarity and to work out precisely the
specific quantities for our special case of a square-full discriminant δ. In this section we will again
sometimes omit δ in the notation for the function ρδ, since δ is fixed. Recall (2.1) where for ℜ(s) > 2
we denoted Dρ(s) = F (s) =

∏

pAp(s). Also let r2 = δ = (b − c)2/4 for f(n) = (n − b)(n − c) and

β, t ≥ 0 be such that pβ||r2 for p > 2, 2t||r2 and 2β′ := β, 2t′ := t.
In case (ii) when p | r, p 6= 2 we can continue the expression (2.3) in the following way:

Ap(s) = (1 + p−s)

(

1 +
p

p2s
+ . . .+

pβ
′−1

p(β−2)s
+

pβ
′

pβs
(1− p−s)−1

)

= (1 + p−s)
∑

γ2|pβ

γ

γ2s

(

1−
(

pβ/γ2

p

)

1

ps

)−1

= (1 + p−s)
∑

γ2|pβ

γ

γ2s

(

1−
(

δ/γ2

p

)

1

ps

)−1

,(3.1)

because δ = r2 is a full square and pβ||r2, and
(

.

.

)

is the Jacobi symbol.

If p ∤ 2r we notice that β = 0 and the last sum over γ from (3.1) equals exactly (1 − p−s)−1, so
we can rewrite in a similar way also the factors (2.2). For p ∤ 2r we obtain

(3.2) Ap(s) = (1 + p−s)
∑

γ2|pβ

γ

γ2s

(

1−
(

δ/γ2

p

)

1

ps

)−1

.

The identity (2.4) for case (iii) when p = 2 can be continued as

A2(s) = (1 + 2−s)

[

t′
∑

α=0

2α

22αs
+

2t
′+1

2(t+2)s
(1− 2−s)(1 − 2−2s)−1 +

2t
′+2

2(t+3)s
(1− 2−2s)−1

]

= (1 + 2−s)K(s),(3.3)

where

K(s) :=

∞
∑

α=0

aα
2αs
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and a direct calculation shows that

(3.4) aα =







2α/2 for 0 ≤ α ≤ t and 2 | α ,
0 for 1 ≤ α ≤ t+ 1 and 2 ∤ α ,

2t
′+1 for α ≥ t+ 2 .

From (3.1), (3.2) and (3.3) and
∏

p(1 + p−s) = ζ(s)/ζ(2s) we obtain

Dρ(s) = K(s)
ζ(s)

ζ(2s)

∞
∏

p=3

∑

γ2|pβ

γ

γ2s

(

1−
(

δ/γ2

p

)

1

ps

)−1

= K(s)
ζ(s)

ζ(2s)

∑

d2|δ
(d,2)=1

d

d2s

∞
∏

p=3

(

1−
(

δ/p2u

p

)

1

ps

)−1

= K(s)
ζ(s)

ζ(2s)

∑

d2|δ
(d,2)=1

d

d2s

∞
∏

p=3

(

1−
(

δ/d2

p

)

1

ps

)−1

,

where pu||d and we used that
(

δ/p2u

p

)

=
(

δ/d2

p

)

. Now recall that δ = 2tΩ2 with even t and odd Ω,

so we can finally write

(3.5) Dρ(s) =

∞
∑

λ=1

ρ(λ)

λs
=

∞
∑

α=0

aα
2αs

∑

d|Ω

d

d2s

∞
∑

h=1

ξd(h)

hs
,

where

(3.6)
∞
∑

h=1

ξd(h)

hs
:=

ζ(s)

ζ(2s)

∞
∏

p=3

(

1−
(

δ/d2

p

)

1

ps

)−1

=
ζ(s)

ζ(2s)

∞
∑

l=1
(l,2)=1

(

δ/d2

l

)

1

ls
.

We introduce the character

χd(l) =

{ (

δ/d2

l

)

, if 2 ∤ l,

0, otherwise .

Here
(

δ/d2

l

)

=

(

2tΩ2/d2

l

)

=

(

Ω2/d2

l

)

is 1 or 0, depending on whether the condition (l,Ω/d) = 1 holds. This means that the character χd

is actually the principal character modulo 2Ω/d, i.e.

(3.7) χd(l) =

{

1, if (l, 2Ω/d) = 1,
0, otherwise .

Now we can write

(3.8)

∞
∑

h=1

ξd(h)

hs
=

ζ(s)

ζ(2s)

∞
∑

l=1

χd(l)

ls
.

We note that

ζ(s)

ζ(2s)
=

∞
∑

n=1

µ2(n)

ns
= Dµ2(s)
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and from (3.8) and the uniqueness of Dirichlet series expansion it follows that for every n ≥ 1 we
have

ξd(n) =
∑

lm=n

µ2(l)χd(m) .

By (3.5) valid for ℜs > 2, again using the uniqueness of Dirichlet series expansion, it follows that
for the coefficients of the corresponding Dirichlet series we have the identity

∑

λ≤X

ρ(λ) =
∑

d|Ω

∑

2αd2h≤X

aαdξd(h) .

We summarize the results up to now in the following lemma.

Lemma 4. Let δ = 22t
′

Ω2 for integers t′ ≥ 0 and Ω ≥ 1, such that (Ω, 2) = 1. Given the definitions
(1.3), (3.4), (3.6) and (3.7), for any X ≥ 1 and d | Ω, we have the identities

∑

λ≤X

ρδ(λ) =
∑

d|Ω

∑

2αd2h≤X

aαdξd(h)

and

ξd(n) =
∑

lm=n

µ2(l)χd(m) .

3.1. Proof of Theorem 3. Using the notation (2.12), and again the Dirichlet hyperbola method,
we have

S(N) :=
∑

c∗≤n≤N

τ(f(n)) =
∑

c∗≤n≤N

∑

d|f(n)

1 ≤ 2
∑

c∗≤n≤N

∑

d≤
√

f(n)

d|f(n)

1

≤ 2
∑

d≤X

∑

d|f(n)
max(c∗,b+d)≤n≤N

1 ≤ 2
∑

d≤X

∑

1≤n≤N
d|f(n)

1 = 2
∑

d≤X

M(N, d) .

We used that (n− b)2 > (n− b)(n− c) ≥ d2. One can achieve more precise upper bound for positive
c by more careful argument at this point. We made a cruder step by summing over all 1 ≤ n ≤ N
instead of considering only those n which satisfy simultaneously f(n) ≥ d2 and n ≥ c∗.

From the definition of the quantity M(x, d) in (2.12) it is clear that

(3.9) M(N, d) ≤ N

d
ρ(d) + ρ(d) .

Therefore

(3.10) S(N) ≤ 2
∑

d≤X

(

N

d
ρ(d) + ρ(d)

)

= 2N
∑

d≤X

ρ(d)

d
+ 2

∑

d≤X

ρ(d) .

In the sequel we will estimate explicitly the sum
∑

d≤Y ρ(d) for any Y ≥ 1. From this we can

easily extract also an explicit upper bound of the sum
∑

d≤Y ρ(d)/d through Abel’s summation.
To achieve our goal we will use Lemma 4 and the Dirichlet convolution representation it provides
in a similar way as in our previous paper [16], where Lemma 2.1 played a key role by providing
a comfortable Dirichlet convolution. In the current case, however, we do not have factoring in
familiar multiplicative functions directly of the function ρδ(d) for a square-free δ, rather of another
multiplicative function ξd in the presentation of ρδ(d) for a square-full δ. From one side this makes
the argument more technical than in [16], from the other side the character sums we consider in the
present case are much simpler because we deal just with the principal character χd.
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From Lemma 4 it follows that

(3.11)
∑

λ≤X

ρ(λ) =
∑

d|Ω

∑

2αd2≤X

aαd
∑

h≤X/(2αd2)

ξd(h) .

We concentrate first on estimating the innermost sum.

3.1.1. Estimation of
∑

h≤Y

ξd(h). Let Y ≥ 1 and fix a divisor d of Ω. By the Dirichlet convolution

representation in Lemma 4 it follows that

(3.12)
∑

h≤Y

ξd(h) =
∑

lm≤Y

µ2(l)χd(m) =
∑

l≤Y

µ2(l)
∑

m≤Y/l

χd(m) .

By (3.7) for a real Y ≥ 1, and writing temporarily q := 2Ω/d for the conductor of the principal
character χd, we have

∑

m≤Y

χd(m) =
∑

m≤Y

1−
∑

m≤Y
(m,q)>1

1 =
∑

m≤Y

1−
∑

f |q
f≥2

∑

m1≤Y/f

1

= [Y ]−
∑

f |q
f≥2

[

Y

f

]

≤ Y −
∑

f |q
f≥2

(

Y

f
− 1

)

.(3.13)

Let us use the notation
θa(q) :=

∑

d|q
d≥2

da = σa(q)− 1 .

Then the inequality (3.13) can be written as

(3.14)
∑

m≤Y

χd(m) ≤ Y (1− θ−1(q)) + θ0(q) .

Plugging this in (3.12) we get

∑

h≤Y

ξd(h) ≤
∑

l≤Y

µ2(l)

(

Y

l
(1− θ−1(q)) + θ0(q)

)

= Y (1− θ−1(q))
∑

l≤Y

µ2(l)

l
+ θ0(q)

∑

l≤Y

µ2(l) .(3.15)

At this step we need to have 1 − θ−1(q) = 1 − θ−1(2Ω/d) ≥ 0 for every divisor d | Ω. First we see
that if k ≥ 1 is odd, then

(3.16) θ−1(2k) =
3

2
σ−1(k)− 1 .

Indeed, we notice that all divisors of 2k which are at least 2 can be presented as f = 2γg for
γ ∈ {0, 1} and g | k, with γ = 1 when g = 1, because k is odd. Thus

∑

f |2k
f≥2

1

f
=
∑

g|k

1

g
− 1 +

1

2

∑

g|k

1

g
=

3

2

∑

g|k

1

g
− 1 .

Then for every d | Ω we indeed have

1− θ−1(2Ω/d) = 2− 3

2
σ−1(Ω/d) ≥ 2− 3

2
σ−1(Ω) ≥ 0 ,

because we have assumed the condition (1.4).
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Now we can use an upper bound due to Ramaré (Lemma 3.4 [20]).

Lemma 5. (Ramaré, [20]) Let x ≥ 1 be a real number. We have

∑

n≤x

µ2(n)

n
≤ 6

π2
log x+ 1.166 .

Using also the trivial bound for the last sum in (3.15), we get

∑

h≤Y

ξd(h) ≤ Y (1− θ−1(q))

(

6

π2
log Y + 1.166

)

+ θ0(q)Y

=
6

π2
(1− θ−1(q))Y log Y + (1.166 (1− θ−1(q)) + θ0(q))Y

=: c1(q)Y log Y + c2(q)Y .(3.17)

3.1.2. Estimation of
∑

λ≤X

ρδ(λ). Now we plug the latter bound in the first identity from Lemma 4.

Using that c1(q) ≥ 0, we get
∑

λ≤X

ρδ(λ) =
∑

d|Ω

∑

2αd2≤X

aαd
∑

h≤X/(2αd2)

ξd(h)

≤
∑

d|Ω

∑

2αd2≤X

aαd

(

c1(q)
X

2αd2
log

X

2αd2
+ c2(q)

X

2αd2

)

≤ 6

π2
X logX

∑

d|Ω

1

d
(1− θ−1(2Ω/d))

∑

2α≤X/d2

aα
2α

+X
∑

d|Ω

1

d
c2(2Ω/d)

∑

2α≤X/d2

aα
2α

.

By a direct calculation using (3.4), or by (2.8) and (3.3), we see that

(3.18) K(1) =
∞
∑

α=0

aα
2α

= 2 .

Therefore we can bound the partial sums of aα/2
α by 2 and we obtain

(3.19)
∑

λ≤X

ρδ(λ) ≤
12

π2
C1(Ω)X logX + C2(Ω)X ,

where

(3.20) C1(Ω) :=
∑

d|Ω

1

d
(1− θ−1(2Ω/d)) =

∑

d|Ω

1

d









1−
∑

f |2Ω/d
f≥2

1

f









and

C2(Ω) := 2
∑

d|Ω

1

d
c2(2Ω/d) = 2

∑

d|Ω

1

d









1.166









1−
∑

f |2Ω/d
f≥2

1

f









+
∑

f |2Ω/d
f≥2

1









.

For the constant C1(Ω) we have the following crucial upper bound which would guarantee the
right main term.
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Lemma 6. Let Ω ≥ 1 be an odd integer satisfying σ−1(Ω) ≤ 4/3. Then the constant C1(Ω) defined
in (3.20) satisfies the inequalities

0 < C1(Ω) ≤
1

2
.

Proof. From (3.16) it follows that

θ−1(2Ω/d) =
3

2
σ−1(Ω/d) − 1 .

Then

C1(Ω) =
∑

d|Ω

1

d



2− 3

2

∑

g|Ω/d

1

g



 = 2
∑

d|Ω

1

d
− 3

2

∑

d|Ω

1

d

∑

g|Ω/d

1

g
.

When we take out the contribution of d = 1 from the first sum and of d = 1 and g = 1 from the
second sum we get

C1(Ω) = 2 + 2
∑

d|Ω
d>1

1

d
− 3

2
− 3

2

∑

g|Ω
g>1

1

g
− 3

2

∑

d|Ω
d>1

1

d

∑

g|Ω/d

1

g

=
1

2
+

1

2

∑

d|Ω
d>1

1

d
− 3

2

∑

d|Ω
d>1

1

d

∑

g|Ω/d

1

g
.

If there are divisors d | Ω which are greater than 1, then the innermost sums satisfy
∑

g|Ω/d 1/g ≥ 1

with contribution at least from g = 1. Then

C1(Ω) ≤
1

2
+

1

2

∑

d|Ω
d>1

1

d
− 3

2

∑

d|Ω
d>1

1

d
=

1

2
−
∑

d|Ω
d>1

1

d
≤ 1

2
.

In particular, when Ω = 1, we have C1(Ω) = 1/2. When Ω > 1, by the condition (1.4) we know that
for every d | Ω we have 1− θ−1(2Ω/d) ≥ 0. Note that in this case there is at least one prime divisor
p ≥ 3 such that p | Ω and we have the strict inequality 0 ≤ 1− θ−1(2Ω) < 1− θ−1(2Ω/p). Then by
(3.20) we surely have C1(Ω) > 0. �

From Lemma 6 and (3.19) we arrive at

∑

λ≤X

ρδ(λ) ≤
6

π2
X logX + C2(Ω)X .

From (3.16) and the analogous observation θ0(2Ω/d) =
∑

f |2Ω/d,f≥2 1 = 2σ0(Ω/d) − 1 we check by

a direct calculation that C2(Ω) = C(Ω). Therefore

(3.21)
∑

λ≤X

ρδ(λ) ≤
6

π2
X logX +C(Ω)X .
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3.1.3. Estimation of
∑

λ≤X

ρδ(λ)/λ. Write P (X) :=
∑

λ≤X ρδ(λ). By (3.21) and Abel’s summation

formula we have

∑

λ≤X

ρδ(λ)

λ
=

P (X)

X
−
∫ X

1
P (u)

(

1

u

)′

du =
P (X)

X
+

∫ X

1
P (u)

du

u2

≤ 1

X

(

6

π2
X logX + C(Ω)X

)

+

∫ X

1

(

6

π2
u log u+ C(Ω)u

)

du

u2

≤ 6

π2
logX + C(Ω) +

6

π2

∫ X

1

log u

u
du+ C(Ω)

∫ X

1

du

u

=
3

π2
log2 X +

(

6

π2
+ C(Ω)

)

logX + C(Ω) .(3.22)

Now using (3.21) and (3.22), the inequality (3.10) turns into

S(N) ≤ 2N

[

3

π2
log2 X +

(

6

π2
+ C(Ω)

)

logX + C(Ω)

]

+ 2

[

6

π2
X logX +C(Ω)X

]

,

where X =
√

f(N). This proves Theorem 3.

3.2. Proof of Corollary 4. Instead of directly applying Theorem 3 we will take use of the specific
form of δ and f(n). This way we can gain better minor terms coefficients, whereas the main
coefficient remains the right one. When δ = 4s, i.e. Ω = 1, then clearly we have only one divisor of
Ω and a single character to consider : χd = χ1 which is 1 at even numbers and 0 at odd. Then

∑

m≤Y

χ1(m) =

[

Y + 1

2

]

≤ Y + 1

2
.

From (3.12) and Lemma 5 we get

∑

h≤Y

ξ1(h) =
∑

l≤Y

µ2(l)
∑

m≤Y/l

χ1(l) ≤
∑

l≤Y

µ2(l)

(

Y

2l
+

1

2

)

=
Y

2

∑

l≤Y

µ2(l)

l
+

1

2

∑

l≤Y

µ2(l) ≤ Y

2

(

6

π2
log Y + 1.166

)

+
Y

2

=
3

π2
Y log Y + 2.166

Y

2
.

Then by Lemma 4, the latter inequality and (3.18) we see that

∑

λ≤X

ρ4s(λ) =
∑

2α≤X

aα
∑

h≤X/2α

ξ1(h) ≤
∑

2α≤X

aα

(

3

π2

X

2α
log

X

2α
+ 2.166

X

2 · 2α
)

≤ 3

π2
X logX

∑

2α≤X

aα
2α

+
2.166

2
X
∑

2α≤X

aα
2α

<
6

π2
X logX + 2.166 ·X

From the last inequality and applying Abel’s summation we obtain

∑

λ≤N

ρ4s(λ)

λ
≤ 3

π2
(logN)2 +

(

6

π2
+ 2.166

)

logN + 2.166 .

and the statement of i) follows after a decimal approximation of the second coefficient.
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For the proof of ii) we note that

N
∑

n=2

τ(n2 − 1) ≤ 2

N
∑

n=2

∑

1≤d<n
d|(n2−1)

1 = 2

N
∑

d=1

∑

d<n≤N
n2≡1(d)

1 = 2

N
∑

d=1

(M(N, d) −M(d, d)) .

Clearly M(d, d) = ρ1(d) and by (3.9) it follows that

N
∑

n=2

τ(n2 − 1) ≤ 2N

N
∑

d=1

ρ1(d)

d
.

The second statement of Corollary 4 follows from applying the inequality i) to the innermost sum.

3.3. Examples. To provide an explicit upper bound for the average divisor sum over any reducible
quadratic polynomial f(n) = (n− b)(n− c) with δ = 2tΩ2 where Ω is odd, t ≥ 0 is even, Theorem 3
requires the condition (1.4) for the divisors of Ω. In Corollary 4 we showed an improved such upper
bound, which is valid when Ω = 1 and f(n) = n2 − 1. In this subsection we would give some more
examples when Theorem 3 holds.

I. Ω = p, p ≥ 3 is a prime. Indeed, then

σ−1(Ω) =
∑

d|Ω

1

d
= 1 +

1

p
≤ 1 +

1

3
=

4

3
.

II. Ω = pk, p ≥ 5 for integer k ≥ 2. Indeed, if p = 3 and k ≥ 2 condition (1.4) fails. If p ≥ 5 we
need to have

∑

d|Ω

1

d
= 1 +

1

p
+ . . .+

1

pk
=

1− p−(k+1)

1− p−1
≤ 4

3
,

which is equivalent to 1 − 1/pk+1 ≤ 4/3 − 4/(3p), or further to 4/(3p) − 1/pk+1 ≤ 1/3. The
latter is true because 4/(3p) − 1/pk+1 < 4/(3p) ≤ 4/(3 · 5) < 1/3.

III. Ω = pq, 5 ≤ p < q and q ≥ 3(p+ 1)/(p − 3). Like in example II. one sees that if p = 3 the sum

σ−1(Ω) > 4/3. Then one easily obtains the second condition on q starting from the necessary
inequality

∑

d|Ω

1

d
= 1 +

1

p
+

1

q
+

1

pq
≤ 4

3
.

Thus when p = 5 we can have any q ≥ 11.
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