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Abstract. In this paper we will prove a fixed point theorem of Perov type for cyclic contractions
on complete generalized metric spaces. Then, as an application, we will study the existence,
uniqueness and approximation of the solution for a system of integral equations.
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1. PRELIMINARIES

We begin the considerations with some notions and results which will be useful
further in this paper.

Let (X, d) be a metric space. We denote:
P(X):={Y C X |Y is nonempty};
P (X):={Y € P(X)|Y isclosed};
IfT:Y € X — X is a single-valued operator, then the symbol
Fr:={xeY|xeTx}
denotes the fixed point set of 7.

Definition 1. A matrix S € M,(Ry) is called a matrix convergent to zero if
Sk 0ask — +oo0.

Theorem 1 ([5], [4]). Let S € My,(Ry). The following statements are equivalent:
(1) S is a matrix convergent to zero;
(i) S¥x —>0ask — +oo, V x € R?;
(iii) Ip — S is non-singular and
p=S)'=1,+S+5%+... (1.1)
(iv) I, —S is non-singular and (I, — S )~ has nonnegative elements;
(v) A €C, det(S—Alp) =0imply |A| < L.
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The matrices convergent to zero were used by A.L. Perov [2] to generalize the
contraction principle in the case of metric spaces with a vector-valued distance.

Definition 2 ([5]). Let (X,d) be a metric space with d : X x X — IRﬂ’r a vector-
valued distance and 7' : X — X. The operator T is called an S-contraction if there
exists a matrix S € M, (R4) such that:

(1) S is a matrix convergent to zero;
() d(T(x), T(y)) <Sd(x,y), Vx,yeX.
Theorem 2 (Perov, [2]). Let (X,d) be a complete metric space withd : X x X —
Rﬂ’r a vector-valued distance and T : X — X be an S-contraction. Then:
(i) T has a unique fixed point x* € X;
d
(i) T*xx — x* ask — +o0o, forall x € X;
(i) d(T*x,x*) < Sk(I,—S)™'d(x,Tx), forall x € X and k € N;
(iv) d(x,x*) < (I, —S)"'d(x,Tx)forall x € X.
Another consistent generalization of the contraction principle was given by Kirk,
Srinivasan and Veeramani, using the concept of cyclic operator.

Theorem 3 ([1]). Let {A;}7_, be nonempty subsets of a complete metric space,
m

m
and suppose T : UA,- — UA,- satisfies the following conditions
i=1 i=1

(where App+1 = Ay):
(1) TA; C Ajqr for 1 <i <m;
(2) 3k €(0,1) such that d(Tx,Ty) <kd(x,y), Vx € A;, y € Aj 41, for 1 <
I <m.
Then T has a unique fixed point.

This theorem suggested the introduction of the following

Definition 3 ([3]). Let X be a nonempty set, m a positive integerand 7 : X — X
m

an operator. By definition, U A; is a cyclic representation of X with respect to 7T if:
i=1

m
() X =] 4;, with 4; € P(X), for 1 <i <m;
i=1
(i) TA; € Aj41, for 1 <i <m, where Ay+1 = Ag.
2. MAIN RESULTS

Definition 4. Let (X,d) be a metric space withd : X x X — [Rf_ a vector-valued
distance, Ay,...,Am € Peyj(X)and T : X — X be an operator. If:
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m
@) U Aj; is a cyclic representation of X with respect to T;
i=1
(ii) there exists a matrix S € M, (R ) convergent to zero such that

d(Tx,Ty) <S-d(x,y), forany x € A;, y € Aj+1, where Ay, +1 = Ay,
then, by definition, we say that 7" is a cyclic S-contraction.

Theorem 4. Let (X,d) be a complete metric space withd : X x X — IR‘_T_ avector-
valued distance, A1,Az,...,Am € Poy(X). If T : X — X is a cyclic S-contraction
then the following statements hold:

m
(1) T has a unique fixed point x* € m A; and the Picard iteration {X,}n>0
i=1
given by
Xp=Txp-1,n>1,

converges to x* for any starting point xo € X;
(2) the following estimates hold:

d(xn,x*) < 8", — ) 'd(x0.x1), n = 1; 2.1)
d(xn. x*) < (Ip = 8) " d (xn, xp11), n = 1; (2.2)
3) forany x € X,
d(x,x*) < (I, = S) 'd(x, Tx). (2.3)
Proof. (1)
d(xp.Xp+1) = d(Txp—1.Txy) < Sd(xp—1.%n)
<...<8"d(x0,x1)
For k > 1 we have
d(Xn. Xntk) < S™d(x0,x1) + 8" d(x0,x1) + ...+ S"* 1 d(x0.x1)
=S"(Iy+S+S2+...+ 5 Nd(x.x1)
< S"(Iy+S+S?+...)d(x0,x1) = 0 as n — oo, (2.4)

which means that (x,),>0 is a Cauchy sequence.

(X.d) is a complete metric space, so the sequence (x,),>0 is convergent to a
qgeX.

The sequence (x;),>0 has an infinite number of terms in each A4;, i = 1,m, so
from each A; one we can extract a subsequence of (x,),>0 Which converges to ¢ =

lim xj.
n—-oo
m m
Because A; are closed, g € m Aj, so ﬂ A; #+ 2.

i=1 i=1
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m m
ﬁlAi :DIA,- N ﬂA,-.

Let be the restriction 7'

i=1

i=

m

ﬂ A; is also complete. Applying Perov’s theorem, T‘ F] ) has a unique fixed
i=1 =

point, which can be obtained by means of the Picard iteration starting from any initial

point. It remains to prove that the Picard iteration converges to x*, for any initial

guess x € X.

d(xp+1,x*) =d(Txp,, Tx*) < Sd(xp,x™)

<...<8"d(x¢,x*)—>0asn— oo.

(2) d(xn.xp4k) <d(xXp.Xp+1) +d(Xpt1,Xn+2) + ... +d(Xppk—1, Xn+k)
< d(xn, Xnt1) +Sd(Xn, Xnt1) + ...+ ¥V (xn, X0 g1)

=1, +S+...+Sk_1)d(xn,xn+1), foranyn € N, k > 1.
(2.5)

Using the statement (iii) from Theorem 1, by letting k — oo in (2.4) and (2.5) we
obtain the estimates (2.1) and (2.2).
(3)Let x € X. Forn =0, xg := x, the a posteriori estimate (2.2) becomes

d(x,x*) < (I, —8)"'d(x,Tx).
O

Theorem 5. (Data dependence theorem) Let T : X — X be as in Theorem 4 with
Fr ={xT}}. Let U : X — X be an operator such that:

() U has at least one fixed point xy;;
(ii) there exists n > 0 such that

d(Tx,Ux) <n, forany x € X.
Then d(xg.,x7;) < n(Ip— SH)~1.
Proof. By letting x := x{; in the inequality (2.3), we have
d(xf,x3) < (I, = S) ' (x5, Txf) = (I, — S) " 'd(Ux};, Tx}y)
<Up=8)""n.
O

Theorem 6. Let T : X — X be as in Theorem 4. Then the fixed point problem for
T is well posed, that is, assuming there exist 7,, € X, n € N such that d(2,,Tz,) —
0, as n — oo, this implies that z, — x*, as n — oo, where Fy = {x*}.
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Proof. By letting x := z, in the inequality (2.3), we have
d(zn.x*) <(Ip—S)'d(zn,Tzn), n €N

and letting n — oo we obtain d(z,,x*) — 0, n — oc.

3. AN APPLICATION TO A SYSTEM OF INTEGRAL EQUATIONS

935

We apply the results given by Theorem 2.1 to study the existence and the unique-

ness of solutions of the following system of integral equations:
b

010 = [ 6109 /5.0 32
“b , 1 €la,b]
020 = [ 62005 fls.31(6) x2(6))ds

a

where a,b € R, a < b,
G19 G2 € C([CI?b] X [a’b]’ [O’ OO))’
f1, f2€ C(la,b] x Rx R, R).

Theorem 7. We suppose that:

3.1

(i) there exist oy, B € C([a,b],R), my, My € R with mp, < ay(t) < Br(t) <

My, for any t € [a,b), such that

b
(1) < [ G (t.5) (5. B1.(5). Ba(s))ds
a fork €{1,2}

b
Be(t) = / Gr(t,5) fi (5.1 (). a2 (s))ds

(i) there exist ai,by,a,by € Ry such that
+
| f1(s,u1,uz)— fi1(s,v1,v2)| < arfur —vi| +azluz —va|,
| f2(s,u1,uz) — f2(s,v1,v2)| < b1|ur —vi| 4+ baluz —v2|,
forany s € [a,b] and uy, v € R, with
up < My Up > my
or

fork € {1,2};
Vg = My

v < My

b

(iii) sup [ Gr(t,8)ds <1 fork € {1,2};
t€la,b]/a

(iv) fx is decreasing in each of the last two variables, that is,

u,uz,01,02 €R, ug vy, ug <vp = fy(s,u,v) > fi(s,uz,v2),

forany s € [a,b), and k € {1,2};

3.2)

3.3)
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. ap a
(V) the matrix S = ( bl bz ) converges to zero.
1 b2

Tilen the system (3.1) has a unique solution x* = (x},x3) € C([a,b], R?), with oy, <
x; < Pk, fork € {1,2}.
This solution can be obtained by the successive approximations method, starting at
any element x° € C([a,b], R2). Moreover; if x" is the n'™" successive approximation,
then we have the following estimation:

I =x" || < 8™ (12 = $) 7 x% = x|,
where

X
||x||=< ¥1loo ) and |X|oo = max |x(t)].

|x2|00 te[arb]

Proof. Let us denote

X :=(C([a,b],R),||e0), Z=XxX (3.4
[x1 |00
112 Z =R, x| = [[(x1,x2) | = :
|x2|oo
where | X |oo = Irfaz()] |x% (¢)| is the Chebyshev norm.
tela,
Then (Z,]|-]|) is a generalized Banach space.

We consider the following closed subsets of X:
A1 = {(xl,xz) e’/ |Xk < ,Bk, ke {1,2}},

Ay ={(x1,x2) € Z | x > o, k € {1,2}},
and the operator 7' : Z — Z,

(xl,X2) =x—>Tx= (Tlx,sz),

b
Tex(t) := / Gr(2,5) fr(s,x1(5),x2(s))ds, for k € {1,2}. (3.5)

The system (3.1) is equivalent with the equation 7'x = x.
We will prove that Ay U A5 is a cyclic representation of Z with respect to 7.
Let x = (x1,x2) € A1 = x3(s) < Br(s), Vs €a,b], fork € {1,2}.
Using the monotonicity of f; we have
Gk([,S)fk(S,X](S),Xz(S)) > Gk(f,S)fk(S,ﬁ](S),ﬁ2(S)), fork € {1’2}

and from (i), by integration,

b
/ G (t.5) fi (5,31 () x2(s))ds > a (1),

which means that

Tex(t) = ap(t), Vit ela,b], fork e{l,2} = Tx € A,.
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So TA; € A;. In a similar way we have TA,; C A;.
Using the conditions (ii) and (iii) we have

b
| Thex () = Tiey (1) S/ G (t.5)] fie (s, x1(5), x2(5)) = fie (5. y1(5), y2(5))|ds

a

b
< f Gre(t.5) @k x1(5) — y1.(5)] -+ b x2(s) — y2(s) s

b
< / G (t.)(@g X1 — y1loo + bg 12 — y2loo)
a

<ag|x1 —Yiloo + brlx2—y2|c0, YVt € a,b]
= Tk X — Tk Yoo < arlx1— y1loo +bi|x2 — y2|0o

|T1x—T1y]o |x1 = Y1loo
= <S ,
|Tox — T2y |0 |x2 — ¥2|00

ITx =Tyl = Sllx =yl forany (x,y) € A1 x A2,

so we have

and by the condition (v) it results that the operator 7T is a cyclic S-contraction.
All the conditions of Theorem 4 are satisfied, so T has a unique fixed point

x* = (x7,x3) € Ay N Az, with ag < x; < B, fork € {1,2}.
This finishes the proof.
g

Further on, we will study the continuous dependence phenomenon for the system

(3.1).

We consider the perturbed system of integral equations

b
() = ] Hy(1.5)g1(5, y1.(5). y2(s))ds
a (3.6)

b
Valt) = / Ha(t.5)g2(5. y1(5). y2(5))ds

where
Hy,H; € C([a,b] x[a,b],[0,00)), g1,22€ C(la,b]xRxR,R).

Theorem 8. We suppose that the conditions of Theorem 7 are satisfied and we
denote by x* the unique solution of the system of integral equations (3.1).

If y* € C([a,b],R?) is a solution of the perturbed system of integral equations
(3.6), and

b
sup / Hp(t,s)ds <1,
t€la,b]/a
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then we have the following estimation:
Ix* = y*llgz = (1= 8)"'(n+ 7). 3.7
where n = (n1,1n2), T = (11,72) and

Mk = supi| fx (s,u,v)| | s € [a.b], u,v € R},

fork € {1,2}.
Tk = supi|gk(s.,u,v)| | s €[a,b], u,v R},

Proof. We consider the operator 7' : Z — Z attached to the system (3.1), defined
by the relation (3.5).

Let U : Z — Z be an operator attached to the perturbed system (3.6) and defined
by the relation:

V1, y2) =y = Uy = (Ury,Uzy),

b
Uy (1) := / Hi (1,581 (5. y1(5). va(s))ds. for k € {1,2}.

We have
b

Tex(t) — Upx (1)] < / G (1.9)| fi (5.1 (5). x2(s))ds

a

b
+ / Hie(1,5) gk (5. x1(5), x2(5)) s

b b
< r}k/ Gk(t,s)ds—i-tk/ Hy(t,s)ds
a a
<N+, Ytela,b], forke{l,2}
= [Tkex — Uk X|oo < 1k + Tk
= |Tx—-Ux||<n+t1,VxeZ

The conditions of Theorem 6 are satisfied, so estimation (3.7) is proved.
O

Remark 1. A similar approach can be achieved for a system of Volterra type integ-
ral equations using, instead of the supremum norm, the Bielecki type norm approach.
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