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The magnetic properties of the pyrochlore iridate material Eu,Ir,0; (54°) have been studied based on
first principles calculations, where the crystal field splitting A, spin-orbit coupling (SOC) 4, and Coulomb
interaction U within Ir 5d orbitals all play significant roles. The ground state phase diagram has been
obtained with respect to the strength of SOC and Coulomb interaction U, where a stable antiferromagnetic
ground state with all-in—all-out (ATAO) spin structure has been found. In addition, another antiferro-
magnetic state with energy close to AIAO has also been found to be stable. The calculated nonlinear
magnetization of the two stable states both have the d-wave pattern but with a z/4 phase difference, which
can perfectly explain the experimentally observed nonlinear magnetization pattern. Compared with the
results of the nondistorted structure, it turns out that the trigonal lattice distortion is crucial for stabilizing
the AIAO state in Eu,Ir,O,. Furthermore, besides large dipolar moments, we also find considerable

octupolar moments in the magnetic states.
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The ordering of electronic states is one of the fundamental
problems in condensed matter physics. In 3d transition metal
compounds, the ordered states can be described quite well by
the product of orders in orbital and spin subspaces [1],
because the spin-orbit coupling (SOC) here is weak and can
be treated perturbatively. However, in rare-earth compounds
[2], the SOC is strong enough to bind the orbital and spin
degrees of freedom into rigid objects described by the total
angular momentum, and the ordered states can then be well
understood in terms of the moments with high angular
momentum that splits into atomic multiplets under crystal
field. Unlike the above two limits, the situation in 4d and 5d
transition metal compounds is unique [3]. On one hand, the
SOC is strong enough to combine the orbital and spin
degrees of freedom to form some complex orders. While on
the other hand, the SOC is still far away from the limit where
the low energy physics can be entirely determined within the
subspace with a fixed total angular momentum. In fact, the
SOC strength in these compounds is comparable to that of
the crystal field so that the magnetic orders there can involve
multiple total angular momentum states.

The pyrochlore iridates [4,5] are typical 5d transition
metal compounds with many novel properties already
being discussed extensively in the literature, including
the noncollinear magnetic order [6—12], the metal-insulator
transition [13-20], the anomalous Hall effect [21-23], the
topological insulator and the Weyl semimetal phase
[3,6,7,15,24-31], and the chiral metallic states in the
domain wall [32-34]. Among them, the magnetic order
is the most fundamental one that determines most of the
electronic properties. In Ref. [6], by using the density
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functional theory plus U (DFT + U) method, Wan et al.
obtained an all-in—all-out (AIAO) order in Y,Ir,O5, which
will generate the Weyl semimetal phase if the value of the
order parameter falls into a proper region. Most recently,
Liang et al. [35] have systematically studied the nonlinear
magnetization in Eu,Ir,0; (54°) by using torque magne-
tometry, where a magnetic field is applied in the a-b plane
and continuously rotated around the ¢ axis by 2z. They
found a nonlinear magnetization normal to the a-b plane
with a d-wave pattern as a function of the rotation angle.
Surprisingly, they also found that the d-wave pattern has a
/4 phase shift when the direction of the field Hy, applied
during the field cooling process changes from [110] to
[110]. Their results indicate that there is another low energy
metastable magnetic structure besides AIAO which might
be stabilized by the field cooling processes.

Inspired by experiments on the nonlinear magnetization
in Eu,Ir,O; [35], in the present Letter we reexamine the
magnetic structure of the pyrochlore iridates. By using the
DFT together with the unrestricted Hartree-Fock (UHF)
mean-field method, we study the full description of the
magnetic orders in Eu,Ir,O;. Our numerical studies lead to
three important conclusions listed below. (i) Besides AIAO
there is an additional locally stable magnetic structure in
this system, which is very close to AIAO in energy. The
existence of this additional metastable magnetic state can
perfectly explain the puzzle in the nonlinear magnetization
measurements [35]. (ii) The real ground state of Eu,Ir,05 is
extremely sensitive to the trigonal lattice distortion of the
pyrochlore structure and AIAO magnetic state can be
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stabilized only with large enough trigonal distortion. (iii) In
all these magnetic states mentioned above, in addition to
the magnetic dipolar moments, we also find high-order
multipolar moments (octupole) [2] with considerable
amplitude as well. Recently, possible nondipolar hidden
order has also been implied from the second harmonic
generation (SHG) experiments on Sr,IrO, [36]. The major
difference between the multipolar orders discussed in
Sr,IrO, [36] and that in the present Letter is that the
former one breaks the inversion symmetry. Because of the
similarity in the local electronic structure, the results
obtained in the present study may also be helpful in
revealing the microscopic origin of the hidden orders
in SryIrO;,.

We take the experimental lattice parameters of Eu,Ir, O
from Ref. [37], that is @ = 10.243 A and x = 0.3334. For
this x value, the oxygen octahedron has a trigonal distortion
(compression along the local [111] direction). We also do
calculations for the nondistorted structure (x = 5/16) for
comparison. The DFT part of the calculations have been
done by the Vienna ab initio simulation package (VASP)
[38]. A tight binding (TB) Hamiltonian consisting of 1,
orbitals from four Ir atoms is then obtained from the non-
SOC DFT calculation by the maximally localized Wannier
functions method [39,40]. The #,, orbitals are defined with
respect to the local oxygen octahedron XYZ coordinate
[41]. An atomic SOC term is added to the TB Hamiltonian
to account for the strong SOC of Ir atoms with its strength A
being determined by fitting the first principles results. To
consider the strong Coulomb interaction among Ir 7,
orbitals, an on-site Coulomb interaction term U is included.
The total Hamiltonian can be written as

Ra.R'f i 1..q
H = Zl * ﬂlea ]R//}+/12(1R'SR)aﬂd;adRﬁ

JR'p iRap
iRa

U
+ 5 Z dRad;rQ[deﬁdR}w (1)

iRapoy

where, i, j are the indices of primitive cell, R, R’ =1, 2, 3,
4 are the indices of Ir sites, and «, f3, 6, y are the combined
orbital-spin indices. Under the UHF approximation, the
Coulomb interaction terms are approximated as

d;adj?ﬁdRﬁdRy R pgéd;adRy + ngd;ﬂdms - p[lfyd;adRﬁ
- Pffadj%ﬂdm - P/’fap’iy + ngl’ﬁsv (2)

where, p; = (d RadRﬁ> is the local density matrix for the Ir
atom at site R and is determined self-consistently. This
TB 4+ UHF method is numerically more stable than the
ab initio DFT + U method and the total energy can
converge to very high accuracy (~0.01 meV) [41].

The local density matrix obtained above gives the
complete description of the magnetic orders in Eu,Ir,O;.

It can be decomposed into 36 single particle irreducible
tensor (or multipolar) operators 0 k, defined in the spin-
orbital space [2,49],

pr = Z CK Kzog‘/]l(z’ (3)
K K. KM
CK Ky TYVR(OK Kq) ] (4)

Note that all of these operators are defined with respect to
the local [111] xyz coordinate [41] for each Ir atom; i.e., z is
along the local [111] direction. These 36 operators serve as
the complete set of the possible order parameters (OPs) and
the details of their definition can be found in the
Supplemental Material [41].

The phase diagrams with respect to the strength of SOC 4
and Coulomb interaction U for both the distorted and
nondistorted structures are obtained and shown in Fig. 2.
With SOC, the t,, bands will be split into j. = 1/2 and
Jeit = 3/2 subbands, and the j = 1/2 subbands are half-
filled. For small U, the ground state is paramagnetic, which
is unstable against magnetic order when U reaches to some
critical value. Assume that the magnetic unit cell does not
enlarge, all the possible magnetic structures in Eu,Ir,O;
can be classified by finding the magnetic co-representation
for the tetrahedron group, which leads to Iy, = 1¢I5 +
Icls, + 1Ty, + 2clg, [50]. We have tried all these
possible magnetic configurations in our calculations to
determine the most stable magnetic order.

Figure 2(a) is the phase diagram for the experimental
structure of Eu,Ir,O;, which contains finite trigonal dis-
tortion. The typical band structures of each phase have been
plotted in the Supplemental Material [41]. We find that the
one-dimensional cI'5, representation with an AIAO type
antiferromagnetic configuration [AF1 in Fig. 1(a)] is
always the ground magnetic state, which is quite consistent
with the previous studies [51-53]. Similar to the results
obtained in Refs. [6,7], under the AF1 order, a Weyl
semimetal phase can be found in a narrow region of the
phase diagram. With the increment of U, the Weyl
semimetal phase disappears quickly leading to a semimetal
to insulator transition. Besides cI'5 ., we find that the three-
dimensional cI';, representation [AF3 in Figs. 1(d), 1(e),
1(f)], where the local moments are perpendicular to the
local [111] directions, is also stable in the very large
parameter region. However, its total energy per Ir atom is
always a few meV higher than that of AF1 and a color map
is used to label their total energy difference: E,,(AF3) —
E.(AF1) (with units of meV) in Fig. 2. As we can see,
their total energy is very close. We choose the reasonable
parameters for Eu,Ir,O; based on the size of the band gap
reported in previous studies [20,54], where they reported
an optical gap of about 0.2 eV [54] and a band gap of
about 0.3 eV in their LDA 4+ DMFT calculation [20].
Considering the fact that HF usually overestimates the
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FIG. 1. (a) AFI1, the AIAO antiferromagnetic configuration,

all the magnetic moments point to (against) the center of the
tetrahedron. (b),(c) AF2, other twofold degenerate antiferromag-
netic configurations. (d),(e),(f) AF3, other threefold degenerate
antiferromagnetic configurations.

band gap, here we choose a value U = 1.1 eV which will
induce a little larger band gap of about 0.4 eV [41]. A phase
diagram with Hund’s coupling J at J5/U = 0.2 is also
calculated and plotted in the Supplemental Material [41]. It
turns out that Hund’s coupling does not change the overall
phase diagram because there is only one hole per Ir site in
I, subspace.

To study the possible nonlinear magnetization discussed
in Ref. [55] and reported in Ref. [35], we apply an external
magnetic field H in the [001] plane and continuously rotate
it by 2z, and then calculate the net magnetic moments along

[001] direction M induced by the transverse magnetic
field. M! as a function of the rotation angle 6 are plotted
in Fig. 3 for the AF1 and AF3 phases at U = 1.1 and
1= 0.4 eV. We only plot M®! for one of the two time-
reversal partners, and M! for the other partner will have
the same magnitude but with opposite sign. Our numerical
results are consistent with the experimental results, where
the nonlinear magnetization pattern was rotated by 45°
under the field cooling process [35]. The calculated %!
shows a d,, pattern for AF1, which is corresponding to the
results in Figs. 2(a), 2(b) in Ref. [35] where the field Hy, is
along the [110] direction. While M™®' shows a d._p
pattern for AF3(C), which is corresponding to the results in
Figs. 2(c), 2(d) in Ref. [35], where the field H;. is along the
[110] direction. Note that the measured nonlinear magneti-
zation in Ref. [35] show distorted d waves, which may be
caused by an additional order that already exists at 300 K.
M for the AF3(A) and AF3(B) configurations are zero
due to the symmetry reason. The occurrence of the addi-
tional metastable magnetic phase AF3 can explain the
observed 7/4 phase shift of the magnetization pattern
with the assumption that the field cooling processes may
stabilize AF3.

Figure 2(b) is the phase diagram for the ideal pyrochlore
structure without any distortion. We find that the two-
dimensional cI's, representation [AF2 in Figs. 1(b), 1(c)]
is always the ground state, which is quite different with the
situation in the distorted structure. AF3 and AF1 are both
locally stable metastable states here and can also coexist with
AF2 in some parameter region. The total energy of all the
three phases satisfies E,(AF2) < E(AF3) < E,(AF1).
The color map is used to label the total energy difference
between AF3 and AF2: E(AF3) — E,,.(AF2) (with units

04 06 08 1.0 12
A (V)

FIG. 2. The phase diagram as a function of Coulomb interaction U and SOC A. (a) For the distorted structure, the ground magnetic
state is always AF1. AF3 can coexist with AF1 in a very large region. The color map is used to label their total energy difference:
E(AF3) — E\o(AF1) (with units of meV). The red star indicates the reasonable parameters U = 1.1 eV and A = 0.4 eV for real
material of Eu,Ir,05. (b) For the nondistorted structure, the ground magnetic state is always AF2. AF3 and AF1 can coexist with AF2 in
some regions. The color map is used to label the total energy difference between AF3 and AF2: E(AF3) — E,,;(AF2) (with units of
meV). Antiferromagnetic (AF), insulator (I), metal (M), Weyl semimetal (WSM), and topological insulator (TT).
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FIG. 3. The net magnetic moments along the [001] direction
M as a function of the rotation angle @ at U = 1.1 and A =
0.4 eV for (a) AF1 and (b),(c),(d) AF3.

of meV). These results indicate that a large enough trigonal
distortion [56] may be crucial for stabilizing the AIAO state.
For most of the pyrochlore iridates, the trigonal distortion is
indeed large enough, which implies that the AIAO is likely to
be the ground state.

In the antiferromagnetic phase of the distorted structure,
we expand the local density matrix p to measure the
weights of the OPs. We plot their weights as a function
of 4 for the AF1 and AF3(C) phases at U = 1.1 eV in
Fig. 4. The new finding of our calculations is that, besides
large dipoles, there also exist considerable higher-rank
octupolar moments.

In the AF1 phase, the dipoles are O{j =1./2 and
O}3 = \/2/3s.. Besides these dipoles, there is another
spin-orbital coupled dipole O}, [57,58] with O}}, 033, and
O3 being the x, y, and z components (Eqs. S45-S47 in the
Supplemental Material [41]). In the AF1 phase, the nonzero
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component is O}3. In the AF3(C) phase, the nonzero
components of dipoles are O[ =1,/2, O = /2/3s,
and O12. The arrows on the right side of Figs. 4(a), 4(b)
mark the expectation values of the components of O},
(blue), O}, (green), and O}, (red) in the ideal atomic ji; =
1/2 state (large SOC limit). At small SOC, their expect-
ation values deviate quite far away from their atomic limits,
and approach the atomic limits with the increment of SOC.
AtU = 1.1 and 1 = 0.4 eV, the calculated ratio (L.)/(S.)
is about 2.3 for AF1 and the ratio (L,)/(S,) is about 6.8 for
AF3(c), which deviates quite far away from the value 4 in
the atomic j; = 1/2 states [59,60]. These results indicate
that the mixing of j = 1/2 and j. = 3/2 states is indeed
significant in Eu,Ir,O; and the j = 1/2 single orbital
picture is not applicable here.

The octupoles are defined as the components of a rank-3
irreducible tensor. We find two components O3; and O3]
(Eq. S55 and Eq. S59 in the Supplemental Material [41])
with nonzero weights in the AF1 phase, and three compo-
nents O3}, 037, and 039 (Egs. S56-S58 in the Supplemental
Material [41]) in the AF3(C) phase. As shown in Fig. 4, for
both AF1 and AF3(C) phases, with the realistic SOC
strength (4 = 0.4 eV) the octupole weight can be compa-
rable with the dipoles and cannot be ignored. With the
increment of SOC, the octupole weights will vanish
gradually and the magnetic moments of iridium ions can
be described by the dipole moments only formed within the
Jett = 1/2 subspace in the strong SOC limit. We would
emphasize that the mixing of j.r = 1/2 and j.4 = 3/2
subspaces to some extent is the prerequisite for the
occurrence of octupoles because j. = 1/2 subspace alone
can only induce multipolar moments up to rank-1. We also
note that the size ratio of octupoles and dipoles in the AF3
phase is a little larger than that in the AF1 phase, implying
that the effective spin-orbit coupling (L -S) would be
smaller in AF3 than in AF1. This change may be seen in the
XAS Ir L,/ L5 branching ratio [59,61]. The occurrence of
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FIG. 4. The weights of OPs as a function of 4 in the experimental structure with distortion at U = 1.1 eV for (a) AF1 and (b) AF3(C).
The arrows indicate the expectation values of orbital (blue), spin (green), and orbital-spin (red) coupled dipoles in the atomic j.; = 1/2

state, respectively.
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these octupolar moments may bring some interesting
physical consequence, which needs further study.

In summary, we have found a stable AIAO magnetic
ground state in Eu,Ir,O; only when the trigonal lattice
distortion is fully considered. Besides AIAO, a metastable
magnetic phase AF3 with very close energy to AIAO is also
found. The appearance of the AF3 phase can explain the
nonlinear magnetization behavior in Eu,Ir,O; under field
cooling. In the magnetic phase, besides large dipoles, we
also find high-order multipolar octupoles with considerable
amplitude. These results of Eu,Ir,O; serve as an example
and can be used to explain the magnetic properties for other
pyrochlore iridates.
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