Purdue University

Purdue e-Pubs

Open Access Dissertations Theses and Dissertations

12-2016

Modeling the impact of land surface feedbacks on
post landtall tropical cyclones

Subashini Subramanian
Purdue University

Follow this and additional works at: https://docs.lib.purdue.edu/open access dissertations

b Part of the Hydrology Commons, Meteorology Commons, and the Physics Commons

Recommended Citation

Subramanian, Subashini, "Modeling the impact of land surface feedbacks on post landfall tropical cyclones” (2016). Open Access
Dissertations. 1006.
https://docs.lib.purdue.edu/open_access_dissertations/1006

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for

additional information.


https://docs.lib.purdue.edu?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages
https://docs.lib.purdue.edu/open_access_dissertations?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages
https://docs.lib.purdue.edu/etd?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages
https://docs.lib.purdue.edu/open_access_dissertations?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/1054?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/190?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/193?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages
https://docs.lib.purdue.edu/open_access_dissertations/1006?utm_source=docs.lib.purdue.edu%2Fopen_access_dissertations%2F1006&utm_medium=PDF&utm_campaign=PDFCoverPages

Graduate School Form
30 Updated 12/26/2015

PURDUE UNIVERSITY
GRADUATE SCHOOL
Thesis/Dissertation Acceptance

This is to certify that the thesis/dissertation prepared

By Subashini Subramanian

Entitled
MODELING THE IMPACT OF LAND SURFACE FEEDBACKS ON LAND FALLING TROPICAL CYCLONES

For the degree of Doctor of Philosophy

Is approved by the final examining committee:

Harshvardhan

Chair

Dev Niyogi

Rao S. Govindaraju

Sundararaman Gopalakrishnan

To the best of my knowledge and as understood by the student in the Thesis/Dissertation
Agreement, Publication Delay, and Certification Disclaimer (Graduate School Form 32),
this thesis/dissertation adheres to the provisions of Purdue University’s “Policy of
Integrity in Research” and the use of copyright material.

Approved by Major Professor(s): 2¢v Niyogi

Approved by: Indrajeet Chaubey 10/13/2016

Head of the Departmental Graduate Program Date






MODELING THE IMPACT OF LAND SURFACE FEEDBACKS ON POST

LANDFALL TROPICAL CYCLONES

A Dissertation
Submitted to the Faculty
of
Purdue University
by
Subashini Subramanian

In Partial Fulfillment of the
Requirements for the Degree
of

Doctor of Philosophy

December 2016
Purdue University

West Lafayette, Indiana



To Appa.



ACKNOWLEDGEMENTS

Thereis certainly quite along list of people whom | am thankful for. Special thanks to
my advisor Dev Niyogi. | would like to acknowledge the support of my committee
members Sundararaman Gopal akrishnan, Harshvardhan and Rao S. Govindaraju.
Without the encouragements and collaboration from Frank Marks of HRD, Vijay
Tallapragada and Mike Ek at NCEP/ EMC and U.C. Mohanty of IIT Bhubaneswar this
dissertation wouldn’t have been possible. Further acknowledgement to NSF CAREER
grant (NSF CAREER — 0847472) and NSF R20 (Research to Operations) supplement,
Indo-US Science and Technology Foundation (IUSTF), NOAA’s Hurricane Forecast
Improvement Program (HFIP) and Earth System Science Organization, Ministry of Earth
Sciences, Government of India (Grant no./ 259 Project no MM/SERP/CNRS/2013/INT-

10/002).

| started this research work without a formal training in atmospheric science and | would
be amissif | did not acknowledge Krishna Osuri (Indiateam) for getting me started on my
research topic and being around night or day to answer any of my questions. | would also
like to thank Samuel Trahan at EMC for answering the innumerable questions that | had
on HWRF and for hishelp in putting aroof over my head during my stint at NCEP. Thanks
also to my friends and fellow lab mates especialy Xing Liu and Elin Karlsson. They have

aways been there for me whenever | wanted to bounce off ideas or smply to



ramble on about life. For me, it was a huge source of strength just knowing my friends,
Nithya, Pooja and Manasi will be around no matter what. | will be whacked if say thanks.

All these people have become my family away from my homein India.

Finally, | am truly grateful and thank my stars for my family, my mother Geetha, who has
supported me in all of my endeavors (good ones and the nutty one), my brother Srikanth,
my alter ego and the calm head | need during troubled times, and my husband Girish, who

makes me look beyond, into the future, makes me believe and dream.



TABLE OF CONTENTS

Page
LIST OF ABBREVIATIONS ...t et X Vviii
ABSTRACT ..ttt e et et e s e et et et aeeatessaeeenseeebeeeseeenneanne Xix
CHAPTER 1. INtrodUCHON ......coviviiiiiie ettt |
) L (05 L6 ) 1 RSO 1
1.2 DiSsertation ODJECHVE ......cocvviiiiiiiieieeiie ettt st ae et ae et e e inseeasssnaeans |
1.3 Structure of the DiSSertation...........ccouevvuiiiiiiiiiiiiiiiiciis i 3

CHAPTER 2. The Role of Land Surface Processes on Tropical Cyclones: Introduction
to Land Surface MOdelS .........ooeuiiiiiiieiee et snee e eneeeneeens &
2.2 Surface Energy BUAEEt.......coooviiiiiiiiiiie ettt O
2.2.1 Examples of Energy Balance over Different Landscapes ..........cccccovveeennnee. 12
2.2.2  Net Radiation at the Surface ............ccoovvviiiiiiiiiiii 17
2.2.3  Soil temperature and Surface Heat FIuX.........ccccovvviiviieineiiieciirieeevnnnn 17
2.3 BOUNAATY LAYET ...oviiiiiiiieie ittt sttt e e et e e e e et 18
2.4 Air-surface EXChanZe .......coovveoiiiiiieiiieiie ettt et sies 23
2.5 Land Surface MOEIS .......coooeeeiiiieiieeee et snae s 24
2.5.1 Land Surface Models within Tropical Cyclone/ Hurricane Models.............. 31
2.6 Challenges in Land Surface Modeling .........cccevviirniienieniiisiiiiiiesiecieceressiiesiiesnes 30
2.7 REFEIENCES .ottt e 38
CHAPTER 3. Landfalling Tropical Cyclones — An Introduction...........cccceeevveerieenenne. 44
3.1 INTOAUCHON ..ottt e 44
3.2 Tropical CyClONE GENESIS ....vvveereireieieeiieie ettt st e et e e e e e saasae e srsnees 45
3.3 Tropical Cyclone SIUCLUTE .......occvieiuieitieiie ettt ettt s es et 47



Vi

3.4 Secondary CirCUlation .......ccueeeieeiiieieeiie ettt e e et e e ae e 50
3.5 Tropical Cyclone INTENSILY ......ccovveieiriiiiiieeeciitie ettt e ae e ernaes 51
3.5.1 Conditional Instability of the Second Kind (CISK) for Cyclone Intensity ... 51
3.5.2 Wind Induced Surface Heat Exchange (WISHE) for Tropical Cyclone
3.6  Post Landfall Tropical Cyclone StruCture ..........cceevvveeveiiiiesiiesiie e ceressivesiiesies 93
CHAPTER 4. Modeling TOOIS .....ccveiiiiiiieiie ettt st sies DO
4.1 Hurricane Research and Forecasting Model ...........coovveeiiiiiiiiiiiiieieiieceeie e 58
4.1.1 WRF-NMM DYNAMICS ....oovveieiriiieeeiiieie ettt ettt e sne e 60
4.1.1.1 Time Stepping and Advection (Space) of T, U, V ..ccooeriiieiiiiiieeie. 61
4.1.1.2 Diffusion and Divergence Damping..........cccvvveeveieiirieiniiiieee e 62
4.1.3 Other HWRF features ........ccoccviviieieiiiieee e sesiieieeeeiiie e eeiie e e einneeesesnnaeae e 0
4.2 Idealized HWRF Framework ...........cccccoeiiiiiiiiiiiieeiciiieee ettt 65
4.2.1 Design and Configuration.........ccueeuveeieiiiiesiieeiie ettt ees 66
4.3 RELETENCES .c.veiiiie e ettt et st st e 69
CHAPTER 5. Impact of Antecedent Land State on Post Landfall Tropical Cyclone
SUSEENAMCE oottt ettt ettt et st b e e e sbs e e et s sbs e e eabe e sbss e e esbe e e 73
5.1 INEOAUCHION w.enii ittt st sas e 73
5.2 Model Configuration and Experimental SEtup.........cccccevvveevieiiiiieeiiinsiiesieeieasens 19
5.3  Results and DiSCUSSION......ccuvririeiireeeeiiirieeecirieeesisiesesessseseeessseseeeessssseessssnseessssnsnes 11
5.3.1 Soil Temperature IMPaCS.......cccvverieiiiiriiirsiieseeee e svie s 1O
5.3.2  Impact of Soil Moisture CONtENt ........cocveriiviriieriiiiiieeciee et 86
5.3.3 Soil Moisture — Soil Temperature Interactions...........coccovveeverivieeeesrireeeesnnee. 87
5.3.4 Impact of Surface Roughness Length..........ccccovevviiiiiiiiinciiiiecerieeeennn. 93
5.3.5 Impact of SiZe Of SIOTM....ccvviiiiiiiiieie e 95
5.4 CONCIUSIONS ...ttt ettt st eb e sbs e e eabe e sbss e e esbe e e 96



Vil

Page
CHAPTER 6. Impact of Improved Land Surface Representation on Tropical Cyclone
6.1  INrodUuCtiON .....c..oeiiiiiiiii i essnneeesneeens. 100
6.2 Impact of Improved Land Surface Representation in Tropical Cyclone Simulations
. 107
6.3  Experimental SEtUP ......coccvvvieriiiiieiiie ittt sie e snneens. 108
6.4 Surface Layer and Land Surface Model within HWRF ............ccccooiiiiiiiennenn. 110
6.5 Impact of Improved Land Surface Model Formulations on Tropical Cyclone
SIMUIALIONS ...ttt ettt ettt e e et s e e sin s e e 115
6.5.1 Hurricane SANDY (2012) ....ccceviuiiiiiieiieieiiecie e sieeseeens. 115
6.5.2 Hurricane IRENE (2011) ...coviiiiiiiiiiee e 120
6.5.3 Tropical Storm DON (2011)..ccceeiiiiiieiiiiieceeiieceeeeeee et 124
6.6 Impact of Improved Initial Conditions on Tropical Cyclone Simulations............ 129
6.6.1 Tropical Storm BILL (2015) ..cooovvieiiiiiiiiiecieceesciie i ceecssieesviesieannens 130
6.7 DISCUSSION ..eeieivirieeeiirieeeeestieeeseesttaeeeesttaeeeesessseeaaesaseeassasasaeseassesssessseseseessssesessssnes 169
CHAPTER 7. Development and Application of HWRF Coupled River Routing Model...
.. 176
7.1 INTOAUCHION ...ttt ettt s s ssie s svsseessseassnnee 1 1O
7.2 Distributed River Routing Model...........ccoceeveiiiiieiniiiieieiiieee e eeiieeeeineenans 177
7.3 EXperimental SEtUP ......cocvviieiiiiiieiiie sttt i snaesnneens 11O
7.5 DIISCUSSION ..eeieivirieeeiitieeeseitieeeeeesttaeeeesttaeee e easseeaaesasae s ssasaeassessesesessseseseesssseeeassnns 193
CHAPTER 8. SyNthesis .....cocveeieiiiiiiieciie s estieese e asiaeeisesis s sssesssseesieeseass 199
8.1 KEY POINES ..ottt sttt et e e 195
8.2 LIMILALIONS ...oeiiiiiiieiiie ettt st s s sss e snnensnneees 19D
8.3 FUture WOrk .....ccooiiiiiiiii i esneeens 2011



viii

Page
APPENDICES
Appendix A Secondary CIrCUIBLION .........cceeeeieiierieniesie st 203
Appendix B Idealized Framework in HWRF with Landfalling Capability ................. 208
Appendix C Model Configuration SEUIES...........covevueieeiicie e 223

Appendix D Perspectives on the Impact of Land Cover and Land Use Change on the
Indian Monsoon Region HYAroCHMELE.............ooeiiririeieiesie e 232



LIST OF TABLES
Table Page
Table 4.1 Physics options used in operational HWRF configuration............ccccccveveveenean. 64
Table 5.1 Physics options used in the idealized HWRF experiments..........c.cccocvveveveeennene 77
Table 5.2 List of experiments conducted in theidealized HWRF2013............c..ccceuenee. 77
Table 5.3 Additional experimentsfor SM, Zo, Size Of StOrM. .......cceoveirireiireneeeesieeee 86
Table 5.4 Interaction terms and equations for the factor separation analysis.................... 88
Table 6.1 Precipitation Statistics for Hurricane SANDY (Cycle 2012102912) ............. 118
Table 6.2 Precipitation statistics for Hurricane IRENE (2012) .........ccccoevvececeevieennene. 124
Table 6.3 Precipitation statisticSfor TSDON. .......cccviieiieiececse e 127

Table 6.4 Precipitation statisticSfor TSBILL. .....cocoviieiieieceeee e 136



LIST OF FIGURES

Figure Page

Figure 2.1 Illlustration of some possible outcomes and factors in the evolution of aTC as
I APPIOACNES [ANM. ...ttt b s 6

Figure 2.2 The global annual mean Earth’s energy budget. The broad arrows indicate the
schematic flow of energy in proportion to their importance. (Modified from Trenberth et
00 ) S 9

Figure 2.3 Schematic representation of typical surface energy budgets for daytime (I eft)
and night time (right). (Adapted from Arya, 1988) ........cccccoeeierieeieeii e 12

Figure 2.4 Observed diurna energy balance over Sevilleta Desert shrub land in New
Mexico USA Jan 02, 2008 (top) and Apr 01, 2008 (bottom). (Data source: Ameriflux). 14

Figure 2.5 Observed diurna energy budget of an agricultural field in Oklahoma, USA, on
Jan 01, 2010 (top) and Apr 10, 2010 (bottom). (Data source: Ameriflux) .......cccceeueeneee 15

Figure 2.6 Observed diurnal energy budget of aneedle leaf forest in Niwot Ridge,
Colorado, USA, on Jan 01, 2008 (top) and Apr 01, 2008 (bottom). (Data source:
N 0TS 11 1 3 TSRS 16

Figure 2.7 Observed diurnal course of subsurface soil temperatures at various depthsin
ARM SGP Main Ameriflux site (Vegetated Cropland) in Oklahoma USA, on Apr 01- 03,
2008 (data source: AMENITIUX). .oveeieiieececeee e 18
Figure 2.8 Typical daytime profiles of mean virtual potential temperature 6y, wind speed
M (where M2 = u?+v?), water vapor mixing ratio r, and pollutant concentration C.
(Redrawn from StUIl 2012.) .....cc.eeeeeeeceece et 21
Figure 2.9 ABL evolution during adiurna cycle. (Adapted from Stull, 2012) ............... 21

Figure 2.10 Typical day and nighttime profiles for potential temperature 6, mean winds u,
and specific humidity g. The boundary layer and mixed layer are marked. ..................... 22

Figure 2.11 Penman’s electrical analogue approach...........ccoceveverereririeenesese e 26



Xi

Figure Page

Figure 2.12 Illustration of a second-generation LSM. P and Pr are the total precipitation
above the canopy and through-fall respectively, ra is the aerodynamic resistance, rsisthe
soil resistance, rc is the canopy resistance, and Q is the collective runoff. (Adapted from
(€7 S oo 2001 ) I 28

Figure 2.13 Illustration of athird-generation LSM. P and Py are the total precipitation
above the canopy and throughfall respectively, raisthe aerodynamic resistance, rsisthe
soil resistance, r¢ is the canopy resistance in series with the resistance from the leaf
stomata/photosynthesis, and Q is the collective runoff. (Adapted from Pitman, 2003;

BONaN, 2008)........ceiuieieiieitieiteeee sttt r e ae et e ae et e era e reenreaneenreenen 29
Figure 3.1 Vertical cross section of amature TC ........occvveeieeieeieesie e 48
Figure 3.2 Visible satellite imagery of amature TC (Source: NOAA) .....ccocevvevevivenenne 49
Figure 3.3 Schematic of CISK theory for TC intensity. (Source: The COMET
PROGRAM) w..ooevieeeesetseesseessssssesseesss s sssss s assss s s ssssssssssssssssssssssnssssssessssssasssnssansens 52
Figure 3.4 Schematic of a TC idealized as a Carnot engine (Source: The COMET
(00 =1 1) SR 53
Figure 4.1 lllustration of domain configuration over north Atlantic Ocean Basin. The
dOMAINS e [ADEIE. ..ot nne s 60

Figure 4.2 Grid types based on horizontal staggering. (a) unstaggered Arakawa A grid
and (b) staggered Arakawa E grid. Ax is the west-east resolution and Ay is the south-
north resolution. u, v represents the velocity points and h represents the mass or
thermodynamic points such as temperature and humidity...........ccoceveererieienenineseee, 61

Figure 4.3 Idealized Domain with landfalling capability at (a) T hours, and (b) T+AT
Figure 5.1 Time evolution (Hovmdller diagram) of azimuthally-averaged axisymmetric
10 m winds (m s for different land temperatures (300 K to 314 K). The sea surface

temperature was 302 K for all experiments. ..........ccoceeveeieieeie e 79

Figure 5.2 Time series of mean sealevel pressure in hPa (left) and maximum wind speed
in (m/s) (right) for different surface teMPEraturesS. ..........cccevererererenereeee e 79

Figure 5.3 Hovmoller of instantaneous precipitation (m) corresponding to different soil
temperatures (300 K t0 314 K). ..ottt sttt eneen 81

Figure 5.4 Hovmoller of sensible heat flux (W m?) corresponding to different soil
temperatures (300 K 10 314 K). woueiiieiicieseeie e eeesee e ee st nae e s eeesneenseeneens 82



Xii

Figure Page

Figure 5.5 Hovmoller diagrams of QE(r,t)- QE(r,56) in Wm (top panel) and its two
primary components from Equation (5.2): the air-sea part due to changesin AQ and AT

(middle panel) and the wind part due to changes in wind speed (bottom panel) for
different soil temperature EXPENMENES. ........ccccceiieeiieie et 85

Figure 5.6 Hovmoller of axisymmetric 10m mean winds (m/s) azimuthally averaged
around the center of the cyclone for different soil wetness. Landfall isat 56 hours. ....... 87

Figure 5.7 Time evolution of mean winds (ms™) around the center of the cycloneto
depict the contribution of individual and the interaction of factorsin the factor separation
BNAIYSIS. .. ettt r e At et e ae e be e aeeReeebeenteene e Reeteeneenreeteeneens 88

Figure 5.8 Simulated and best track for TS ERIN 2007 initialized at 1600 UTC. The
tracks are color coded for experiments FOr (Blue), F1r (Red), F2r (Green), F12r (Orange)
........................................................................................................................................... 91

Figure 5.9 Minimum sea level pressure (hPa) (top) and maximum sustained 10 m wind
speeds in knots (bottom) for TS Erin (2007) in the factor separation experiments.......... 92

Figure 5.10 Hovmdller of axisymmetric 10m mean winds (m/s) azimuthally averaged
around the center of the cyclone for varying roughness length (top). The time series plot
for central pressure (hPa) [bottom right] and maximum 10m wind speed (m/s) [bottom
left]. Default momentum roughness 1ength iS 0.01M.........ccevveierireneneneeeeeeeee s 94

Figure 5.11 Hovmdller of axisymmetric 10m mean winds (m/s) azimuthally averaged
around the center of the cyclone for different storm sizes. Default storm size is 90 km and
Landfall iSat 56 NOUIS..........cocuiiiiiciece et 95

Figure 6.1 Track of Abigail following landfall on the southern Gulf of Carpentaria
coastline from 1100 UTC 27 Feb 2001 (271100 UTC on map) to 0632 UTC 3 Mar 2001
(021052 72 W WO o1 1117 o) FAPS SRRSO 105

Figure 6.2 Left: Dotted line indicates the location of the cross section for the GFDL Slab
(S) and Noah (N) LSM tracksfor TS Fay (2008). Right: Noah (top) and GFDL Slab
(bottom) LSM accumulated rainfall (mm) from 00Z Aug 19 until 06Z Aug 20. (Source:
BOzZEMaN €t @l. 2012) ..o 107

Figure 6.3 NCEP pre-defined verification regions (Source: NCEP) .........ccccoocveivnienne. 109

Figure 6.4 Surface exchange coefficient for heat (Ck) plotted against varying low level
gl IS o150 ST (0TS TSR 112



Xiii

Figure Page
Figure 6.5 Surface temperature comparison between Slab, Noah (HCAP) and GFS
(STl o U)o = - RS 112

Figure 6.6 Surface exchange coefficients plotted against low level wind speeds (m/s). 113

Figure 6.7 Surface temperature comparison between HCAP and MODZOT experiment
With GFS SKin temperature dataset. ...........cooeeeeieieeieeresie e 114

Figure 6.8 Time series for surface temperature model output captured every 45 secsin the
model. The fluctuations are still observed even with modified surface roughness
10 001011 (0] PSR 114

Figure 6.9 Composite track plots for Hurricane SANDY . Cycles run with GFDL-Slab
land model are on the left and with Noah land model are on the right. The cycles are
(aLUTgalo7s gr=TaTe oo Lol oo o <o SRS 116

Figure 6.10 Accumulated precipitation ending at 2012103012 for Hurricane SANDY .
Therainfal totals are in (mm) for Slab (top), Noah (middl€e) and STAGE IV observation
(0710 1 ) TSSOSO 119

Figure 6.11 Composite plots for tracks for Hurricane Irene as modeled by Slab (left) and
Noah (right) experiments. Best Track ismarked in black. ...........cccoevviiiiiciecicieenns 121

Figure 6.12 Composite plots for MSLP (hPa) and VMAX (knots) for hurricane Irene for
Slab (left) and Noah (right) EXPEriMENLS. .........ooiiirerirereeeee e 122

Figure 6.13 Accumulated 24 hr precipitation (mm) over the North East Coast region for
Hurricane IRENE ending 2011082812 for experiments Slab (left), FY 15 (center) and
observations from Stage IV precipitation dataset (Nght). ........ccooerererieieienerere e 123

Figure 6.14 Composite plots for TS DON tracks for Slab (left) and FY 15 (right)
experiments. The observed storm track isin black..........ccccoeeveeieiicceiiccc e, 125

Figure 6.15 Composite intensity plots for tropical storm DON. The Slab experiment plots
are on the top and the FY 15 experiment plots are in the bottom. MSLP (hPa) on the | eft
and VMAX (KNots) ONthe right. ..o 126

Figure 6.16 Precipitation plot for 24 hr accumulation totals for Slab (left) and FY 15
(center) experiments with observed Stage IV precipitation values (right). .............c...... 128

Figure 6.17 Composite plots for tropical storm BILL (2015) for al cyclesfor Slab (l€eft),
FY 15 (center) and LDAS (right). The observed best track is marked in black. ............. 137



Xiv

Figure Page

Figure 6.18 Composite plots for Slab (top), FY 15 (center) and LDAS (bottom)
experiments for MSLP (hPa) and VMAX (knots) on the left and right respectively. .... 138

Figure 6.19 Ensemble plot for the HWRF cycle 2015061600.............ccccoeeverieeieeriennns 139

Figure 6.20 Radar reflectivity (dBz) at 20150616 12Z (before landfall), for three
experiments Slab, CTRL and LDAS. Observation from NEXRAD radar composite
01100 [ Tox SRS 140

Figure 6.21 Radar reflectivity (dBz) at 20150616 17Z (at landfall), for three experiments
Slab, CTRL and LDAS. Observation from NEXRAD radar composite product. .......... 141

Figure 6.22 Radar reflectivity (dBz) at 20150617 00Z (after landfall), for three
experiments Slab, CTRL and LDAS. Observation from NEXRAD radar composite
000 L1 o F TSSO 142

Figure 6.23 Radar reflectivity (dBz) at 20150617 127 (after landfall), for three
experiments Slab, CTRL and LDAS. Observation from NEXRAD radar composite
00T L1 o F TSSOSO 143

Figure 6.24 Accumulated 1-day precipitation valid for the day ending 2015061712 for
Slab, FY 15, LDAS and Stage IV dataset in MM..........ccccevieieiieiecsecee e 144

Figure 6.25 Accumulated 1-day precipitation valid for the day ending 2015061812 for
Slab, FY'15, LDAS and Stage [V dataset in MM...........cceiiiiiinencneneeeeeeee e 145

Figure 6.26 Accumulated 1-day precipitation valid for the day ending 2015061912 for
Slab, FY 15, LDAS and Stage IV dataset in MM...........cccooveieiieiecsece e 146

Figure 6.27 Vorticity and winds at different levelsfor SLAB, CTRL and LDAS
experiments at 16127 for 800mb, 500mb and 200mb levels. The stormsin all
experiments show a strong cyclonic flow at 800 mb and 500 mb levels and divergencein
TNEUPPEN TEVEL. ... 147

Figure 6.28 Vorticity and winds at different levelsfor SLAB, CTRL and LDAS
experiments at 1700Z for 800mb, 500mb and 200mb levels. After landfall, SLAB
experiment shows aweak storm compared to CTRL and LDAS and the SLAB storm
vortex in 200 mb level is displaced slightly to north northwest of the coast compared to
OtNEY EXPEITMENTS. ...ttt bbbttt a b bbb e ae e e e 148

Figure 6.29 Vorticity and winds at different levelsfor SLAB, CTRL and LDAS
experiments at 17127 for 800mb, 500mb and 200mb levels. The storm is strongest for
CTRL experiments and SLAB storm shows a sheared vortex at 200 mb. Strong upper
level divergence existsin al eXPeriments. .........ccveieeiieeiie s 149



XV

Figure Page
Figure 6.30 Spatial plot for latent heat flux (W/m?) over the GMC region for Slab (top),
Noah (middle) and LDAS (bottom) at 16127, 1700Z and 1712Z.........ccccceveveereerernnnne. 150

Figure 6.31 Spatial plot for sensible heat flux (W/m?) over the GMC region for Slab
(top), Noah (middle) and LDAS (bottom) at 16127, 1700Z and 1712Z. ...................... 151

Figure 6.32 Spatial plot for CAPE (JKg) over the GMC region for Slab (top), Noah
(middle) and LDAS (bottom) at 16127, 1700Z aNd 17127....oveeveeeeeeeeseeeeeeeeeeeeeereo 152

Figure 6.33 Top soil moisture (0-10 cm) in m3/m?d for different experiments on June 15,
2015 8 2100 UTC ..ottt st a e aesaestesseeseeseeneeneeaensennenne 153

Figure 6.34 Time series plot for surface temperature for experiments against in-situ
observations. The temperature values are in CElSIUS. ........ccceveevieeieceeie e 154

Figure 6.35 Top soil temperature for experiments on 26 June 2015 at 2100UTC in
Kelvin. Both CTRL and LDAS experiments show high spatial correlation to true NLDAS
dataset. SLAB experiment shows a cold biasin temperature. ...........ccccceeeeveeieeceeceennn. 155

Figure 6.36 Time series plot for top soil temperature (0-10cm) for experiments against in-
Situ observations. The temperature values are in CelSIUS. .......oocvveereeienieneeie e 156

Figure 6.37 Time series plot of top soil moisture (0-10cm) in m*/m?3 for HWRF cycle
2015061600 and experiment values are plotted against in-situ observations................. 157

Figure 6.38 Time series plot of normalized soil water content (0-10cm) for HWRF cycle
2015061600 and experiment values are plotted against in-situ observations values...... 158

Figure 6.39 Bar graph of in situ precipitation for 120 hours for the cycle 2015061600 for
SLAB, CTRL, LDAS and SLAB experiments. The soil moisture plot in Figure 6.38
varies based on precipitation modeled and observed at each of the points. ................... 159

Figure 6.40 Sounding profiles at Corpus Christi, TX at 16127 for Slab, CTRL and LDAS
and compared with University of Wyoming sounding data. ............cccceeeeieeieeciecneenne. 160

Figure 6.41 Sounding profiles at Corpus Christi, TX at 1700Z for Slab, CTRL and LDAS
and compared with University of Wyoming sounding data. ...........ccceeeverenenencnennne 161

Figure 6.42 Sounding profiles at Corpus Christi, TX at 17127 for Slab, CTRL and LDAS
and compared with University of Wyoming sounding data. ...........ccccceveveeeieenenccveenen, 162

Figure 6.43 Sounding profiles at Houston, TX at 16127 for Slab, CTRL and LDAS and
compared with University of Wyoming sounding dafa. ...........cccceeererieienenenenesennenne 163



XVi

Figure Page
Figure 6.44 Sounding profiles at Houston, TX at 1700Z for Slab, CTRL and LDAS and
compared with University of Wyoming sounding data. ............cccceeeveeveeceseesesieeseene. 164

Figure 6.45 Sounding profiles at Houston, TX at 1712Z for Slab, CTRL and LDAS
experiments. UWyo sounding data was unavailable for thistime point............c.ccccue.... 165

Figure 6.46 Sounding profiles at Norman, OK at 16127 for Slab, CTRL and LDAS

experiments and UWYO0 sounding data. ..........ccceeeeieeieciee s 166
Figure 6.47 Sounding profiles at Norman, OK at 1700Z for Slab, CTRL and LDAS
experiments and UWYO SOUNAING AAEAL .........ooeruirieririninieeeee e 167
Figure 6.48 Sounding profiles at Norman, OK at 17127 for Slab, CTRL and LDAS
experiments and UWYO0 sounding data. ..........ccceeeeieeiecie st 168
Figure 7.1 Schematic of Streamflow explained. ...........cccoevevieiiiieiice e, 179

Figure 7.2 Schematic of coupled Distributed River Routing Model with HWRF.......... 180

Figure 7.3 Observed Streamflow map for US on 16" and 171" June, 2015. The colors
represent the streamflow conditions compared to 30 year aVerages.........cccoererereennenn 182

Figure 7.4 Accumulated 1-day precipitation for period ending 2016061712 in inches for
HWRF, HWRF_NLDAS and Stage 1V 0bSEervations. ..........ccccceeveeveieesecsieseeseeseeenens 183

Figure 7.5 Domain plot for top soil moisture (0-10 cm, in m% m® for HWRF, Slab,
HWRF_NLDAS and NLDAS datasets. Slab (by design) does not change throughout the
simulation. The initial GFS soil moisture supplied to the model is kept constant and is
also theinitial soil moisture supplied to the HWRF experiment. ..........cccccoveevvneenenee. 184

Figure 7.6 Domain plot of HWRF deep layer (100-200 cm) soil moisture (m% m?®) for
HWRF, HWRF_NLDAS and NLDAS (true) datasets. The region of large moisture

variability between the modelsishighlighted. ... 185
Figure 7.7 Streamflow plot at hour 0. Measured in M3/S.........cccocvveuvireiennererssennnnns 187
Figure 7.8 Streamflow plot at hour 3. Measured in M3/S.........cccccvvevrerenieseissensnenns 187
Figure 7.9 Streamflow plot at hour 6. Measured in M3/S...........cccoeeveerierieserseeesnenns 188
Figure 7.10 Streamflow plot a hour 9. Measured in M3/S..........ccccueviveieenieserseesnnnns 188

Figure 7.11 Streamflow plot a hour 12. Measured in M3/S...........cccviveveunireviersnsensnnnns 189



XVii

Figure Page

Figure 7.12 Full CONUS plot of streamflow (m®/s) for HWRF and HWRF_NLDAS
experiments and Noah (NLDAS) true dataset for the 1% hour and the 23" hour of
(S 10001 = 1o o SRR 190

Figure 7.13 Time series plot for 24 hours for modeled streamflow (HWRF — red and
HWRF_NLDAS - blue) against observationsin black. All streamflow values are plotted
WIH MBS UNIT. ..ottt a et en st n s et een s 191

Figure 7.14 Time series plot of top soil moisture (0-10cm) in m*/m?3 for HWRF cycle
2015061600 and experiment values are plotted against in-situ observations................. 192



HWRF
TC
SST
TS
WRF
ARW
LHF
SHF
PBL
ABL
SM

IMR
LSM
GFDL
DTC
NCEP
CAPE
LCLUC
NWP

LIST OF ABBREVIATIONS

Hurricane Weather Research and Forecasting Model
Tropica Cyclone

Sea Surface Temperature

Tropical Storm

Weather Research and Forecasting Model
Advanced Research WRF

Latent Heat Flux

Sensible Heat Flux

Panetary Boundary Layer

Atmospheric Boundary Layer

Soil Moisture

Soil Temperature

Indian Monsoon Region

Land Surface Model

Geophysical Fluid Dynamics Laboratory
Development Testbed Center

National Centersfor Environmenta Predictions
Convective Available Potential Energy

Land Cover Land Use Change

Numerical Weather Prediction

Xviii



XiX

ABSTRACT

Subramanian, Subashini. Ph.D., Purdue University, December 2016. Modeling the
Impact of Land Surface Feedbacks on Post Landfall Tropical Cyclones. Mgjor Professor:
Dev Niyogi.

The land surface is an important component of numerical models. The land surface
models are modules that control energy partitioning, compute surface exchange
coefficients and form the only physical boundary in aregiona scale numerical model.
Thus, an accurate representation of land surfaceis critical to compute surface fluxes,
represent the boundary layer evolution and affect changes in weather systems. Land
surface can affect landfalling tropical cyclonesin two ways: (i) when the cycloneis
offshore and land can influence cyclones by introducing dry (or moist) air that can
weaken (or strengthen) the organized convective structure of cyclones, and (ii) land can
affect the evolution of cyclones post landfall by modifying the surface heat fluxes and
introducing additional surface drag. In this dissertation, the hypothesis that improved
representation of land surface conditions will improve the prediction of landfalling
tropical cyclones is tested. To that effect, a comprehensive review of land surface effects
on tropical cyclones was undertaken and an idealized study was conducted to study the
impact of antecedent soil temperature on the sustenance/reintensification of tropical
cyclones over land. Rainfall verification for cyclone events over the Atlantic Ocean was

conducted and a comparison study between land models— GFDL Slab and Noah, aso
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considers the sensitivity of tropical cyclone models to land surface parameterizations.
The recent adoption of Noah land model with hydrology products in HWREF offers a
unique opportunity to couple ariver routing model to HWRF to provide streamflow
estimations from the HWRF model and this dissertation has outlined techniques to real

time predict streamflow for United States with HWRF forcing.

Results from this dissertation research indicate antecedent land surface conditions can
affect tropical cyclone evolution post landfall and high soil temperature and thermally
diffusive soil texture of land surface are critical factors contributing to re-intensification/
sustenance of tropical cyclones. Thisidealized study, in addition to enabling improved
understanding of the land surface effects on cyclones, has also led to a developmental
effort to incorporate landfalling capability in the idealized framework of HWRF model
and is available for use for the wider tropical cyclone community. The devel opment of
river routing coupled HWRF model could also be used in the operational mode to
improve flooding and streamflow predictions and efforts are underway to integrate this
new capability in HWRF. Study findings contribute to the understanding regarding the
effects of land surface on landfalling cyclones and helps translate research products into

HWREF’s operational framework for predicting tropical cyclones.



CHAPTER 1. INTRODUCTION

1.1 Motivation
There has been considerable push in the last decade to harness the scientific and
technological advancements to understand and model complex issues of land approaching
and post landfall evolution of TCs. Most of the recent efforts in modeling TCs have
justifiably focused on achieving high accuracy in cyclone track and intensity predictions
while second order, albeit highly critical rainfall forecasts, landfall studies have taken a
back stage. With considerable gains now in track and intensity predictions, the focus has
shifted to rainfall prediction, and in particular to the land surface effects on landfalling
TCs and inland rain and floods have emerged as critical aspects to coordinate risk and
disaster management operations. This issue has attained greater urgency after Superstorm
Sandy (2012) where considerable damage was caused by coastal flooding complicated by
both inland rainfall and storm surge. The need for improved TC landfall prediction is a
top priority for hazard communities to provide accurate forecasts for dissemination to the

general public, disaster management and mitigation authorities.

1.2 Dissertation Objective
Study objective is to investigate the role of antecedent land conditions on the post-

landfall characteristics of TCs. The study seeks to understand how landfalling TCs are



modulated by antecedent land conditions, and if rainfall predictions over land can be

improved by incorporating improved land models in hurricane models.

The study hypothesis that “Enhanced representation of land surface conditions will
improve the prediction of landfalling TCs, particularly their track and inland

precipitation” will be tested.

This dissertation will specifically seek to answer the following questions —

1. How does land surface affect TC systems? What is the available body of research?

2. How does the antecedent land state cause TC sustenance/ re-intensification over land?
3. What is the ability of current TC prediction models to accurately simulate the land
surface processes and does enhanced representation of land surface in numerical models
improve track, intensity and rainfall predictions?

4. By implementing an enhanced land model in a tropical cyclone model, can we achieve

seamless integration of hydro-meteorological forecast for flood and inundation?

This research topic is quire unique in the sense that much of the research revolved around
the express belief that research should be effectively transitioned into operations and
products generated through this dissertation could be used by the larger community. To
this effect, with a strong collaborative partnership with tropical cyclone research and
operations community in both USA and India, most of the research components in this
dissertation have a foundation on requirements and needs of the tropical cyclone

operational community. Much of the effort described in the following chapters are



directly transferable into an operational setting and can be adapted to improve the

understanding of landfalling tropical cyclones.

1.3 Structure of the Dissertation
The dissertation is organized as follows: the following chapter provides a comprehensive
literary review of land surface models, land surface physics and some of prior studies that
have focused on the impact of land state on convective systems and tropical cyclones.
Chapter 3 contains a primer on tropical cyclones and will discuss the genesis, structure,
energetics and the life cycle of tropical cyclones. Chapter 4 provides an overview of the
Hurricane Weather and Forecasting Model (HWRF), the main modeling tool used for the
PhD research. It aso contains a primer on the landfalling capability that was developed
for the idealized HWRF framework to specifically study the impact of land surface on
tropical cyclones. Chapter 5 discusses an idealized study to assess the impact of land state
on tropical cyclones and specially focusses on the antecedent soil temperature and soil
moisture feedback on post landfall sustenance of tropical cyclones. This chapter will also
discuss a case study to test the hypothesis. Chapter 6 is arainfal verification study that
compares two different land surface models on simulating landfalling tropical cyclones
over the north Atlantic basin. Chapter 7 provides a research to operations application to
couple streamflow model to HWREF for real time flooding and inundation models. A
concluding chapter provides a summary, research implications and limitations and lay

down the way for future research.



CHAPTER 2. THE ROLE OF LAND SURFACE PROCESSES ON TROPICAL
CYCLONES: INTRODUCTION TO LAND SURFACE MODELS

2.1  Introduction
The role of land surface processes in land falling TCs is an area of emerging interest. TCs
are formed as organized convection over warm water (typically 26.5°C, Gray 1968)
packing tremendous amounts of energy. TCs have a typical size of 200-2000 km with a
life span of about one to two weeks. The cyclone and its environment are interlinked.
There are a number of environmental factors that are important for sustaining and
intensifying a TC including low humidity, cooler sea surface temperature (SST), or
higher tropopause temperatures, dry air intrusion from land masses, and large vertical
wind shear (Gray, 1968; McBride and Zehr, 1981). However, a number of environmental

conditions can change the evolution of a landfalling storm.

As TCs approach land, the situation becomes more complex. There are a multitude of
inland heterogeneities such as soils, land use, and topography that can affect the
boundary layer and mesoscale processes which can affect TC evolution. Additionally,
landfalling storms have major socio-economic impacts which are dependent not just on
wind and intensity but, also on the rainfall/flood potential. As stated in Emanuel et al.
(2006), rainfall, storm water flooding, storm surges, and damaging winds associated with

TCs and depressions over land continue to be the greatest threat to loss of life and



property in regions prone to them. While cyclone track prediction has improved
considerably over the past few decades due to advances in numerical weather prediction,
enhanced atmospheric observations, and data assimilation, the skill in prediction of TC
intensity has not similarly improved (Marks and Shay, 1998). Track prediction often
depends on the large-scal e environment, with intensity being a function of multi-scale
interactions that include processes that are active at inner-core/ cloud scale, mesoscale,
sub-synoptic, and synoptic (large) scales. Some possible scenarios in cyclone evolution

as it approaches land/coastal areas are shown in Figure 2.1.

TCstypically decay as they approach land by encountering unfavorable synoptic
conditions such as depletion of its energy source and friction across the surface distorting
inflow which leads to weakening of the eye (Kaplan and DeMaria, 1995; Emanuel,
2000). Some storms can also transition into an extratropical cyclone and develop a cold
core. In rareinstances, the storms can redevelop or reintensify after making landfall by
sustaining the necessary convection to maintain TC characteristics and in each of these
scenarios, thereis adistinct threat of rainfall and inundation over land. Heterogeneitiesin
the land surface characteristics (e.g., soil moisture, surface roughness, albedo, vegetated
land cover) can create mesoscal e boundaries that can impact the related convection
(Pielke, 2001; Emanuel et al., 2004). Whether the storm decays quickly after landfall or
sustains its intensity over land, the land surface and its interaction with the TC and
atmospheric environment is an important component of a landfalling TC research efforts.
There are many studies highlighting the need for accurate representation of land-

atmosphere interactions in models that affect atmospheric weather predictions and this



continues to be a critical issue aswell. Numerical models lack the ability to accurately
model converging overland tracks even though great strides have been made in ocean

basin track forecasts (Marks and Shay, 1998).
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Figure 2.1 Illustration of some possible outcomes and factorsin the evolution of aTC as

it approaches land.

Numerical models continue to be important forecasting tools employed by the operational

community to determine track movement and landfall location. However, uncertainty still

exists since atmospheric models are not devel oped enough to capture and simulate the
whole range of land-atmosphere interactions particularly at finer scales. Schade and

Emanuel (1999) identified potential areas of improvement needed to enhance the overal
quality of TC prediction including the storm’s initial intensity and structure, the

thermodynamic state of the storm’s environment, and energy exchange between the



boundary layer and the storm. Recent modeling efforts by Emanuel et a. (2008) over
Australiaand Chang et al. (2009) over India suggests that the antecedent land surface
settings can affect post landfall tropical cyclone structure because of the heat and
moisture fluxes provided from warm (cold) and wet (dry) land surfaces. Numerous
studies have contributed to the understanding of the role that large scale conditions play
in the evolution of TCs (Zehnder, 1991, Breigel and Frank, 1997; Frank and Roundy,

2006).

Recent works have shown the importance of landscape processes in weather and climate
(Werth and Avissar, 2005; Feddema, 2005; Alpert et a., 2006). Many studies have
concluded that land surface characteristics such as topography, land use and land cover,
soil temperature and moisture, albedo, emissivity and land surface roughness have
considerable influence on convective systems (e.g., Pielke, 2001). Different land surface
conditions result in different boundary layer structures and mesoscal e atmospheric
circulations. Numerous studies have acknowledged the influence of surface conditions on
drylines, fronts, low-level jets, capping inversions, and convective storms (Mahfouf et al.,
1987; Pielke et al., 1991; Avissar and Liu, 1996; Chase et a., 1999). Although afew
studies suggest realistic representation of landscape heterogeneities have no bearing on
boundary layer characteristics (Zhong and Doran, 1998; Doran and Zhong, 2000),
observational and modelling work by Weaver and Avissar (2001) document that
landscape heterogeneity does produce organized cumulus convection using the same

model applied by Doran and Zhong. In summary, over the last decade, accurate



representation of land surface feedbacks has become a critical component of state-of-the-

art NWP models.

A broad objective of this chapter is to summarize some of the recent scientific progress
made on land surface processes and landfalling TCs. Beginning with global surface
energy budgets, abrief primer on the atmospheric boundary layer isincluded with an

introduction to land surface schemes used in weather models.

2.2 Surface Energy Budget
Weather and climate in general isfueled by solar radiation and controlled by the amount
and distribution of energy radiation. Incoming radiation is scattered, reflected, and
absorbed by clouds, atmospheric gases and aerosols. The radiation transmitted by the
atmosphere may either be absorbed or reflected back by the Earth’s surface. The land
surface partitions shortwave radiation into sensible heat flux, latent heat flux and ground
heat flux to be stored by the surface before being reflected back as longwave radiation
(see Figure 2.2). Energy may be stored in various forms and converted to different types,
giving rise to a broad variety of weather or turbulent phenomenain the atmosphere. The
important interaction between the land surface and atmosphere is the exchange of
radiation, sensible hest, latent heat, and momentum fluxes. Land-surface feedback mainly

impacts the surface energy and water budgets from the boundary layer perspective.
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Figure 2.2 The global annual mean Earth’s energy budget. The broad arrows indicate the
schematic flow of energy in proportion to their importance. (Modified from Trenberth et
al., 2009)

The energy budget is not the only component driving the Earth’s system. The global
water cycle also plays an important role in transporting energy and moisture to the
atmosphere from the surface. The total radiation absorbed by the land surface is balanced
by emissions of thermal, infrared radiation to the atmosphere, latent heat associated with
evaporation and transpiration, and sensible heat and diffusion of energy into soil. At the
idealized land surface (e.g., if the land surface isflat, bare, and opague to radiation), the
surface net radiation can be expressed as the sum of sensible, latent, and ground heat
fluxes. However, in reality, the surface is covered by vegetation, buildings, and water,

which are opaque to radiation and has a significant heat capacity.
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At the idealized surface, the net downward radiative flux (shortwave and longwave),
R= Sensible heat flux (Hs) + Latent heat flux (HL) + Ground heat flux (Hg)
or
R=Hs+Hi+Hg
The Bowen ratio, B=Hs/HL.

Under real surface conditions, the land surface with plant canopy or other features
can store some energy. When considering canopy, it is more appropriate to define an
interfacial layer which includes such features. W(t) is the energy stored within this
layer per unit area. The revised energy budget is:

R»=Hst+ H_+ He+ dW/dt

The sensible heat flux, Hs, describes the heat flux from or to the land surface. The latent
heat flux, H., describes the vertical transfer of moisture (water vapor) required for
evaporation at the surface. Radiation and energy fluxes are considered positive if they
transfer energy away from the Earth’s surface (into the atmosphere), otherwise they are
considered negative. All the terms in the above equation show strong variationsin
response to the diurnal cycle of heating and cooling at the surface. The turbulent (latent
and sensible) fluxes and the ground heat flux are considered positive during daytime and
negative during evening/night. During daytime, the land surface receives energy (R.> 0)
and is partitioned into the above mentioned three fluxes out of which the sensible and
latent heat fluxes are directed upward (into the atmosphere) and the ground heat flux into
the surface. The partitioning of the energy fluxes depends on many factors such as land

surface characteristics (soil texture, type, vegetation, soil moisture, etc.), geographical
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location (latitude), season, thermal properties (albedo and emissivity), time of day and of
course, local weather (Noilhan and Planton, 1989). For example, in an irrigating field,
due to an abundance of soil moisture, the latent heat flux increases due to evaporative
cooling of the wet surface and sometimes may exceed the net radiation. The sensible and
ground heat fluxes may become negative under such conditions. In contrast, the latent
heat flux will be less and sensible heat flux will be greater in a desert region. During the
evening/night, the surface loses energy as outgoing radiation which is compensated by
the heat from the atmosphere/soil during the formation of dew as latent heat of
condensation. Thus, these terms become negative. Comparing the magnitudes of |atent
and sensible heat fluxes, the energy balance terms are larger during the day and smaller
during night time. However, ground heat flux can be assumed typically 10% of the net
radiation. Over land, there is significant diurnal variation in surface energy budget and
associated surface variables such as humidity and temperature (see Figure 2.3). Over
large oceans, the large heat capacity of water and radiation absorption over large ocean
depths reduce the diurnal variability of sea surface temperatures. Thus Hs and Hi varies
little. The sea surface temperature of atropical ocean varies aslittle as 3°C under normal
conditions (Barale, 2010) while land surface the temperatures can vary an order of

magnitude higher.
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Figure 2.3 Schematic representation of typical surface energy budgets for daytime (left)
and night time (right). (Adapted from Arya, 1988)

2.2.1 Examplesof Energy Balance over Different Landscapes
The energy budget measured over adry shrub land for atypical cloud free day in January
and April isshown in Figure 2.4. In this case, latent heat fluxes are very small. During
the day, as high amounts of sun’s radiation gets absorbed by the earth’s surface, the
surface temperature rapidly increases. In the beginning, most of this heat is transferred
into the deep layers of the soil, but as more radiation bears down on the surface, Hs
dominates and the energy is transferred to the air thus, increasing the air temperature. The
large differences in the surface and the air temperature allows for the flux transfer. Later
at night, surface radiative cooling is balanced by increased outgoing ground heat flux. As
the nocturnal boundary layer is comparatively stable (to daytime conditions), the sensible

heat flux Hsis small.

The energy budget of a corn and soybean field for aday in January and April isshownin

Figure 2.5. During the daytime, latent heat fluxes due to evaporation and transpiration



13

dominatei.e. (evapotranspiration). The increased latent heat fluxes can also helpin
cooling the surface when the sensible heat flux is downwards (during early morning and
late afternoon). At night, both latent and sensible heat components are small and radiative

cooling is balanced by ground heat flux.

Another exampleisfor an evergreen needle leaf forest (Figure 2.6). Here, the latent heat
and sensible heat diurnal profiles are similar during the day. The storage and ground heat
flux become important and for deeper soil, the storage term dominates. At night, the

release of heat from the trees and condensation (dew) balance the radiative energy loss.
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Mexico USA Jan 02, 2008 (top) and Apr 01, 2008 (bottom). (Data source: Ameriflux)



300

250

200

150

100

50

Energy Flux (W/mA2)

-50

-100

Jan 01, 2010

Time (h)

- = LE

— R N

700

600

500

400

300

200

Energy Flux (W/m~2)

100

-100

-200

Time (h)

Apr 10, 2010

- = H

— RN

15

Figure 2.5 Observed diurnal energy budget of an agricultural field in Oklahoma, USA, on
Jan 01, 2010 (top) and Apr 10, 2010 (bottom). (Data source: Ameriflux)
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2.2.2 Net Radiation at the Surface
The net radiation R, is considered as the difference between incoming and outgoing short
and longwave radiative fluxes. The net longwave flux depends upon the incoming
longwave radiation Ry, the surface emissivity &. The net shortwave radiation depends on

the surface incident solar radiation Rs; and on albedo as, and the radiating temperature Ts-
R.= RSJ, - RST + Ril -Rir = (1 - as)Rgl + RLl - {(1— Es)RLJ, + ESGST;}

= (1 = as)RS,L + SS(RL_L x GsTs_‘)

sokdel)
Thus, the surface characteristics critically influence R,. Albedos vary considerable

depending upon the surface, while emissivities normally approach 1.

2.2.3 Soil temperature and Surface Heat Flux
The surface or skin temperature is important for calculating the radiative balance of
surface and for predicting moisture processes. The skin or surface temperature can be
rather different from the air temperature, and is conventionally measured at 2 m from the
surface. If there is a plant canopy or high surface heterogeneity, one cannot define a
single surface temperature for that particular land surface. An apparent surface
temperature can be obtained from the outgoing longwave flux if the surface emissivity is
known. Large diurnal variations in surface temperature are achieved for bare, dry
surfaces for clear calm conditions. Under stable conditions, surface temperatures can
even each 50°C (under extremely dry conditions), while daybreak or dawn skin

temperatures can drop to very low values. The surface temperature is related to the



temperature profile in the sub-surface medium, as illustrated in Figure 2.7. In asolid

medium, the sub-surface temperature profile is governed by heat conduction. Deeper in
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the soil, the diurnal temperature cycle variability decreases and lags the skin temperature

cycle.
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Figure 2.7 Observed diurna course of subsurface soil temperatures at various depthsin
ARM SGP Main Ameriflux site (Vegetated Cropland) in Oklahoma USA, on Apr 01- 03,

2008 (data source: Ameriflux).

2.3 Boundary Layer

The land surface affects the surface energy balance, which in turn affects the eddies and

the turbulent energy exchange within the atmosphere. The atmospheric layer in the

vicinity of the land surface is affected by the surface energetics and has detectable

turbulence exchanges. This layer can be considered as the atmospheric boundary layer

and consists of the lower troposphere. The chief energy source for the Earth’s water cycle
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and the driving force behind boundary layer processesisincoming solar radiation. During
daytime and under clear sky conditions, shortwave radiation heats up the Earth’s surface
creating rising and sinking parcels/plumes of warm air (also called eddies). This causes
rapid expansion of the boundary layer height as the surface warms during the day and
reaches a maximum height afew hours after solar noon. The height of atypica daytime
boundary layer is between 1-2 km. During nighttime, the land cools at a faster rate than
the air in the atmosphere resulting in lowering of turbulence consequently causing a
collapse in boundary layer height (between 100-200 m). Thisis aso the time when weak
mixing occurs. The turbulence is considered to be present only within the boundary layer.
Alternately, boundary layer height is also defined as the height of the largest eddy present

in the layer.

Over the oceans, the diurnal variation in temperature is small. The boundary layer does
not evolve much during the day and largely depends on synoptic conditions (high
pressure or low pressure). Thisis also due to the fact that water has alarge thermal
capacity and absorbs most of the incoming radiation. Large-scale conditions, to an extent,
also affect the boundary layer structure over land but evolution of boundary layer
processes is largely influenced by diurna variations in ground temperature. The major
components of the ABL evolution are a surface layer that is over laid by (i) the mixed
layer, (ii) the residual layer, and (iii) the stable boundary layer. The surface layer is
typically considered 10% of the depth of the entire boundary layer and has roughly
constant flux values or no flux divergence. The layer above the surface layer or the

constant flux layer is dominated by vertical exchanges and mixing. Thereisalso athin
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layer called the micro layer or the interfacial layer which is the lowest few centimeters of
the air just above the ground where molecular transport is more significant than turbulent

transport.

The mixed layer is convectively driven and occurs due to heating near the land surface
and radiative cooling at the top. Warm air rises, mixes with the aimosphere, and cooling
occurs at the top sending the cold air parcels back to the surface aiding the turbulent
mixing. Heat, momentum and water vapor are well mixed leading to scalar quantities

such as temperature and humidity is almost constant (see Figure 2.8).

Just before sunset, due to a decrease in incoming radiation, eddy thermals cease to form
and turbulence weakensin the formerly well-mixed layer. The resulting layer is called a
residual layer (see Figure 2.9) and is called so because the initial mean state variables and
concentration variables such as humidity resemble the recently decayed mixed layer.
Sometimes, over a period of afew days, additional moisture can accumulate in the
residual layer through mixing during the day and storage during the night which can lead

to formation of clouds in areas where they may normally not form.

Asnight progresses, the lower part of the residual layer which isin contact with the
ground is transformed into a stable boundary layer characterized by very low turbulence
and highly stable air. A stable boundary layer has a poorly defined top in contrast to the
daytime mixed layer and blends smoothly into the residual layer. The profile of variables

for daytime and night time are given in Figure 2.10.



21

Free
Atmosphere

Entrainment Zone

Mixed Layer

Surface Layer

Figure 2.8 Typical daytime profiles of mean virtual potential temperature 6y, wind speed
M (where M2 = u?+v?), water vapor mixing ratio r, and pollutant concentration C.
(Redrawn from Stull 2012.)
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Figure 2.9 ABL evolution during adiurnal cycle. (Adapted from Stull, 2012)
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Figure 2.10 Typical day and nighttime profiles for potential temperature 6, mean winds U,
and specific humidity g. The boundary layer and mixed layer are marked.

In fluid dynamics, aboundary layer is the layer next to a surface in which surface drag
associated with friction isimportant (term introduced by Prandtl, 1905). Such boundary
layers can be laminar or turbulent in nature, and are often very thin with only afew
millimeters in thickness. In atmospheric models, a similar definition isused. The
atmospheric boundary layer or planetary boundary layer isthe vertical layer above the
Earth’s land surface in which momentum, heat and moisture fluxes are transferred
through turbulent currents or eddies whose vertical extent is comparable to boundary
layer depth, and whose circulation timescales extend to afew hours. A similar definition
works for the boundary layer over the ocean. The complexity of this definition is due to

several complex features when compared to classical fluid dynamics.
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(i) Thermal convection due to surface heat exchange from the surface to the boundary
layer.

(if) Convection impacted by moisture and its related feedbacks in the boundary layer.
(i) Rotation of earth and the effect of Coriolisforce.

(iv) heterogeneous land surface and relief features.

In broad terms, the atmospheric boundary layer provides the surface and mixed layer
which in turn provide the link and coupling for the land surface and the atmosphere. The

BL is assumed to encompass surface-driven buoyancy, shear and convection.

2.4  Air-surface Exchange
The interactions between the atmosphere and the land surface are important across awide
variety of space and timescales. Energy from the Sun is converted at the land surface into
sources of heat and moisture for the lowest part of the atmosphere (ABL), and the land
acts to slow down the surface wind leading to atmospheric turbulence. The ABL is
strongly modulated by exchanges of heat, moisture and momentum with the underlying
land surface. These exchanges also affect the variations of wind, temperature and
humidity in the ABL. As aresult, the characterization of land surfacesto predict these
heat fluxes accurately becomes important for broader prediction rather than just the

boundary layer depth.

Compared to the scale of the atmosphere, the ABL is ashallow layer, abeit an important
one. Most of the small-scale processes often occur within this layer, particularly in the

surface layer (the lowest 10% of the ABL). These processes are responsible for
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exchanges of most of the energy and moisture between the surface and the atmosphere
which are considered to be important for the evolution of local and large-scale weather
phenomena. In addition, the friction at the surface and ABL is primarily responsible for
the low-level convergence and divergence of wind and moisture. Thus, an accurate
representation of land surface processes and ABL exchange processes becomes an

important part of the state-of-the-art weather and climate models.

Representing land surface processes in a numerical weather prediction model involves
linking the model’s atmospheric boundary layer scheme with its surface schemes and
determining the structure of the lowest part of the boundary layer, or the surface layer. A
prerequisite for improving the representation of these processesin modelsisbuilding a
good physical representation of the land surface. Observational studies play a prominent
rolein this research, but detailed process models, such asthe Large Eddy Simulations,

are also used.

2.5 Land Surface Models
Thetotal radiation absorbed by the land surface is balanced by emissions of thermal,
infrared radiation to the atmosphere, latent heat |0ss associated with evaporation and
transpiration, and sensible heat losses and diffusion of energy into the soil. The basic task
of any LSM isto simulate the partitioning of net radiation at the land surface into
corresponding energy fluxes, when provided with the relevant information on land
surface and meteorological forcing. Land covers approximately 30% of the Earth’s

surface and as stated earlier, the variability of weather above land is greater than the one
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above oceans. As part of the water cycle, land provides alink (through surface water and

ground water) between atmospheric and hydrological models (Boone et al., 2004).

L SM s based on a solving the equations for energy balance at the land surface have been
subject of ongoing research. Since 1980’s, a large number of LSMs containing enhanced
vegetation representation (through parameterizations) and root zone have been

developed.

A commonly used method to land surface modeling is to consider the turbulent energy
exchange between the surface and the atmosphere as an electrical equivalent. Penman
(1948) assumed that the resistance between the surface and the atmosphere above. The
atmospheric resistance is representative of the ability of the air to transport a given
guantity away from the surface. Under unstable conditions, such as those occurring when
there is strong convection or excessive surface heating, buoyancy will augment the
vertical motions allowing rapid exchange which results in lowering the resistance. Under
stable conditions, vertical motion is dampened by the stable layers of atmosphere near the
surface and a shallow boundary layer above the surface, leading to higher resistance. A

schematic of Penman’s model is illustrated in Figure 2.11.

One of the earliest LSM's using the Penman approach was the so-called ‘bucket’ model
(Manabe, 1969). The bucket model assumes the soil surface holds and evaporates
moisture at the same rate as a wet surface. Excess water that the bucket cannot hold was
termed as run-off. The bucket model does not take into account vegetation or canopy and

was the first generation LSM.
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Figure 2.11 Penman’s electrical analogue approach.

However, the land surface can act as awater surface only during and immediately after a
rainfall event. At al other times, evapotranspiration can be altered by two things. (i) bare
soil evaporation can be reduced when the top soil layer become dry and; (ii) when the
vegetation influences the transpiration rate due to stomatal resistance under stress
conditions. Monteith (1965) further devel oped the Penman equation by taking the land
surface influences on evaporation into consideration and introducing an additional
surface resistance. This resistance depends surface vegetation, soil wetness and local

weather and climate.

Models of the Penman-Monteith type are referred as 1-layer, or big-leaf models because
they do not differentiate between evaporation and transpiration, but consider the surface
as one functionally homogeneous surface by parameterizing the different land surface

controls. Their simplicity and physically-sound basis has led to the wide application of
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big-leaf models. In densely vegetated regions, ‘big-leaf” models have proved adequate to

represent and model evapotranspiration (Monteith and Unsworth, 2007).

Deardorff (1978) modified the land surface energy consideration thus incorporating a
prognostic temperature feedback with vegetation. These second generation LSMs
included the interaction of vegetation impacts on energy, water and momentum budgets.
These models included more than two soil layers and also considered multilayer soil

water interactions.

A common model now in useisthe NOAH LSM which is an enhancement of and is
fundamentally based upon Deardorff (1978), Dickinson’s (1983) BATS model, and the
SiB model (Sellers, 1986). An advancement introduced in these models over the bucket
model was to explicitly consider temporal changesin soil moisture (in addition to soil
temperature). Some of these models also included snow effects and more realistic land
surface interactions. These models outperformed the first generation bucket model
improving the modelling of surface-atmosphere interaction on the time scale of days as
shown by Beljaars et a. (1996) and Viterbo et al. (1999). The corresponding el ectrical

analog is shown in Figure 2.12.
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Figure 2.12 Illustration of a second-generation LSM. P and P. are the total precipitation

above the canopy and through-fall respectively, rais the aerodynamic resistance, rsisthe

soil resistance, rcis the canopy resistance, and Q is the collective runoff. (Adapted from
Gascoin, 2009)

The third generation of L SMs added more complexity by including a semi-empirical
representation of vegetation conductance (ET) and considered plant physiology based on
how leaf photosynthesis interactions are believed to function (Figure 2.13). The
evapotranspiration process is considered along with leaf and canopy photosynthesis and
conductance. These models have been labeled as BATS2, and SiB2 (e.g., Sellers et al.,

1992, 1996; Bonan, 1995).

The level of details being considered as ‘adequate’ in a LSM appears to depend on the
applications and regions being simulated. For instance, for climate studies there have
been an early adaptation of more detailed photosynthesis and carbon feedbacks along
with increased complexity in the land representation. For the weather forecast

community, there has been a general necessity for simplicity and computational
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efficiency (Niyogi et a. 2009). As aresult, while great advances are made in land surface
modeling to realistically capture surface variables, the NWP community has continued
the use of either the “Bucket”/SLAB model (enhanced first generation model) or the

NOAH LSM (second generation, Noilhan and Planton, 1989) in NWP models.

P LE
I,
canopy
............................... photesynhesis
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Figure 2.13 Illustration of athird-generation LSM. P and Pr are the total precipitation
above the canopy and throughfall respectively, raisthe aerodynamic resistance, rsisthe
soil resistance, rc is the canopy resistance in series with the resistance from the leaf
stomata/photosynthesis, and Q is the collective runoff. (Adapted from Pitman, 2003;
Bonan, 2008)

The SLAB model that is still operationally used in many regions for its simplicity or for
the lack of observationsto verify a detailed model, uses the modified force-restore
method in the calculation of soil temperature and the soil moisture and heat capacity of
soil is set as a seasonally varying function of land-use type (supplied to the model asa

look-up table) without explicitly considering the role of vegetation. Soil layers are
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typically 1, 2, 4, 8 and 16 cm thick, and the temperature below these layersisfixed as the

daily average.

The governing equations in Noah LSM (Chen et al. 1996) are
Soil Moisture

00 0 ( 00\ 0K
5 =505 ot P

- “Richard’s Equation for soil water movement

- D, K functions (soil texture, soil moisture)

- Fo represents sources (rainfall) and sinks (evaporation)

Soil Temperature

(o) ar 0 (K ) 0T)
at a\ "oz
- C, K¢ functions (soil texture, soil moisture)

- Soil temperature information used to compute ground heat flux

The NOAH land model that is typically adopted for daily weather forecasts has four soil

layersat 10 cm, 30 cm, 60 cm, and 100 cm respectively. The root zone extends through

the first three or all four layers depending on the vegetation class. Desert and shrub land

has three layers while forest and crop land has four soil layers. Vertical diffusion, latent

heat release from soil freezing/ thawing, and surface heat fluxes in the soil column are

modeled in the soil thermodynamic equation which governs the soil and surface

temperature and in turn the sensible heat fluxes. Precipitation, hydraulic conductivity
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(including soil drainage), infiltration capacity and depth, and surface evaporation and
transpiration by vegetation are all responsible for moisture changes in the soil column.
The surface evaporation and surface infiltration of precipitation are influenced by the
vegetation canopy. Wesather forecast models continue to adopt second generation LSMs
which have Penman-Monteith equation as the base framework (e.g., Chen and Dudhia,
2001; Ek et al., 2003). Niyogi et al. (2009) showed that photosynthesis-based gas
exchange models (GEM) integrated within a prognostic soil moisture and soil
temperature model similar to that developed by Noilhan and Planton (1989) can be
efficiently coupled to weather forecast models. The core component of GEM isthe
surface resistance scheme and uses the relative humidity approach (Ball-Berry model,
Ball et al., 1987). Evaluation of this model suggests that it performs better than the Jarvis-
based approach (Niyogi et a., 2009; Charusombat, 2012). A more comprehensive review
of the evolution and developments in land surface modeling can be found in Pitman

(2003).

25.1 Land Surface Modelswithin Tropical Cyclone/ Hurricane Models
There are at least three categories of LSMs being used in TC modelling studies. The first
isasimple diagnostic model described in Emanuel et al. (2008). Here, the soil model
consists of aseries of 1D columns set along the track of the storm. There are a number of
soil layers that extend from the surface to 2 m below the surface. Each column integrates

aset of two equations of the form (Flerchinger and Saxton, 1989; Chen et a., 1997).

aTsoil _ d (K aTsoil) _ IaTsoil

at  9z\ 0z 0z - (2:2)
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k is the thermal diffusivity of the soil

T, isthe soil temperature

_ hydraulic conductivity X soil porosity

soil heat capacity X density

Thisisthe measure of the downward flux of water through the soil. The first term on the
right hand side of the equation represents the thermal diffusion through the soil and the
second term represents the heat transport by hydraulic conductivity through the soil. The
above layer is solved for all layers except the topmost layer. The top soil layer interacts
with the atmosphere above and is represented by the following equation which when

solved is the upper boundary condition for the solution of equation (2.2).

aT, (T -Tv)

6ZCzpza_Z = CspsK 5z - Ckpa|V|(kZ§ - kb) - plPCl(Tl - Train) + Qrad

... (23)
where 6z is the depth of the uppermost soil layer, T1 and T are the temperature of first
(top) and the second soil layer, psisthe soil density and Cs is the heat capacity per unit
mass of the soil. Ck is the transfer coefficient of surface enthalpy and pa iSthe air density
at the surface, |V| isthe 10 m wind speed, ko* and ky are the enthalpy of air in equilibrium
with the soil surface and the enthalpy of air at 10 m respectively, Ci isthe heat capacity
per unit mass of liquid water, p1 isthe liquid water density, P is the precipitation rate
(m/s), Train is the temperature of rain as it reaches the ground, and Qrad is the net radiative

heating of soil surface.
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The above two equations conserve energy and efficiently represent a surface boundary
for alandfalling hurricane system that evolved over highly porous, sandy soil at high

surface temperatures (Emanuel et al. 2008).

The second category of model — the Slab model (Tuleya 1994) — is the most common
model and has been used in operational models such as WRF, Hurricane WRF (HWRF)
and GFDL (Geophysical Fluid Dynamic Laboratory) model. The SLAB model follows
Deardorff (1978) to assume a surface energy balance equation of the form
oTH+H+LE—(S+FL) =6 ..(24)
H = pc,CV(T, — 0y,q) ..(2.5)

LE = (WET)pLC,V[Ry(T,) — R,]  ..(2.6)

where G isthe net ground heat flux, H isthe sensible heat flux, LE is the evaporative
flux, 0T4|_ is the longwave emission from the surface, (S+F|) is the net downward surface
flux. C, isthe drag coefficient of heat and moisture calculated from the Monin Obukhov
framework similar to Kurihara and Tuleya (1974), where V isthe surface wind speed
(normally 10 m winds), 6,, isthe virtual potential temperature of air just above the
surface, WET is soil water coefficient(representative of soil moisture availability), Rg and
R, are the mixing ratios of saturated land-surface temperature and the low-leve air, L is
the latent heat of condensation, p is the density of near-surface air, and ¢, is the specific
heat of air. The land-surface temperature can then be computed using the tendency
eguation

oT, —oTf—H—LE+(S+FL)

ot psCsd - C(TL - Tgref) .. (2.7)
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where psCsis the soil heat capacity and d is the damping depth, c=2m/t (7 is the period of
forcing). The last term in (iv) is used to “force-restore” the model’s surface temperature
to areference value to avoid spurious trends. This sub-surface scheme can adequately
represent and simulate the thermal evolution (temperature only) of a more complex multi-
level land model and is being used as an operational land-surface model to this day.
Transitional efforts are currently underway to adapt the NOAH land model
(prognostically predict both surface temperature and moisture) within the hurricane
WRF. The NOAH model has along history of development beginning with the adoption
of the OSU (Oregon State University) land model into NCEP’s Eta model as the NOAH
model and its continuing upgrades. A brief history of NOAH’s land model evolution is

summarized in Table 2.1.

Another enhanced version of NOAH LSM isthe NOAH LSM with multi-
parameterization options (NOAH-MP) which is customizable based on the application for
which the land model is being run. This development improves biophysical realism based
on Ball-Berry photosynthesis surface resistance with a dynamic vegetation model that
allocates carbon to various parts of vegetation (leaf, stem, wood and root) and soil carbon
pools (fast and slow). A multi-layer snowpack for improved cold season processes and
unconfined aquifer model to accurately represent surface runoff are some of the
parameterization options available through this model enhancement. This updated multi-
parameterization based version of NOAH LSM improves on deficiencies identified in
treating interactions among vegetation, soil, hydrology, snow and long-term soil state

evolution in the current NOAH LSM (Niu et al., 2011; Yang et a., 2011). There are sub
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models that incorporate urban land surface (Chen et al., 2011), crop land and agricultural

feedback (Liu et al., 2014).

Table 2.1. History of evolution in development of NOAH LSM

Date Development/ Upgrade description Reference(s)
Original OSU land model
Potential evaporation Mahrt and Ek (1984)
Surface fluxes, soil hydraulics Mahrt and Pan (1984)
and soil thermodynamics Pan and Mahrt (1987)
NOAH LSM implementation
1996 OSU land model introduced into Eta model
Chen et a. (1996)
Surface runoff and infiltration
Schaake et al. (1996)
1996 I SL SCP vegetation greenness changes
1997 NESDIS vegetation greenness
Gutman and Ignatov (1998)
Bare soil evaporation changes
Betts et al. (1997)
Snow melt changes
Betts et al. (1997)
Thermal roughness length changes
Chen et a. (1997)
1998 Increase from 2 to 4 soil layers
Self-cycling Eta-EDA'S soil moisture and temperature
Ramsay (1998)
NESDIS snow cover and seaice analysis
NOAH LSM Upgrades
2001 Frozen soil physics Koren et a. (1999)

Snow pack physics upgrade
Max. snow albedo climatology

Shallow snow thermal conductivity

Koren et al. (1999)
Robinson and Kukla (1985)

Lunardini (1981)
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Table 2.1 continued

Bare soil evaporation refinement

Bare soil thermal conductivity changes Peters-Lidard et al. (1998)
V egetation-reduced soil thermal conductivity Peters-Lidard et a. (1997)
2002 Transpiration refinements
2003 Patchy shallow snow thermal conductivity
Improvements to cold season processes Ek et al. (2003)

2.6 Challengesin Land Surface Modeling
Without a doubt, LSMs have benefited from collective efforts across varied disciplines
and have proved to perform well at different spatial and temporal scales. The NOAH
L SM requires key input such as land use/land cover (vegetation type), soil texture, initial
soil moisture and temperature, slope and other secondary variables that are functions of
the above primary variables (Chen et al., 2007). Variations in soil moisture may be
caused by factors such as rainfal, irrigation patterns, soil texture and floods. While most
LSMs applied in distributed frameworks include a detail ed description of vegetation and
root zone, the interactions between different levels of the soil and various components of
soil water and ground water as well as the surface, lateral and baseflow flows are
normally neglected. Consequently, these models have larger uncertainty in resultsin
regions where such interactions are important. Typically, only three of the land
components (soil, snow and vegetation) are explicitly treated while lakes and land ice are
neglected (Yang et al., 2004). Vegetation istreated as ‘big leaf” and scaling linearly from
the size of anormal leaf to grids measuring 10 km and 100 km can pose problems when

dealing with land-surface heterogeneities at smaller scales. The increasing quantity as
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well asimproved quality and resolution of land surface and near-surface climate data
obtained from remote sensing in conjunction with the ability to assimilate remotely-
sensed data and in-situ data (e.g., NDVI and LAI) into a gridded form has significantly
improved the performance of LSMs. From the operationa perspective, optimizing the
efficiency of LSMsin capturing the multitude of processes and yet retaining smplicity is
the continued quest that the land community embarks itself on. The challengesin
representing LSMs are even more dominant as post landfall hazards continue causing

increasing socio-economic losses in the coastal zones.
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CHAPTER 3. LANDFALLING TROPICAL CYCLONES — AN INTRODUCTION

3.1 Introduction
Tropical Cyclones are nature’s one of the most dangerous and hazardous destructive
force. Every year, they cause heavy damage to property and considerable loss of life.
Nearly 800,000 people have died due to TCs between 1970 and 2009 (EMDAT, 2010)
and approximately 130 million people are under the threat of cyclones (Peduzzi et al.
2012). The large numbers are explained by the fact that more than half the world
population live 200 kilometers of a coastline. TCs today cause more than $26 billion in
global damages every year and set to increase in the future (Mendelsohn et al. 2012). TCs
cause heavy rains, winds, storm surge during landfall, inland flooding and spawn
tornadoes. Erosion and changes in coastal geomorphology are serious environmental
concerns. Nevertheless, they are also important part of the earth’s energy and
hydrological cycle. TCs are an efficient system to transfer heat and energy from the
tropic to the colder regions in the midlatitudes and poles (Emanuel et al. 2001; Sriver et
al. 2007; Korty et al. 2008; Jansen et al. 2009). They also bring much needed
precipitation to rain parched regions around the world and are critical to ensure enough
agricultural water (Landsea 1993, Kellner et al. 2015). Important rainmakers, TCs

account for 25% of the rainfall in India and South East Asia (Prat and Nelson 2013). In
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Australia, significant amount of precipitation comes from inland TCs (Ryan 1993) and
typhoons in China have known to increase grain production for farmers (Liu et al. 2006).
Most of rainfall over the Coromandel coast of India (east coast) is due to the TCs during
the region’s winter monsoon. They are an important component of the bio-geochemical
cycle by stirring up and circulating nutrients from the ocean floor to the surface
increasing ocean productivity and marine life (Sugg 1968). Thus, it is only important to
study, analyze and minimize the risk and threat that the world population faces and
maximize the benefits from TCs. This chapter will discuss the TC genesis, structure and
energetics of a TC and the changesin TC dynamics post landfall which isthe main focus

of this dissertation.

3.2 Tropica Cyclone Genesis
A TCisawarm core, low pressure system with organized convection that form over the
warm waters of the tropics (Frank 1977). Gray (1968) analyzed features of the large scale
tropics that are conducive to TC genesis. They are
i.  Sufficient sea surface temperature (ocean heat content) higher than 26°C

ii.  Enhanced mid troposphere moisture (relative humidity)

iii.  Conditional instability that supports convective initialization

iv.  Enhanced relative vorticity in the lower troposphere (circulation tendency)

v. A wesk vertical wind shear

vi.  Slight displacement away from the equator for sufficient Coriolis force.
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The first three conditions are thermodynamics based to sustain convection and the others
are dynamical that supports organization of convective cells (McBride and Zehr 1981).
The ability of theinitial convection to survive and organize into a depression depends on
the local vorticity, stability and the vertical depth of the convective cells and is defined by
Rossby radius of deformation (when rotation of the system becomes as important as the
buoyancy of the system; Simpson et al. 1997). They generally form between latitudes 2°
and 30° on either side of the equator (Chang et a. 2003) and monsoon troughs are the
most common regions in the tropics where TCs where genesis is observed. The monsoon
trough is characterized by enhanced lower tropospheric vorticity derived from westerlies
and enhanced rainfall. Monsoon depressions, African easterly wave and subtropical
cyclones have been known to provide the necessary disturbance for TCs to develop under
appropriate and supporting thermodynamic conditions. Regardless of the how theinitial
vortex develops, it must remain stable until afavorable environment for the storm the
intensify. Strong vertical wind shear will disturb the organization of the vertical structure
of the vortex while the absence of wind shear will be detrimental to the original vortex by
suppression of convection due to development of cold pools. Dry air entrainment can
evaporate the rain in downdrafts delivering cool and dry downdraft air into the
convective boundary layer (Emanuel 1995) thus weakening the cyclone spin up process.
With warm waters and enhanced evaporation, low pressure convective cells organize, the

depression grows into atropical storm and then a hurricane or atyphoon or a TC.
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3.3 Tropica Cyclone Structure

TCsare areas of low pressure, characterized by cyclonic tangential and inflowing radial
winds. The cyclonic winds associated with a TC can extend out to over 1000 km from its
center in the lower troposphere; thisradial extent decays with increasing height. TCs are
warm core features, meaning that their intensity (as measured by the cyclonic tangential
wind) decreases with increasing height. A TC is most intense just above the top of the
boundary layer, where frictional dissipation is minimized and weakest in the upper
troposphere, where winds become anti-cyclonic and exhibit mass divergence. Radial
inflow is typically maximized within the boundary layer with weaker inflow observed
into the middle troposphere. The radial inflow rapidly decelerates upon reaching the
eyewall of the TC. The resultant convergence leads to strong updrafts/ ascending motion
over adeep vertical layer within the eyewall. Compensatory descent for such strong
ascent occurs in a concentrated manner within the eye and in a diffuse manner in the
outer regions over the cyclone away from the center of the storm (subsidence). A
schematic vertical cross section of acyclone structure and circulation is given in Figure

3.1. Thisistypically for offshore unsheared cyclone.

The warm core structure of a TC can be viewed as the hydrostatic response to aradially
constrained warm potential temperature anomaly near the center of the TC. Thiswarm
anomaly primarily results from latent heat energy extracted from the underlying surface
that is released in the upper troposphere by convective updrafts. A small but non-
negligible contribution to this warm anomaly is also observed from subsidence warming

within the eye. In planar view (Figure 3.2), amature TC is characterized by a nearly
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cloud free region near its center, termed as the “eye”. The minimum sea level pressure is
found at the center of the eye. For weaker TCs without eye features, the minimum sea
level pressureisfound at the location of the greatest vertically integrated potential

temperature (warm anomaly is strongest).

EYE

Figure 3.1 Vertical cross section of amature TC

The primary eyewall isfound at the outermost radius of the eye. Here, intense convection
and modestly strong updrafts are often found. The eyewall is often the location of the
radius of maximum winds. The eyewall region of a TC is characterized by aloca
maximum in equivalent potential temperature. The eyewall and the radius of maximum
winds within amature TC slope outward with increasing height at an angle approaching
45°, Thisimplies that the outward displacement of the eyewall in the upper troposphere

(relativeto itslocation at the surface) is approximately equivalent to its height above the
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sea surface. The physical reasoning behind this sloping structure lies with the

conservation of angular momentum is approximately conserved.

(e

Figure 3.2 Visible satellite imagery of a mature TC (Source: NOAA)

A moat region, or region of predominantly stratiform precipitation, isfound radially
outward of the eyewall. Secondary eyewalls are also observed in mature TCs outside of
the moat region. Secondary eyewall often formsin response to accumulation of heat
energy, angular momentum and vertical velocity (Kossin and Sitkowski 2009). The
formation of a secondary eyewall temporarily halts the intensification of TC by
effectively cutting off radial inflow into the inner eyewall. Asthe secondary eyewall
matures and contracts or moves inwards to replace the eroding inner eye wall. This
processis called eyewall replacement cycle and the resulting broadened TC wind field

resultsin a stronger storm.

Beyond the eyewall region, are found the rain bands of the TC. The primary rain band
lies within the TC’s inner core region and are stationary (storm-relative) and do not rotate

around the cyclone. Thisrain band is characterized by new convection upwind, mature
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convection in its core and more stratiform like precipitation in the downwind region.
Primary rain band are also regions of secondary horizontal wind maximum (Houze
2010). Beyond this region, are distant rain bands composed of deep, moist convection
along confluence lines. Often regions of large CAPE, they are regions of burst of intense
rain and lightning. Tornadic activity is also possible in rain bands in the right front

quadrant of landfalling TCs.

3.4 Secondary Circulation
The dynamics and energetics of a TC can be explained by primary circulation and
secondary circulation. The primary circulation is the rotational part of the flow and
results from the conservation of angular momentum. The secondary circulation is
characterized by radial inflow at low levels, ascent near its center and radial outflow near
the troposphere. Thisis also referred to as “in-up-and-out”. These terms were coined by
Ooyama (1982) and this circulation isthermally direct in nature; i.e., asa TC associated
with localized warmth at its core, ascent occurs where it is warm. Compensating descent

occurs at larger radii whereit isrelatively cooler.

The axisymmetric circulation of the cyclone can be analyzed by the Sawyer-Eliassen
non-liner balance framework and outlined in Appendix A. Localized heat and cyclonic
momentum sources within the upper troposphere act to enhance the secondary circulation
of aTC (Shapiro and Willoughby 1982). Strengthening of secondary circulation of aTC
enhances the rate of heat energy accumulation within the upper troposphere.

Hydrostatically, this leads to intensification of the primary circulation via reduced surface
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pressure and with gradient balance adjustment, enhanced surface winds (Pendergrass and
Willoughby 2009). More specifically, alocalized heat source (center of the storm) leads
to enhanced cyclonic tangential flow near and just inside the radius of maximum heating.
Weakened cyclonic tangential flow isfound closer to the center of the TC. A localized
cyclonic momentum source results in enhanced cyclonic tangential flow radialy inward

of the radius at which the cyclonic momentum is found.

3.5 Tropica Cyclone Intensity
Potential intensity is the maximum possible surface wind speed or minimum sea level
pressure that can be attained any individual storms given the thermodynamics of the
environment. Two theories have competed to explain potential intensity. (i) Conditional
Instability of the Second Kind (Ooyama 1963; Charney and Eliassen 1964), and (ii) Wind

Induced Surface Heat Exchange.

3.5.1 Conditional Instability of the Second Kind (CISK) for Cyclone Intensity
This theory was developed in the 1960 by Ooyama (1963) and Charney and Eliassen
(1964). According to CISK, the frictional convergence of warm and moist air (high 0e)
viathe hurricane boundary layer into the TC determines its intensity through latent heat
release in the eyewall. This theory states that the boundary layer convergence provides all
of the moisture for the latent heat release. Friction, however has adual roleto play in
CISK. (i) surface winds decelerate due to friction but, (ii) also increases moisture

convergence into the boundary layer. Thus, for a TC to intensify, latent heat energy
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rel ease should exceed the energy lost due to surface friction (Fraedrich and McBride

1989).

Air flows outwards and Coriolis tuming forms upper anticyclone

<=,

Stronger
convection gives
more latent heat

As surface low m

strengthens, moist

frictional convergence,
convection and surface
low have positive
feedback to each other

Winds strengthen as
low develops; frictional
convergence

EThe COMET Program

Figure 3.3 Schematic of CISK theory for TC intensity. (Source: The COMET
PROGRAM)

3.5.2 Wind Induced Surface Heat Exchange (WISHE) for Tropical Cyclone Intensity
An aternative theory was put forward by Emanuel (1986; 1988) to consider the
energetics of the system as an idealized atmospheric Carnot engine (Figure 1.4). The
inflow air acquires energy and heat due to evaporation of water (latent heat flux). The
warm air rises and cools within the eyewall and condenses while conserving total heat
content. Thisair eventually outflows and loses heat near the tropopause and finally
subsides and warms at the outer edge of the storm. Thefirst (A—B) and the third (C—D)

part of the cycle are nearly isothermal and second (B—C) and fourth (D—A) part of the
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cycle are nearly isentropic. The Carnot perspective provides an upper bound on
maximum wind speed that a storm can attain. Stronger circulation leads to larger heat
fluxes transported aloft by organized convection that further strengthen the storm.
Surface fluxes are the primary means by which a system intensifies and convection is

only a pathway by which heat is supplied to the TC.

Idealized Carnot Engine in a Tropi

EThe COMET Program

Figure 3.4 Schematic of a TC idealized as a Carnot engine (Source: The COMET
Program)

3.6 Post Landfal Tropica Cyclone Structure
The TC structure changes when TCs make landfall, i.e. when the center of the storm eye
crosses land. These changes critically affect the intensity of the TC, rainfall distribution
and possibly tornadic activity over land. Since major impacts from a TC occurs over land,
it isimportant to understand the evolution and structure of storms post landfall and isthe

focus of thiswork.



With landfall, the TC encounters two things (Tuleya 1978; Emanuel 1995) -
I.  Lossof surface flux energy compared to the ocean heat energy.

ii. Increased friction.

Theloss of surface energy fluxesisthe primary cause for TC decay post landfall. The
loss of evaporative and sensible heat fluxes results in weakening of the warm core
structure through reduction in convection and subsidence. The surface pressure increases

and surface winds decrease as aresult.

Surface friction effects significantly increase after landfall. Compared to the drag
experienced by the system over ocean, TCs experience higher orders of surface
roughness. The increased roughness alters the hurricane boundary layer and introduces
asymmetries into the cyclone structure disrupting the organized convection over land and,

weakening the storm.

Ultimately, the impact of landfall on intensity of TCs depends on a variety of factors.
Surface heterogeneities and land use of regions play a significant role in post landfall TC
evolution. In addition to friction, the land surface conditions such as soil moisture, soil
temperature, topography and the size of land mass, all play acritical role (Shen and
Tuleya 2002; DeMaria and Kaplan 2006; Wong and Chan 2006; Emanuel et al. 2004,
2008; Kimball 2008) and the focus of this dissertation will be to identify the impact of
land surface on landfalling TCs. The schematic figure (Figure 2.1) shown in previous
chapter summarized the impact, the different land features can have on TC evolution post

(and approaching) landfall.
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CHAPTER 4. MODELING TOOLS

This research is primarily numerical modeling based. In the model, dynamic meteorology
provides the equations to describe the evolution of the atmosphere and solving those
equations using numerical approximations and by parameterizing other atmospheric,
ocean and land surface quantities, the future state of circulation is predicted.

Accurate forecasts and simulation of TCs depends on a realistic theoretical model that
incorporates the key physics of the tropics and the evolution of TCs. In this chapter, the
primary modeling tool Hurricane Weather Research and Forecasting Model will be
introduced and outlined. In addition to the HWRF and key LSM components within
HWREF will be described. Also, the development of an idealized framework with landfall
capability in HWREF as part of NOAA/NSF Research2Operations (R20) and DTC
Visiting Student Program that was implemented in the community HWRF maintained by

Developmental Testbed Center (DTC) is also described.

4.1 Hurricane Research and Forecasting Model
The hurricane research and forecasting model (HWRF)' is an operational model designed

and implemented by National Centers for Environmental Prediction to provide numerical

! This summary as presented builds off Tallapragada et al. (2015) — HWRF Scientific Documentation.
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TC guidance to National Hurricane Center (NHC) for cyclone track, intensity and

structure forecasts.

The HWRF model is a primitive-equation, non-hydrostatic, coupled ocean-atmospheric
model. The Non-hydrostatic mesoscale model is HWRF’s atmospheric core and is
coupled with the Message Passing Interface Princeton Ocean Model-TC (MPIPOM-TC)
through NCEP Coupler. This limited area model or regional dynamical model facilitates
higher resolution leading to increased accuracy and cover alarge enough domain such
that TCs do not approach the domain boundaries in the model. To realize higher
efficiency in forecasting and resolving the intricate structures of TCs, atriple nest is
employed within HWRF and the two inner nests are two way interactive tel escopic nests
that move aong the storm. The operational model’s static parent domain covers 80°x80°
areaat 0.135° grid spacing (~ 18 km), the moving nests - middle nest spans 12°x12° area
at 0.045° (~ 6 km) and the inner nest covers an area of 7.5°x7.5° at 0.015° resolution
(Figure 4.1). The location of the parent domain depends on the initial observed position
of the storm (from NHC and Joint Typhoon Warning Center (JTWC) and the ocean basin
in which the storm is observed. The model top and the number of vertical levelsin the
model is also dependent on the ocean basin in which the model is configured in. In the
north Atlantic (AL), north Eastern Pacific (EP) and north Central Pacific (CP) ocean
basins, there are 61 vertical levels and the top boundary is at 2 hPa. In all other domains,
there are 43 vertical sigma pressure levels and the model tops out at 50 hPa. The model is
also customizable to modify the number of levels and the model’s vertical boundary

settings along with the size and area of each domain.
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Figure 4.1 Illlustration of domain configuration over north Atlantic Ocean Basin. The

domains are label ed.

411 WRF-NMM Dynamics

The HWREF contains the WRF-NMM core. The dynamic non-hydrostatic mesoscale

model isafully compressible model with terrain following hybrid sigma-pressure vertical

levels (Janjic et al. 2002; Janjic 2003 a, b). It uses the staggered ArakawaE grid

(Arakawa and Lamb 1977). The term staggered or unstaggered represents the choice with

which prognostic variables are distributed or arranged in the model’s grid (Figure 4.2).

When al the prognostic variables are defined at the same point in the grid, it called an

unstaggered grid. On the other hand, when the predictive variables are defined at more
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than one point on the grid, it is called a staggered grid. Arakawa E grid is staggered and
also rotated 45° with relative to other grid orientations. First order and second order

guantities such as energy and enstrophy is conserved in the model.

(a) A grid (b) E grid
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Figure 4.2 Grid types based on horizontal staggering. (a) unstaggered Arakawa A grid
and (b) staggered Arakawa E grid. Ax is the west-east resolution and Ay is the south-
north resolution. u, v represents the velocity points and h represents the mass or
thermodynamic points such as temperature and humidity.

4.1.1.1 Time Stepping and Advection (Space) of T, U, V

WRF-NMM uses “forward-backward” scheme for horizontally propagating fast waves,
implicit scheme for vertically propagating sound waves, Adams-Bashforth scheme (AB
scheme aka two step method) for horizontal advection (Bashforth 1883; Goldstine 1977),
and Crank-Nicholson scheme for vertical advection. The same time step is used for all
the terms. Total Kinetic Energy (TKE), water species are solved explicitly, iteratively
every alternate time steps and are flux-corrected and positive definite. A number of

guantities like energy, enstrophy are conserved (Janjic 1984).
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4.1.1.2 Diffusion and Divergence Damping

WRF-NMM categorizes diffusion as lateral and vertical diffusion. The vertical diffusion
is handled by the planetary boundary layer scheme (Janjic 1996a, 1996b, 2002, 2003a)
and determines the turbulence or mixing of the atmosphere. The lateral diffusionis
modeled using the Smagorinsky non-linear approach (Smagorinsky 1963; Janjic 1990).
The divergence damping terms are essentially used to the computational modes or in
other words used to damp gravity waves that make the model very unstable. The
horizontal component of divergence in WRF-NMM is damped by using the technique
described in Sadourny (1975). This helpsin conserving mass and potential enstrophy and

aids in maintaining realistic energy spectrum within the model.

412 HWRF Physics
WRF-NMM offers avariety of physics options that are appropriate for different
atmospheric problems. The broad idea of these optionsis that they can be combined in
many ways to efficiently and effectively solve the evolution of an atmospheric event. It
varies from simple and computationally inexpensive to sophisticated and computationally
intensive and detailed physics modules. The choice depends on the user, the weather
phenomena being studied and the geographical region of interest. HWRF uses a specific
set of physics options that are customized to the tropics and smulating realistic TC

environment.

The operational HWRF configuration employs the modified Ferrier-Aligo (FA)

microphysics scheme (Rogers et a. 2001, Ferrier et al. 2002) with separate species (cloud
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water, rain, snow, ice, graupel, sleet) which was devel oped to enhance convective cloud
simulations in high resolution model domains and explicitly handle the behavior of
hydrometeors. The cumulus parameterization schemes solve sub-grid scale effects of
clouds and represent the updrafts, downdrafts and other motions inside that cloud that are
not explicitly solved by the microphysics parameterization. HWRF uses the Simplified
Arakawa-Schubert (SAS) scheme (Pan and Wu 1995; Hong and Pan 1998; Pan 2003;
Han and Pan 2011) for cumulus parameterization. Surface layer parameterizations
calculate the frictional velocities and exchange coefficients for momentum and heat.
These variables enable LSMsto calculate the surface temperature, moisture and heat
fluxesin the model. The HWRF surface layer physicsis based on GFDL surface layer
scheme and follows the Monin-Obukhov similarity theory (Sirutis and Miyakoda 1990;
Kurihara and Tuleya 1974). This module has been modified over water (Kwon et al.
2010, Powell et a. 2003 and Black et a. 2007) and is parameterized using Coupled
Boundary Layers Air-Sea Transfer (CBLAST) observation data and is very closely
coupled to the POM-TC ocean model. The surface roughness over water is calculated
using stability functions and formulations for drag coefficients. On the other hand, over
land the surface roughness length is specified through a land parameter and vegetation
table and thermal and momentum roughness length are assumed to be equal. The surface
layer physicsis closely tied to the LSM. The operational land surface physicsused in
HWRF isa4 layer NOAH LSM that predicts both soil temperature and soil moisture
(Mahrt and Ek, 1984; Mahrt and Pan, 1984; Pan and Mahrt, 1987; Chen et al., 1996;
Schaake et al., 1996; Chen et a., 1997; Koren et al., 1999; Ek et al., 2003). Extensive

review of NOAH LSM has been provided in chapter 2. Both land surface physics and
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surface layer physics are closely tied in with the boundary layer model that HWRF uses
and provides the surface fluxes to the boundary layer scheme. The HWRF’s planetary
boundary layer scheme is based off Troen and Mahrt (1986) and is aso employed in the
Global Forecast System (GFS) model and Geophysical Fluid Dynamics Laboratory
(GFDL) operational hurricane model (Hong and Pan1996). The HWRF PBL scheme uses
bulk Richardson approach to determine the planetary boundary layer height and eddy
diffusivity parameter. To close out the physics package, radiation schemes provide
forcing due to radiative fluxes and energy budget is computed from the surface
downward shortwave and longwave radiation. The RRTMG longwave and shortwave
schemes are the standard radiation schemes used in HWRF. The schemes are modified
RRTM for Global Climate Models (RRTMG; lacono et al. 2008) and is effectivein its
treatment of sub-gridscale cloud variability. Absorption of different gases areincluded in
the longwave and shortwave schemes. The optical depth, scattering albedo and
asymmetry parameter are parameterized and optical properties of ice particles are
calculated through ice particle parameterization. Table 4.1 summarizes the default

physics options used in the operational HWRF.

Table 4.1 Physics options used in operational HWRF configuration

Physics Options

Microphysics Ferrier-Aligo Scheme

Cumulus Parameterization Simplified Arakawa and Schubert (SAS) scheme
Surface Layer HWRF surface layer scheme

Land Surface NOAH land surface model

Planetary boundary layer HWRF PBL scheme
Long wave Radiation RRTMG long wave radiation scheme
Short wave Radiation RRTMG short wave radiation scheme
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4.1.3 Other HWRF features
HWRF is a suite of techniques and models combined together to produce the best
possible TC forecast. In addition to the WRF-NMM atmospheric component, HWRF also
consists of an ocean model to create an accurate and realistic sea surface temperature
(SST) dataset. HWRF isinitialized using data assimilation and vortex improvement
procedures (vortex initialization and rel ocation techniques based off NHC observed TC
position and intensity). Initial conditions are provided by GFS and Global Data
Assimilation System (GDAS) dataset can used to initialize the inner nests. In addition to
GDAS dataset, HWRF Data Assimilation System (HDAYS) provides vortex level
assimilation of TC fly through dropsondes and flight observations when available. A
comprehensive post processing package within HWRF such as gfdl-vortex tracker and
HRD’s diagnostic package — DiaPost enables accurate visualization and diagnostics of

HWRF simulations.

4.2 ldealized HWRF Framework
In this research for studying the different processes, an idealized HWRF modeling
framework was used. The use of idealized conditions conducive to intense TC
development allows for model results to be viewed without the confounding of case
specific conditions. Emanuel (1995) for example, utilizing an idealized hurricane model,
investigated the sensitivity of simulated TC intensity to the ratio Cx to Cq. Montgomery et
al. (2010) furthered the understanding of the role of C4 on hurricanes by using athree
dimensional idealized MM5 model. While the former modeling study suggested that the

intensity of TCs decreases with increase in frictional forces due to increase in Cg, the
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newer study pointsto adual role that frictional forces play in hurricane dynamics.
Gopalakrishnan et a. (2013) using the idealized version of HWRF characterized the
effect of the vertical diffusion coefficient on the structure and intensity of TCs. In this
study, they calibrated the HWRF modeled eddy diffusivities to best match flight level
observation data gathered during Hurricane Allen (1980) and Hurricane Hugo (1989).
Halliwell et al. (2015) used an ideadlized version of HWRF to obtain an improved
understanding of the sensitivity of the HWRF model to ocean cooling and enhance
understanding of the dynamical processes that contribute to change in intensity of storms
and resulting asymmetries. The Halliwell et al. (2015) study also stressed the importance
of idealized studies in advancing the forecasting competencies in more complex and
detailed models. While there are many studies involving the idealized model that deepen
the understanding of the fundamental processes that affect TCs over the ocean, there are a
relatively limited number of studies available to study the land impact. Thus, an
additional capability in the already existing idealized HWRF framework to realize
landfall was developed. This capability has subsequently been implemented in the

community repository of HWRF and released via the Developmental Testbed Center.

4.2.1 Design and Configuration
The baseline source code was obtained from the DTC consistent with the latest version of
HWRF and the code modules for the landfall capability was added following the HWRF
code management protocols (as followed by all HWRF developers). In the typical
idealized HWRF, the domain is al ocean. The vortex is added to the center of the HWRF

domain and kept stationary. The conventional method to realize landfall is to introduce a
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mean wind in the domain and move the storm towards a predefined land surface in the
domain. While this method is more physical, the closed domains of ideal HWRF can
cause spurious convective towers near the boundaries making the model unstable due to
reflection of gravity waves. Thisis particularly more pronounced when land is introduced
and higher land surface temperature is prescribed. To overcome this limitation, a
technique was devel oped in which land was moved underneath the centered storm to
realize relative landfall. A land/ sea mask was used as control variable to define the land
points and the domain was redefined for every time step and based on the domain

resolution, the speed of the land moving underneath can be controlled.

Land characteristics are based on the land use, soil and vegetation table and different land
use/ land cover parameters including SM ranges, surface roughness, emissivity, albedo
was defined through a separate namelist file specifically created for idealized HWRF.
Heterogeneitiesin land surface can also be built both longitudinally and latitudinally. A
schematic of the land relative to storm motion is shown in Figure 4.3a, b at different time
steps. The namelist file aso define an on/ off switch for landfalling studies and the
direction in which the land surface moves (west-east or east-west direction). As of now,
the landfall capability is configured to use GFDL LSM and HWREF surface layer scheme
only.

The code changes to the base idealized HWRF code and the configuration namelist fileis

given in Appendix B.



Figure 4.3 Idealized Domain with landfalling capability at (a) T hours, and (b) T+AT
hours
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CHAPTER 5. IMPACT OF ANTECEDENT LAND STATE ON POST LANDFALL
TROPICAL CYCLONE SUSTENANCE

5.1 Introduction
While the majority of TCs (TC) decay rapidly post landfall, there are cyclones that have
maintained intensity or even re-intensified inland. Recent examples of post-landfall
sustenance include TS Erin (2007) and TS Fay (2008) in the Atlantic basin, TC Abigail
(2001) in Northern Australia, and TC Phet (2010) over the Indian Monsoon Region. The
availability of antecedent wet conditions and surface latent heat flux has been thought to
be the primary signatures for post-landfall TC intensification [e.g., Chang et al. 2009;
Anderson et al. 2013]. Evans et al. [2011] and Kellner et al. [2012] analyzed the re-
intensification of TS Erin (2007) over the U.S. Southern Great Plains and concluded that
anomalously wet land conditions can help sustain the storm inland. Similarly, it has been
observed that monsoon depressions respond to high antecedent soil moisture (SM)
conditions and their intensity was maintained for a longer duration [Chang et al. 2009;
Kishtawal et al. 2013]. Thus, a growing number of studies highlight the role of

anomalously wet land surface conditions aiding TC sustenance over land.

An outstanding question remains within the literature regarding whether the soil wetness
or soil temperature (ST) contributes to post-landfall evolution. For example, Tuleya

[1994] highlights the influence of soil thermal properties and particularly ST on storm
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sustenance. Emanuel et al. [2008] studied TC Abigail (2001) that re-intensified twice
after landfall in Northern Australiain awarm and sandy (high thermal diffusivity) region
and concluded that the surface characteristics played an important role in intensifying the
storminland. Kishtawal et al. [2012] in their climatological study of TCs over the North
Atlantic region also established a positive correl ation between post-landfall hurricane
intensity and thermal heat capacity of soils. These studies seem to indicate that warm
land ST and hence sensible heat flux (SHF) may play alarger role in determining the fate
of astorm post landfall. However, an earlier study by Shen et a. [2002] concluded that
the post landfall decay rate depends on the water content over land aswell as, on the
surface cooling that controls the potential evaporation. Thus the chief motivation for this
study is to contribute to the debate on the relative role of antecedent wet and warm land

surfaces on TC post-landfall evolution.

Post-landfall impacts such as flooding from hurricane Sandy (2012) over New York in
addition to parallel improvementsin LSMs (LSM) and hurricane models such as the
Hurricane Weather Research and Forecasting (HWRF) model, are providing momentum
for the study of the effects of land surface on TC post-landfall characteristics. As stated,
thereis still limited understanding of what contributes to the decay, re-intensification or
sustenance of a TC over land. Additionally, land feedbacks are at multiple scales (i.e.,
local boundary layer energetics to mesoscale convergence due to gradients in surface
fluxes) and involve multiple parameters as well as processes. In this study, utilizing the
realistic processes simulated by the ideal HWRF, understanding the role of land surface

characteristics on post-landfall storm evolution is the priority. Building off prior studies,
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the hypothesis that under favorable synoptic settings, a warm land surface is a necessary
condition to aid post landfall TC sustenance or re-intensification will be tested. The

synergetic relationship between warm and wet soilsis aso studied.

5.2 Mode Configuration and Experimental Setup
This study uses the idealized framework of the operationally adopted HWRF
(HWRFX2013) with domain settings and physics options (Table 4.1) similar to that of
Gopalakrishnan et al. [2013]. Theinitial cyclonic vortex strength was set to 20 ms?t. A
typical tropical sounding was used for temperature and humidity following Gray et al.
[1975]. The HWRFX2013 system configuration uses the HWRF surface layer
parameterization scheme [Tallapragada et al. 2013] to represent surface layer fluxes and
boundary layer processes. In order to individually study the ST and SM feedbacks, the

bulk Slab land surface parameterization was used for al simulations.

To simulate landfall, a vortex was introduced and kept fixed at the center of the domain
and the land surface was advected at a constant rate. The approach of ignoring the basic
environmental flow and its interaction with the surface isignored similar to Tuleya and
Kurihara[1978] and Halliwell et al. [2015]. The model was integrated for 120 hours with
landfall around the 56th hour. GFDL LSM was used for the idealized experiment. As
stated in the previous chapters, it isasingle layer LSM with explicit prognostic
temperature prediction. This model does not predict soil moisture and isinitialized
manually. A homogeneous land surface is defined using the model default soil and the

vegetation lookup tables and isinitialized to dry, bare sandy soil. To extract the feedback
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processes and interactions in these idealized ssmulations, land temperature is held
constant and diurnal variation effects are eliminated. The model was initialized to the
default setting with the following parameters held constant. The ST was set to 308 K and
SM at 0.02 m*/ m? (10% of field capacity) along with land surface roughness (zo) of 0.01
m. The radius of maximum winds that defines the size of the storm was set to 90 km to
simulate a moderate-sized storm. To maintain the ocean temperature higher than the
threshold value favoring cyclone genesis and evolution, the sea surface temperature
(SST) was held at a constant 302 K throughout the simulations. A number of experiments
were conducted and a subset of 16 experiments was selected to study warm and wet land
surfaces as shown in Table 5.2. These experiments seek to isolate the SM and ST impacts
on TC evolution following a factor separation (FacSep) approach [Stein and Alpert,
1993]. Further, experiments were performed to assess the impact of soil moisture content,
surface roughness and size of storm. These experiments are outlined later in this chapter.
To further evaluate the primary hypothesis, areal case [TS ERIN (2007)] was run using
operational HWRF (HWRF v3.7). The three nested grids were configured with 18:6:2
km. The physics options are the same asin Table 5.1 (similar to the operational
configuration) except Noah LSM with GFDL surface physics was used to make it as

realistic as possible with diurnal and spatial soil moisture, soil temperature evolution.
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Table 5.1 Physics options used in the idealized HWRF experiments.

Physics schemes Options
Microphysics Ferrier Scheme
Cumulus Parameterization | Simplified Arakawa and Schubert (SAS) scheme
Longwave Radiation GFDL longwave radiation scheme
Shortwave Radiation GFDL shortwave radiation scheme
Surface Layer GFDL surface layer scheme
Planetary boundary layer | GFS PBL scheme
GFDL Slab model, Noah land model (For TS Erin
Land Surface runs)

Table 5.2 List of experiments conducted in the idealized HWRF2013

Variable Sensitivity experiments
Soil 300K, 302K, 304 K, 306 K, 308 K (default), 310K, 312 K, 314
Temperature K

Factor separation experiments

Experiment Factors included (Idealized experiments)

FO default run: ST = 308 K, default SM

F1 Soil temperature only; ST=314 K

F2 Soil moisture only; SM+50%

F12 Soil temperature and soil moisture; ST=314 K and SM+50%
Real Case (TS ERIN 2007) Cycle 2007081600 UTC

FOr Default run

F1r Initial soil temperature increased by 6°C

Far Initial soil moisture increased by 50% throughout the domain
F12r Soil temperature and soil moisture increase

5.3 Resultsand Discussion
The results are presented in two contexts — first for the impact of ST on post-landfall TC
evolution; and then for ST and SM interactions from the FacSep analysis. The model
results are analyzed using a number of typical dynamic and thermodynamic features that
are typicaly used [Gopal akrishnan et al. 2012; Halliwell et a. 2015]. The Hovmoller

diagrams are used summarize the fields (winds, surface fluxes, rainfal) with radial
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distance on the abscissa and the simulation time on the ordinate (e.g. Figure 5.1). The
Hovmdller of axisymmetric mean tangential winds is used as the measure of intensity and
the discussion is complemented by time series plots of minimum mean sea level pressure

(MSLP) and 10 m maximum wind speeds (Vmax).

5.3.1 Soil Temperature Impacts
To investigate the impact of land surface temperature on TC intensity, a sensitivity study
was undertaken by varying the surface temperature from 300 K to 314 K and experiments
are named accordingly. The Hovmdller diagram of intensity evolution is presented in
Figure 5.1 and supplemented by Figure 5.2 for time series plots of central pressure and
winds. In all the experiments, steady state (maximum tangential wind speed is
approximately constant) was achieved after around 48 hours from the start of run. A fully
mature TC landfall was noted around the 56 hour. For surface temperatures up to 302 K,
simulations show a notable drop in intensity immediately after landfall. Similar to SST
thresholds for TCs over the ocean (299 — 300 K), 302 K emerged as the threshold ST
over land in the simulation. The post-landfall storm evolution remains much stronger
when surface temperatures were between 304 and 308 K and re-intensification signatures
are noted (i.e., strengthening after initial drop in intensity post landfall). For surface
temperatures between 308 and 314 K, sustenance in TC (maintaining landfall intensity)
patterns was noted. The wind swaths of cyclones are also significantly larger (45 km for
302 K and 60 km for 308 K after landfall) and likely enable the storm system to draw in
heat and moisture to maintain circulation. Convective precipitation also increased for

warmer land surfaces and is shown in Figure 5.3.
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Figure 5.1 Time evolution (Hovmdller diagram) of azimuthally-averaged axisymmetric
10 m winds (m s%) for different land temperatures (300 K to 314 K). The sea surface
temperature was 302 K for all experiments.

1010

70

1000

:1: 1]

980

970

960

Minimum Mean Sea Level Pressure (hPa)

o @
= (=1

Maximum wind speed (m/s)
B
(=3

T—34kK

— 300K
-=-=-302K
4K
06K
— 308K
0K
===32K

30F

880
20+

240

LA
a0 L 1 1 MY L i L L 10 L L Y L L i i L
0 12 24 36 48 60 72 84 96 108 120 1] 12 24 38 48 60 72 B84 96 108 120
Hours Hours

Figure 5.2 Time series of mean sealevel pressure in hPa (left) and maximum wind speed
in (m/s) (right) for different surface temperatures.
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Rainfall has atwo primary effects on the soil. While precipitation cools the surface, it
also increases the soil heat capacity, neither of which is modelled in HWRF. Rainfall al'so
increases the soil moisture, thus effecting the coefficient of evaporation. Thus, depending
on the type of land-surface, the fall in ST may be offset by the higher heat capacity which
slows cooling. Note that in the current model configuration, thisis simulated by higher
surface temperatures for soils with higher thermal diffusivity [cf. Emanuel et al., 2008;
Kishtawal et al., 2013]. Sandy soil being highly diffusive, supports instantaneous heat
transfer which results in higher SHF. The results suggest that storms are stronger when
the land iswarmer and SHF is higher. Between 80-85% of the net surface heat flux is
comprised of SHF (Figure 5.4). Through evaporation, precipitation is also recycled back
into the storm system increasing latent heat fluxes (LHF) which could further intensify

the storm.
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In order to isolate the relative importance of SHF over LHF, an analysis of the total
enthalpy fluxes (Qg) was done. Enthalpy analysis is a comprehensive and an integrative
method to apply to TC intensity studies since it contains both surface fluxes and wind
component in the analysis governing equations. Halliwell et a. [2015] outlined a set of
equations to define enthalpy flux (Qg) for a storm system as
Qe(r,t) = Qu(r, ) + Qs(r,t) = paLyCi¥10(r, AT, 1) + pacyCi¥1o(r, AT(r, t)

..(5.2)
Q. and Qg are the azimuthally averaged latent heat and the sensible heat flux
components. Aq = qs — J1, Where q; is the surface specific humidity and g, isthe
specific humidity at 10 m, AT = Tg — T, Where T is the surface temperature and Ty iS
the air temperature at 10 m, Cx is the surface exchange coefficient for heat and moisture,
Lv isthe latent heat of vaporization, and ¢ is the specific heat capacity of air. The
difference between enthalpy of the system over the ocean and over land can be attributed
to changesin AT, Ag, and v,,. The change in enthalpy, Qg (r,t) — Qg(r,56) is expressed as

8Q5 ~ PaLyCic¥10(r, DEAT(r, 1) + pacyCicFro(r, YEAT(r, 1)
+paLy CkAG(T, ) 8714 (1, 1) + pacpCkAT(r, £)8V44(r, t)

...(5.2
The reference enthalpy was calculated at landfall (t=56 hours). The sum of first two terms
is referred to as the ‘land-air part’ and the sum of the other two terms is termed the ‘wind
part’. The enthalpy analysis results are presented as Hovmoller diagrams in Figure 5.5.
The difference in enthalpy is negative indicating that the storm is aways more intense

over the ocean as compared to land. Thus, when the relative difference in the enthalpy is
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smaller, the post-landfall storm is stronger. The changes in wind speed (dv10) and specific
humidity (0Aq) are negative but the temperature difference between land and sea (0AT) is
positive. Thus, the ‘wind part’ of the enthalpy contributes to a spinning down of the
storm and the thermodynamic part consisting of the SAT term (part of the sensible heat
component) aids in strengthening the storm. For surface temperatures up to 302 K, the
difference in enthalpy for the storm decreases with time. Thisis because at relatively
lower temperatures, the storm decays immediately post landfall and the enthal py
approaches zero which is indicative of storm dissipation. For warmer land, 0AT is
positive compared to cooler land surfaces and the relative difference in dQg reduces thus
increasing the total enthalpy of the system. Differencein Qg is almost constant at warmer

surface temperatures suggesting sustenance of landfall intensity.

This analysis suggests that warmer land drives higher SHF to increase enthal py fluxes of
the storm ultimately enabling sustenance. These results show that warm soils affect post-
landfall storm evolution suggesting that the moisture cutoff after landfall may not be the
only reason for post-landfall sustenance of a TC system. The questions then arise,
regarding the necessary surface conditions and what surface condition is optimal for
storm sustenance. To answer these questions, additional analysis was conducted to isolate

the effect of wet and warm soils on post-landfall TCs.
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Figure 5.5 Hovmoller diagrams of Qg(r,t)- Qg(r,56) in Wm2 (top panel) and its two
primary components from Equation (5.2): the air-sea part due to changesin AQ and AT

(middle panel) and the wind part due to changes in wind speed (bottom panel) for
different soil temperature experiments.
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5.3.2 Impact of Soil Moisture Content
To assess the impact of land surface soil moisture content a second set of sensitivity
experiments (Table 5.3) were performed to assess the impact of SMC of the land surface
on the intensity after landfall by changing the SMC to +50%, +25% of the default value.
The HD of axisymmetric mean windsis given in Figure 5.6. All ssmulations show a
sudden drop in intensity at around 56 hours when landfall occurs but a systematic
increase in post landfall intensity is noticed as SMC of LSincreases. Thisis due to the
increase in LHF that is available for the storm and this result is aligned with past studies
on SM impact on TCs (Tuleya 1994, Chang et al. 2009, Evan et al. 2011, Kellner et al.
2012). The maximum intensity reached by a storm over ocean also changes with varying

SM which reiterates the importance of land impacts on tropical systems both offshore and

inland.
Table 5.3 Additional experimentsfor SM, Zo, size of storm.
Variable Sensitivity experiments
Soil Moisture SM-50%, SM-25%, SM (default), SM+25%, SM+50%
- 0, - 0, +250, + 0/
Roughness length Z0-50%, Z0-25%, ZO (default), Z0+25%, Z0+50%,

Z0x3, Z0x5, Z0x7, Z0x10
Radius of maximumwinds 60 km, 75 km, 90 km (default), 105 km, 120 km, 135 km
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Figure 5.6 Hovmdller of axisymmetric 10m mean winds (m/s) azimuthally averaged
around the center of the cyclone for different soil wetness. Landfall is at 56 hours.

5.3.3 Soil Moisture — Soil Temperature Interactions
Four representative simulations were analyzed (Table 5.2) using a control run (FO), one
with warmer soil surfaces (F1), another with wetter land (F2), and a run with both
warmer and wetter land (F12). This experimental setup is used to extract post-landfall
intensity changes occurring with an increase in ST from 308 K to 314 K (f1), and an
increasein SM by 50% (f2) as well as the contribution from both higher ST and SM
(f12), discussed previously. The experimental design follows the factor separation
method outlined by Stein and Alpert [1993] and the equations are outlined in Table 5.4.
Intensity contributions through f0, f1, f2, and f12 as calculated from the equationsin
Table5.4isgivenin Figure5.7. It is evident that increasing both SM and ST enhances
post-landfall TC intensity. However, the impact of warmer soil is observed almost
immediately after landfall whereas the effect of an increasein SM is noted almost 15
hours later. The delayed response of a TC to an increasein SM is consistent with other

studies noting the positive impact of antecedent SM conditions on TCs [KeIner et al.
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2011; Evanset a. 2008; Chang et al. 2009]. The f1 panel in Figure 5.7 also shows that
the ST effect isrelatively high compared to the SM impact on TC intensity. These results
suggest that high ST is a dominant and necessary condition for TC sustenance over bare
and sandy land. Results for the f12 field suggest that not only warm and wet surfaces
favor TC sustenance over land, there also exists a synergism where the effect of the

combination of the two factorsis greater than the individual factors alone.

Table 5.4 Interaction terms and equations for the factor separation analysis.

Interaction term Factor Separation Equation

fo FO
f1 F1-FO
f2 F2-FO
f12 F12— (F1+ F2) + FO

Hovemoller:10—m wind

f2

fl&

30
R(km)

60

30 60
R(km)

30 60
R(km)

Figure 5.7 Time evolution of mean winds (ms™) around the center of the cyclone to
depict the contribution of individual and the interaction of factorsin the factor separation
anaysis.
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To further analyze and verify the above results, a similar FacSep anaysis was conducted
for areal TC case. TS Erin (2007) was chosen for its distinct strengthening and formation
of apost-landfall eye early on 19 August 2007 over Oklahoma. Four experiments were
performed using the operational HWRF (v3.7) similar to the idealized FacSep
experiments with ST and SM. The experiments were initialized for the 1600 UTC cycle.
The physics options are also similar except that real cases uses Noah land model. For the
FacSep analysis, the SM and surface temperatures needed to be modified. This was done
by increasing theinitial fields from National Centers for Environmental Prediction’s
Final (FNL) Operational Global Analysis dataset by 50% for SM and by 6 K for ST for
the four layer Noah LSM that prognostically predicts both ST and SM. These chosen
values are guided by multiple idealized sensitivity experiments conducted that show
clean signature of both SM and ST. Thiswill enable the model to capture diurna soil
temperature variations as well as surface cooling and soil moisture changes caused by

precipitation. The track simulated by these experiments are given in Figure 5.8.

Due to the relative coarse resolution of the FNL data used to initialize the model, there
are significant track errors and the tracks of al experiments consistently show a clear
westward bias compared to the observed best track datafor TS ERIN. The track errors do
not however invalidate the land surface effects observed by the storm mainly because of
the large swath of land region that the storm encounters. The results are presented as time
series plots for MSLP and Vmax (Figure 5.9) for FOr, F1r, F2r, and F12r. The results
obtained are similar to those from the idealized runs from the previous section. While the

experiments capture the broad features well there are notable difficulties in capturing the
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observed intensity changes, and experiments F1r and F12r shows nominal over land
intensification after 84 hours of simulation. Despite the model limitation, in the current
context, the model does serveitsrole as a detailed analysis tool to extend the idealized
work and study post landfalling systems. When ST was increased initially by 6°C (F1r),
the system evolved with lowering of storm central pressure, consistent with the idealized
experiments. Increase in SM, in fact, shows increased weakening of storm post landfall
compared to observed. F12r shows significant increase in intensity and continues to
deepen through 20" of August similar to what was noted in the idealized experiments.
The combination of increased soil moisture and soil temperature acts synergistically to
setup conditions for post landfall intensification. This result from the TS Erin simulation
again highlights that warmer soil emerges as the primary factor supporting re-
intensification over land and confirms that the availability of SM helps sustenance. These
results also highlight the importance of accurate representation of the land surface,
especialy antecedent ST and SM in hurricane models to improve prediction of TC
landfall characteristics and warrants attention. It is aso acknowledged that more detailed
analysis of real casesis necessary and results from afew real caseswill be presented in

the next chapter.
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HWRF Forecast of ERIN at 2007081600
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Figure 5.8 Simulated and best track for TS ERIN 2007 initialized at 1600 UTC. The
tracks are color coded for experiments FOr (Blue), F1r (Red), F2r (Green), F12r (Orange)
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5.34 Impact of Surface Roughness Length
Roughness length (Zo) of a surface has atwo-way interaction with the BL (Montgomery
and Smith 2010). Change in roughness length for momentum (Zom) which is prescribed
over land increases the land associated frictional velocity and decreases tangential wind
speed. This can negatively impact the intensity of a cyclone by disrupting the primary
circulation and thus structure. On the other hand, increased friction also increases the
inflow in the secondary circulation within the hurricane boundary layer (HBL). Asthe
velocity in the inflow layer increases, it favors greater convergence and subsequently
divergence aoft. Over land, Zom is much higher than over the ocean (~ 0.0001m) and
thus, the balance over oceansis disrupted. Frictional forces along with drop in surface

fluxes cause the TC to decay post landfall.

To study the impact of Zo, the variable was varied from Zo-50% to 10 times default Zo.
(Note that since winds show logarithmic variations to Zo, the changes are 1 order of
magnitude) The list of experimentsisgiven in Table 5.3. The results over land indicate
that as Zo increases, the intensity of hurricanes decrease due to increase in frictional force
(Figure 5.10). The pressure drop that is seen with increasing Zo may be explained by the
increasing inflow and the higher temperature over land. As Zo increases, radial wind in
the inflow layer increases the extent of convergence there by creating alocal low that is
enhanced by the high surface temperature (308 K). At lower Zo, Vmax after is high
immediately after landfall but is comparable to other experiments later in the simulations.
These results follow past studies (Tuleya 1994; Zhu 2008) and thus highlight the validity

of this idealized model setup to simulate TC’s response to LS accurately.
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5.3.5 Impact of Size of Storm
The size of storm was altered by varying the radius of maximum winds from 60 km to
135 km with 90 km as the default size (Figure 5.11). Smaller storms are less intense over
the ocean as well as over land after landfall. The stormisless intense but sustains longer
over land compared to the default size storm that re-intensifies. The larger storm has a
larger wind swath that enables higher moisture and heat convergence at the lower level.
Thus, rate of re-intensification post landfall in larger stormsis much higher when
compared to the smaller storms and there is a definite two-way interaction between land

and cyclones.

R=6lkm R=30km {defaul)

s
ol

40

Hours

Figure 5.11 Hovmodller of axisymmetric 10m mean winds (m/s) azimuthally averaged
around the center of the cyclone for different storm sizes. Default storm size is 90 km and
Landfall isat 56 hours.
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5.4 Conclusions
This study focused on understanding the effect of land surfaces on post-landfall TCs.
Results indicate that warmer land surfaces support TC sustenance by enhancing system
enthalpy. The soil characteristics of the land surface are aso important to counteract
evaporative cooling and increase energy exchange into the boundary layer. It isevident
that under certain conditions for TCs over warm sandy soil, if warm soils can be
maintained, and moistened by preceding rains, the TCs can sustain or re-intensify through

rapid transfer of surface heat flux into the atmosphere.

Results from SM experiments are in line with other studies conducted by Kellner et al.
(2012), Chang et a. (2009) and others. By increasing soil moisture content of the LS, the
moisture convergence and latent heat fluxes also increase resulting in stronger storms.
Larger storms have better chance of surviving inland when compared to smaller storms
because stronger circulations are established and land interaction may be a significant
factor inits evolution. In addition to this, when LS favorsintensification (asit doesin the
simulations), and the storm interacts with alarger such surface area, the LS interaction

only further the already strong system to remain active over land.

Roughness length is a complex parameter to assess and it is known to interact with a
hurricane in two ways. Increased roughness affects the primary circulation thereby
reducing the intensity, whereas inflow velocity is increased that contributes to larger
convergence and strengthen the storm. The results indicate that by increasing Zo over

land, the cyclone intensity decreases. Drop in surface pressure is observed at higher Zo
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values but the gusting winds remain fairly unchanged and these results are similar to past

studies.

To investigate the relative importance of ST and SM effects on TC evolution over land,
experiments were designed to isolate their impacts and the impact of the interaction
between the factors. This was also followed by areal case anaysis of TS Erin (2007)
using the quasi-operational version of the model. TC response to higher land temperature
isrelatively rapid as compared to an increase in SM. The magnitude of intensity changes
induced by warmer soilsis also greater than the intensity changes due to increased soil
wetness. This highlights that a warm surface is a necessary condition for TC sustenance
post landfall and the SM adds to the increase in energy of the system. A dominant
synergism also emerges from the interaction term between these two parameters
suggesting that a warm-wet land surface is more favorable for TC sustenance over land

than a cold-dry land surface.

Although opinions differ on the extent of influence of LS on alarge system suchas TC
that is mostly dominated by synoptic conditions, one cannot ignore the contributions of
LS on generating small scale features as well as how these LS features drive large scale
conditions. Similar to how the SST affects the evolution of the storm, this study brings
out the importance of the role that surface temperature plays in the evolution post
landfall. The results from this study lay an emphasis on the complex land atmosphere
interaction achieved through surface parameters that ultimately plays a significant rolein

affecting the fate of alandfalling TC and require additional attention and research efforts.
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CHAPTER 6. IMPACT OF IMPROVED LAND SURFACE REPRESENTATION ON
TROPICAL CYCLONE RAINFALL

6.1 Introduction
Numerical models are useful tools in capturing the micro and macro scale interactions,
the planetary boundary layer (PBL) have with the environment and studying the two-way
feedback between landfalling TC and land surface characteristics. The models are
particularly important because of our current inability to measure these variables in a
direct way. Numerous studies suggest that numerical models predict a TC track
reasonably well, but most often fail to accurately capture the intensity and evolution of a
storm post landfall. Evans et al. (2011) and Kellner et al. (2012) simulated the re-
intensification of tropical storm (TS) Erin (2007) over Oklahoma using WRF-ARW and
concluded that intensity of the storm and the vortex was dependent on development and
maintenance of PBL. They also found that the storm was sensitive to soil moisture (SM)
changes and the high soil moisture condition over Oklahoma before the landfall

contributed to the re-intensification of storm.

In their study of land falling typhoon Sepat (2007), Zhang et al. (2011) showed that both
latent and sensible heat fluxes (LHF and SHF) helped sustain intensity over land along
with the spiral structure of rain bands. In addition, they also found that SM initialization

impacted storm prediction over land. This conclusion continues to emerge from studies
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such as Bozeman et a. (2012) and many others. Kishtawal et al. (2012) used
observational datasets and analytical techniques to study the factors influencing the post
landfall characteristics of tropical storms over the Atlantic Ocean basin. Their results
identify surface roughness and soil heat capacity as two dominant parameters. Model
simulations were unable to capture these feedbacks thus highlighting the need to improve
the land surface representation for improved post landfall TC characterization. Emanuel
et a. (2008) studied the TC Abigail (2001) over Western Australia which underwent a
significant period of re-intensification twice over land and concluded that surface and
boundary layer interactions play an important role in the life cycle of astorm in
intensifying the TC. Over the Indian monsoon region (IMR), it has been observed that
monsoon depressions over land sustain themselves longer post landfall, if the 7-day
antecedent soil moisture availability was high (Chang et al., 2009; Kishtawal et al.,

2013).

Bister and Emanuel (1998) concluded that the bulk of dissipative heating occurs near the
atmospheric boundary layer and positively influences the storm centric wind speed
maxima. Emanuel (1998) developed an asymmetric hurricane model in which the
maximum winds increase with Cx and decrease Cq similar to the Makus-Riehl and
Ooyama models and the hurricane intensity depended on the ratio of transfer coefficients.
Braun and Tao (2000) studied a combination of boundary layer schemes with identical
values of Ci/ Cq, and concluded that the intensity is not only related to the magnitude of
Ci/Cq but also on ‘the wind speed dependence of roughness parameter Zo. These results

call for a better representation of the surface processes that govern intensity predictions
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of hurricane and their dependence (or lack thereof) on exchange coefficients.
Montgomery et al. (2010) conducted numerical experiments in which the intensification
rate and vortex intensity increases with additional surface drag until a certain threshold
value is attained after which intensification rate decreases. This emphasizes the
importance of surface friction in increasing radial inflow into the hurricane boundary
layer and thereby creating a zone of convergence for surface fluxesto fuel the cyclone.
The turbulence mixing processes within the hurricane boundary layer plays an important
rolein regulating the radial and vertical distribution of enthalpy and momentum (from the
sea surface to the atmosphere and vice-versa) and, consequently, the TC intensity
changes (Gopal akrishnan et al., 2013; Emanuel, 1986, 1995). Classical studies like Smith
(1968) have concluded that insufficient information and understanding of turbulence
hindered a more realistic understanding and representation of the boundary layer. To this
day, even with the availability of high resolution TC prediction modelsit is quite
challenging to realistically represent the boundary layer processes. The transfer and
diffusion of fluxes from the land surface to the atmosphere and vice versa are dependent
on at least four key parameters - surface exchange coefficients for momentum (Cy),
moisture and heat (Cx) and eddy diffusivity for moisture and heat (Kn) and momentum
(Km). Nevertheless, there is alarge degree of uncertainty in the estimates of these
variables. Thus, the structure and intensification processes of TCs simulated by high-
resolution numerical models are dependent on the parameterizations used in the surface
layer and the boundary layer (e.g., Braun and Tao, 2000; Nolan et al., 20093, b;

Montgomery et al., 2010; Smith and Thomsen, 2010).
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Gopalakrishnan et al. (2013) used an idealized framework of the HWRF system to gain
additional understanding of the variability in TC structure and intensity with respect to
vertical diffusion. Decrease of eddy diffusivities, Km (and Kn), to 25% of its original
value produced comparable diffusion coefficients consistent with observations (from
CBLAST) in the HWREF surface parameterization scheme (GFS scheme). Reduction of
Km had notable influence on the structure, size, and evolution of the cyclone vortex. With
Km set to 25% of its original value, the inflow layer depth decreased more consistent with
the observations. The inflow velocity increased with decreased in inflow layer depth.
Stronger inflow not only increased the primary circulation of the storm by increased the
Coriolisterm, but also increased the equivalent potential temperature in the boundary

layer resulting in a stronger and warmer core.

Other studies that have highlighted the role of boundary layer feedbacks are Anthes and
Chang (1978), Emanuel (2003), Smith and Thomsen (2010) and Wang and Wu (2004).
Pielke (2001) has shown that underlying surface characteristics such as topography,
vegetation characteristics, soil temperature and soil moisture, roughness and emissivity
have great influence on convective systems that pass over areas with surface
heterogeneities. Numerous studies have acknowledged the influence of surface conditions
on drylines, fronts and low-level jets. Hence accurate representation of land surfaceis

becoming increasingly important in this world of rapidly changing landscapes.

As highlighted in Subramanian et al. (2014) and previous chapter, TCs are impacted by
surface enthalpy fluxes. TCs behave like large heat engines and in the absence of

moisture fluxes, they usually decay rapidly. But there are storms that are known to have
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passed over extremely dry and hot conditions and sustained or even re-intensified after
landfall (e.g. TC Abigail, Emanuel et al. 2008). TC Abigail made landfall on the southern
coast of the Gulf of Carpentariain Australiaaround 1200 UTC 26 February 2001 with an
estimated maximum sustained 10-min mean wind speed of 33 m/s (Figure 6.1). The
cyclone weakened while moving in a general westward direction but later anomalously
re-intensified over land. Emanuel et al. (2008) conducted idealized simulations and
concluded that the warm and thermally diffusive soil in northern Australia after being
wetted by initial rains from the extended rain bands of TC, may be able to rapidly transfer
heat upwards to maintain and in some cases even re-intensify storms over land. This
finding is of interest but emphasizes that underlying soil must be quite hot and have a
large enough heat conductivity when wet to support some storms. The ssimulations aso
demonstrate the storm intensification may also depend on antecedent moisture
availability aswell asthe translational speed of storm afeature confirmed in

Subramanian et al. (2014).

One of the major challenges that operational community faces isto estimate the post
landfall precipitation and flood threat associated with a cyclone. To predict the rainfall
patterns accurately, track forecast accuracy becomes a primary factor. Bozeman et al.
(2012) conducted a series of simulation on TS Fay (2008) using the HWRF modeling
systems with two land surface parameterizations — the ssmple GFDL SLAB model and
the more detailed NOAH LSM (Figure 6.2). The study focused on TS Fay because the
storm developed an eye-like structure only after landfall over South Florida (Stewart and

Beven, 2009). The Bozemann et al. (2012) study summarized three important results. (i)
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land surface representation and the choice of land model isimportant to simulate storm
track but did not affect the intensity. The improved track predictions from Noah land
model (Figure 6.2) improved the predicted rainfall distributions and isin line with past
studies that have suggested a similar relationship (Lonfat, 2004; Marchok et a., 2007;
Rodgers et a., 2009); (ii) initial and boundary conditions are important for simulating the
development of TCsasis important the representation of boundary layer processes, and;
(i11) heterogeneity in land surface did not play as big arole in simulating the TCs but
slight influences were noted. The study also noted that the presence of alarge water body
caused a decrease in surface pressure, but does not affect the TC intensity prediction

much.

16°S
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||
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Figure 6.1 Track of Abigail following landfall on the southern Gulf of Carpentaria
coastline from 1100 UTC 27 Feb 2001 (271100 UTC on map) to 0632 UTC 3 Mar 2001
(030632 UTC on map).
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A number of studies now make a case for amore realistic land surface representation in
numerical weather prediction (NWP) models (e.g Holt et al., 2006; Niyogi et al., 2006;
Trier et al., 2004; Kellner et al., 2012). Studies (Tuleya 1994; Kellner et al., 2012) have
shown that land surface heterogeneity and feedback could influence convective structure
of tropical systems and sustain landfalling storms. Chang et al. (2009) isolated the effect
of antecedent soil moisture, storms’ rainfall and latent heat release, to provide evidence
that warm, wet antecedent soil conditions can lead to more intense and sustained post-
landfall TCs. The validity of these results and findings are further strengthened by the
analysis of 183 landfalling monsoon TCs by Kishtawal et a. (2012). The hypothesis that,
antecedent soil moisture conditions affect post landfall storm sustenance seems to be
viable because of similar results found in a global model used over the Indian region
(Dastoor and Krishnamurti, 1991) and Northern Australia (Emanuel et al., 2008). While
the impact of land surface heterogeneity on convection has been the topic of research for
several years (Pielke, 2001), how land surface heterogeneity and antecedent soil moisture

conditions affect synoptic scale systems remains to be investigated.
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Figure 6.2 Left: Dotted line indicates the location of the cross section for the GFDL Slab
(S) and Noah (N) LSM tracks for TS Fay (2008). Right: Noah (top) and GFDL Slab
(bottom) LSM accumulated rainfall (mm) from 00Z Aug 19 until 06Z Aug 20. (Source:
Bozeman et al. 2012)

6.2 Impact of Improved Land Surface Representation in Tropical Cyclone Simulations
As noted previously, while track prediction of TC (TC) has much improved over the past
few years, the skill in TC intensity prediction has not similarly improved. Tropica systems
typically weaken rapidly after landfall due to lack of surface moisture fluxes. The broad
premise of land surface characteristics bearing an impact on convective events becomes
even moreimportant when simulating landfalling TCs. This section investigates the impact
of two land surface schemes — SLAB and NOAH schemes on the antecedent land
conditions that may influence the landfall and post landfall characteristics of TCsusing the
HWRF modeling tool. SLAB is the simpler single layer land model with prognostic soil
temperature scheme and a constant soil moisture availability and no explicit vegetation
scheme while NOAH land surface scheme is a 4-layer model with prognostic soil
temperature and soil moisture and has a moderately complex vegetation representation.

NOAH LSM is currently the operationa LSM in HWRF (as of 2015). The soil
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moisture/vegetation transpiration/evaporation feedbacks on the surface energy balance to
develop different surface temperature and boundary layer characteristics and can interact
with the regional mesoscale convergence and circulation patterns in the model leading to
the modulation of the track inland precipitation and possibly, the intensity of thelandfalling
system. It is hypothesized here that NOAH land scheme with better representation of land
surface conditions than SLAB would perform better in TC simulation than the SLAB
model. In other words, the study builds off the work reported in Bozeman et al. (2012).
The novelty isin the use of the most upto date version of the HWRF model, in the cases

being considered and focus on the inland storm rainfall.

6.3 Experimental Setup
The WRF-NMM atmospheric component of HWRF (2015) was used to conduct these
experiments. Ocean coupling with POM-TC and GSI that are part of thelarger HWRF suite
was disabled to avoid complexity and added feedback through coupling and assimilation.
The results were notably different when results were considered for preliminary runs with
and without atmospheric assimilation. Experiments using Noah LSM were labeled FY 15

and experiments with GFDL-Slab model were labeled Slab.

Track, Intensity and Rainfall were considered to test the model. A comprehensive
precipitation verification was conducted. Spatial analysis of precipitation was conducted
for each NCEP verification region (Figure 6.3) and outlined under each cyclone. NCEP’s
Stage IV precipitation dataset is used as observation in addition to land surface

observations from NCDC’s US Climate Reference Network. NCEP’s Stage IV
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precipitation isa4 km gridded analysis dataset that ingest radar and gauge data and
produces hourly, 6 hourly and 24 hr accumulated rainfall dataset. USCRN dataset is an

hourly dataset for soil moisture, soil temperature, and surface temperature.

The following cyclones were simulated and the effect of using an advanced Noah land
model to GFDL Slab model were studied. These cyclones were selected for their
uniqueness and because they had notable inland feedbacks.

a. Hurricane SANDY (18L, 2012) — CASES 2012102212 to 2012103100 (every 6 hours)
b. Hurricane IRENE (09L, 2011) — CASES 2011082100 to 2011082900 (every 6 hours)
c. Tropical Storm DON (04L, 2011) — CASES 2011072718 to 2011073006 (every 6
hours)

d. Tropica Storm BILL (02L, 2015) — CASES 2015061600 — 2015061706 (every 6

hours)

Figure 6.3 NCEP pre-defined verification regions (Source: NCEP)
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Hurricane SANDY was one of the most catastrophic stormsin the history of United
States due to its size and associated storm surge and rainfall over New Y ork and New

Jersey. It was the second costliest hurricane since 1900.

Hurricane IRENE was chosen again for its size. It also remained cyclone intensity for
days after landfall over North Carolina and stayed parallel to the eastern coast in the US

after which it transitioned into an extratropical cyclone similar to SANDY

Tropical Storm DON was selected for its timing and impact on drought stricken Texas.
The storm decayed well before landfall probably dueto dry air intrusion and
predominantly cold and dry land surface over Texas. The effect of LSM on thisstorm is
especialy interesting when compared to Tropical Storm ERIN (2007) studied in the

previous chapter.

Tropical Storm BILL (2015) brought in notable rains over the Gulf region is Texas and
Oklahoma and caused localized flooding. Although like TS Erin (2007), it was predicted
to undergo re-intensification over Texas/ Oklahoma due to anomalous soil moisture
conditions over land, it decayed post landfall. In addition to precipitation analysis, land
surface temperature and soil moisture were compared to observations and initial analysis

onwhy TS BILL did not re-intensify over land as predicted is conducted.

6.4 Surface Layer and Land Surface Model within HWRF
Before comparing Noah and Slab results, the surface layer formulation coupled with the
land model as used within HWRF was analyzed. Hurricane Sandy was used as test case.

The meteorological setting on Sandy’s history and evolution will be discussed in the
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section. The intent of this section is only to analyze the surface layer and LSM that is
being used in operational HWRF. The operational HWRF model uses GFDL surface
layer scheme and Noah land model. The function of the surface layer schemeisto
interact with the land model and estimate surface exchange coefficients for heat and
moisture (Cq and Ch). The GFDL surface layer uses the Monin-Obukhov similarity theory
to calculate these values. If GFDL Slab model is used, the temperature prediction flag
within the module is activated and the surface temperature is predicted explicitly without
the use of the exchange coefficients calculated. When Noah land model is used, the
temperature flag is switched off and the surface layer passes on the surface exchange
coefficient values to the Noah land model. It was also noted that when Noah land model
coupled with GFDL surface layer is used, the surface temperature predictions were
abnormal for certain region and sometime quite high (in the order of 100 °C) which
would make the model numerically unstable and crash. Thiserror, it was discovered was
due to the extremely high Cy, calculated within the surface layer scheme. At very low
wind speeds, the Ch values calculated over land were more than 10 times more than
typical values observed over land. Typical values over land are around 0.012 -0.015

(Figure 6.4).

Note that within the GFDL surface layer the surface roughness length for momentum and
heat are assumed equal which is aso not physical. Analytical studies have placed the
value of momentum roughness length (zom) to be one-tenth of roughness length for heat
and moisture (zon). To overcome the high surface temperature values, the Ch values were

capped at 0.05. The HWRF model was stable and the surface temperatures were plotted
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to compare Slab, Noah-capped (HCAP) and GFS surface temperatures (assumed true
values). It was observed that Slab predicted temperatures had an inherent cold bias when
compared to GFS skin temperature values and Noah LSM was still showing points of

high surface temperature (40-60 °C) (Figure 6.5).
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Figure 6.4 Surface exchange coefficient for heat (Ck) plotted against varying low level
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Figure 6.5 Surface temperature comparison between Slab, Noah (HCAP) and GFS
(assumed true) data.
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Another experiment was run with SANDY and the roughness length formul ation was
modified to reflect past studies where zom#zon (MODZOT). The surface exchange
coefficient for heat was plotted similar to Figure 6.4 and it was observed that its values
were relatively damped and typica of Chvalues over land (see Figure 6.6). The surface
temperatures were plotted and compared again to GFS values (Figure 6.7). The points of
temperature variations were absent in the MODZOT experiments. A time series plot for
surface temperature was also reviewed at different grid points where high temperature
was observed in the Noah experiment (see Figure 6.8) for every timestep within the
model. It was concluded that the roughness length formulation did not solve the
temperature fluctuation but the model missed capturing the fluctuations since only 3-

hourly outputs are captured by the model.
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Figure 6.6 Surface exchange coefficients plotted against low level wind speeds (m/s)



114

NOAH_24 max=338.585 min=232.873 ~  MODZOH_24 max=319.757 min=234.824 GFS_24 max=317.7 min=244.8
= 5 T L --‘ = N oY -
# ) i g <) N
] ﬁh X i& @'{'} = ] \% A W o : =
J o ] o
£ \ { m 0
\ Yy N "
= S%\\??Am : & \K@f\“@ .
' P ; e
K ¥ (fl\—“'e‘\ 10 W&\“"{\L
Fe, ) ) Lol
é’\ ‘m\t {'\ \Hl
— —

s 12w 0w 1008 SOW BN TOW GO SN o W 1IN 1M U ODF SOW  AF W GO SIW MW oW BECIRETNTONC O T T T

Figure 6.7 Surface temperature comparison between HCAP and MODZOT experiment
with GFS skin temperature dataset.

380 .
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Figure 6.8 Time series for surface temperature model output captured every 45 secsin the
model. The fluctuations are still observed even with modified surface roughness
formulations.

These results have led us to conclude that Ch formulations within GFDL surface layer
may not compatible with Noah LSM and has been highlighted within the NCEP
community and significant research efforts are needed to make the GFDL surface layer

work seamlessly with Noah LSM. Discussions with the operational and research HWRF
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teams led to the conclusion that undertaking this modification would be beyond the scope

of this dissertation.

This also means that the surface fluxes calculated within Noah LSM may be incorrect and
boundary layer evolution have constraints in not capturing the full extent of land
atmosphere interactions which could, in some cases cause errorsin precipitation and
other meso- and microscale features. A comprehensive precipitation evaluation is also
required to test the hypothesis and the HWRF model was run with the HCAP formulation
(herewith called Noah/ FY 15/ CTRL) that is used in the operational configuration of
HWREF. Both Slab and Noah experiments could have unknown errors in precipitation

estimates and is expected to be so.

6.5 Impact of Improved Land Surface Model Formulations on Tropical Cyclone
Simulations
6.5.1 Hurricane SANDY (2012)

Hurricane SANDY was a category 3 storm that underwent extratropical transition over
the Atlantic Ocean. It made landfall over New Jersey as an extratropical storm. In spite of
SANDY being in ahigh shear environment over the Atlantic Ocean, it continued to
strengthen due to a favorable trough over southeastern US which continued to provide the
baroclinic forcing for the storm to sustain and deepen. After landfall, the cyclone

weakened and the remnants slowly moved west and northward into Canada.
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NOAH forecast: SANDY (al1B2012)
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Figure 6.9 Composite track plots for Hurricane SANDY . Cycles run with GFDL-Slab
land model are on the left and with Noah land model are on the right. The cycles are
number and color coded.

Thetrack of cycloneisgivenin Figure 6.9. Slab and Noah land model were used to run

68 simulations (34 each). The tracks largely converged and were found to be close to

observations with avery small spread. Three cycles with Slab experiments (Cycles 7, 10,

11 in figure) and two with Noah LSM (Cycles 10, 11 in figure) diverged from the track

and shows the storm track to lead eastward into the Atlantic Ocean instead of showing

the observed recurvature. The composite plot of minimum sealevel pressure and

maximum winds are shown in Figure 6.10. The storm track, VMAX and MSLP of both

Slab and Noah experiments compare well to observations large extent and not much of a

difference can be ascertained between Slab and Noah experiments.
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24 hour accumulated rainfall immediately after landfall was also compared (cycle —
2012102912) with Stage 1V observed precipitation dataset and notable are seen. The spatial
distribution of precipitation with both Noah and Slab are almost identical whilethe rainfall
totals vary considerably. In general, precipitation in Noah experiments are under predicted
compared to Slab though larger errors exist in both experiments in regions of interest. A
statistical analysis was conducted and the results are tabulated in Table 6.1. Separate
statistical analysis for the entire CONUS grid in addition to analysis for North Eastern
Coast region, Appalachian region, Midwest, South eastern coast and Lower Mississippi
Valley was conducted. The spatia correlation of rainfall estimate for the entire CONUS
region is aimost the same for both Noah (0.82) and Slab (0.855) but there is significant
difference between the correlation valuesin the NEC region where SANDY made landfall.
The spatial correlation for Slab rainfall is 0.76 compared to 0.65 for Noah rainfall. Both
Noah and Slab perform relatively well for the Midwest region and the Appalachians with
gpatia correlation values around 0.95 and 0.88 respectively. The RMSE values are quite
high at 28 mm and 34 mm with standard deviations of 34 and 27 mm (mean rainfall for
NEC is 45 mm and 41mm) for Slab and Noah respectively for the NEC region and APL
had dightly lower range at around 16 mm. These errors in precipitation may be due to
inherent deficiencies in both Noah and Slab land surface parameterization. Slab has cold
surface temperature bias and Noah’s Cn formulations maybe incorrect resulting in correct
surface heat fluxes (both sensible and latent heat components). The more complex model
formulations in Noah may also be compounding to the errors already due surface layer

parameterization resulting in degrading performances in precipitation estimates.
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Table 6.1 Precipitation Statistics for Hurricane SANDY (Cycle 2012102912)

Hurricane SANDY (2012) Ending 2012103012

Region | Standard Deviation RMSE PR Correlation Mean
Slab Noah Slab Noah Slab Noah Slab Noah
FULL 15.16 14.04 8.14 8.71 0.86 0.82 5.26 4.92
LMV 2.83 1.58 0.84 0.89 0.98 0.93 0.50 0.20
NEC 34.27 27.11 28.26 33.85 0.77 0.65 45.16 41.22
APL 33.49 32.97 16.64 16.00 0.89 0.89 32.23 31.39
MDW 10.57 10.97 3.16 3.22 0.96 0.96 4.40 4.09
SEC 2.16 2.68 2.78 2.23 0.83 0.90 0.65 0.78
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Surprisingly, the track and intensity predictions using Noah and Slab land models do not
show alot of differences. This may be due to the HWRF being tuned to stay insensitive
to lower boundary formulation and highly dependent on large scale dynamics and vortex
initialization techniques used in HWREF. Despite the similarity in the tracks, the

difference in the rainfall distribution is quite interesting.

6.5.2 Hurricane IRENE (2011)
Hurricane IRENE was a category 3 cyclone and made landfall over North Carolina, early
on August 27 as a category 1 cyclone after undergoing an eyewall replacement cycle. In
gpite of making landfall and the winds slowing down, the central pressure of Irene was
observed to be around 957 hPaindicative of category 3 hurricane. After tracking for over
land for around10 hours after landfall, the intensity decreased but remained very close to
the coast. It reemerged into the Atlantic Ocean later in the day and made a second
landfall asamarginal category 1 hurricane over New Jersey early on Aug 28. It slowly
weakened and moved over to the ocean again and made a third and final landfall over
New York City (Brooklyn) as atropical storm later on Aug 28. The storm thus stayed
very close to the coast and stayed tropical until itsthird landfall after which cold core
features started to emerge. Most severe impacts of this cyclone was catastrophic inland

flooding in North Carolina, New Y ork, Massachusetts and Vermont.

The tracks of Hurricane Irene are given in Figure 6.12 for both Slab and FY 15
experiments. Like Hurricane SANDY , the two experiments do not exhibit differencesin

track and have largely been close to observed. The VMAX and MSLP plots are given in
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Figure 6.13 and again largely similar in predictions. Both experiments do not capture the
effects of the eyewall replacement cycle in dampening the intensity of the hurricane. The
MSLP and VMAX are over predicted and the model predicts landfall as category 3
hurricane. The first 24 hr accumulated precipitation was plotted for both experiments for
cycle 2012082712 (landfall over New Jersey) and the distributions have been largely

similar (Figure 6.14).
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Figure 6.11 Composite plots for tracks for Hurricane Irene as modeled by Slab (left) and
Noah (right) experiments. Best Track is marked in black.
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Figure 6.12 Composite plots for MSLP (hPa) and VMAX (knots) for hurricane Irene for
Slab (left) and Noah (right) experiments.
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The precipitation statisticsis given in Table 6.2 for North East Coast, Appalachians and
other regions along with the entire CONUS grid. The spatial correlation isvery high at
0.95 for Slab experiments and Noah performs poorly compared to Slab at 0.92. The
precipitation spatial distribution closely matches observed, the modeled rainfall totals
have very high standard deviations and RM SE. Noah underperforms compared to Slab
here as well. For the Appalachians, similar results are noted but the errors are
substantially lower. The Midwest region in particular has very low Pearson correlation
due to the inability of the model to capture any precipitation experienced near the Great
Lakesregion. Again, the precipitation from the two LSMs are notably different, even

though the tracks are not.

Table 6.2 Precipitation statistics for Hurricane IRENE (2012)

Hurricane IRENE (2011) Ending 2011082812

Region | Standard Deviation RMSE PR Correlation Mean

Slab Noah Slab Noah Slab Noah Slab Noah
FULL 23.39 23.21 11.17 10.98 0.88 0.88 5.93 5.10
SPL 1.73 0.87 1.43 0.88 0.64 0.49 0.74 0.31
NEC 73.90 75.63 29.93 32.81 0.95 0.93 80.10 75.18
APL 19.97 13.43 7.43 7.73 0.94 0.92 11.25 5.74
MDW 0.23 0.11 0.30 0.23 0.05 0.06 0.05 0.01
SEC 18.83 25.31 26.88 22.69 0.75 0.81 7.59 8.28

6.5.3 Tropica Storm DON (2011)
Tropica Storm DON (27-30 July 2011) was a short lived storm that formed near the
Y ucatan Channel and tracked northwest ward into the Gulf of Mexico. The storm quickly
weakened to moderate shear and dry air intrusion experienced by the storm vortex. The

storm eventually made landfall in south Texas as a depression. Texas was under severe
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drought and this storm was expected to bring rainfall to alleviate the situation but the

weakened storm did not and the impacts were largely minimal.

SLAB forecast: DOM (al042011)

FY15 forecast: DON (al042011)

5B IO AR

Figure 6.14 Composite plots for TS DON tracks for Slab (left) and FY 15 (right)
experiments. The observed storm track isin black.

The composite plots for two experiments Slab and Noah quite similar as expected
through there are dlight differencesin positions relative to time (Figure 6.14). HWRF
model does poorly in capturing the MSLP owing to the weak storm that DON was and
the closed albeit elongated circulation center. The model relatively captures the VMAX
estimated well and the composite intensity plots for both experiments are given in Figure

6.15.
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Figure 6.15 Composite intensity plots for tropical storm DON. The Slab experiment plots
are on the top and the FY 15 experiment plots are in the bottom. MSLP (hPa) on the left
and VMAX (knots) on the right.

The precipitation distribution was plotted for both experiments. Accumulated 24 hr
precipitation totals was plotted for 2011072912 cycle of the HWRF model (Figure 6.16).
The precipitation statistics for accumulation for the 24 hr period ending 2011073012 is
also given in Table 6.3. The HWRF model performed relatively poorly in capturing the
observed spatial distribution. Both Slab and FY 15 experiments consistently over predict
the rainfall due to the landfalling storm. Statistics for other region apart from the Texas
Gulf and Lower Mississippi Valley region are also poor. The HWRF does capture the
rainfall experienced over the Midwest and the Appalachians but again similar to landfall

region, over predictsit.



Table 6.3 Precipitation statistics for TS DON.
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TS DON (2011) Ending 2011073012

Region | Standard Deviation RMSE PR Correlation Mean
Slab Noah Slab Noah Slab Noah Slab Noah
FULL 10.25 8.51 9.02 7.17 0.53 0.56 4.29 3.16
SPL 4.97 2.25 5.48 3.44 0.15 0.12 2.78 0.64
LMV 5.32 5.18 6.40 5.98 0.30 0.28 5.04 3.96
NEC 13.67 11.20 13.24 10.83 0.48 0.46 12.19 10.45
APL 11.60 9.89 10.16 8.44 0.53 0.54 5.91 4.88
GMC 13.18 11.25 13.80 11.11 0.22 0.29 8.35 5.99
MDW 10.51 9.62 8.93 8.01 0.56 0.57 3.79 3.36
SEC 2.13 1.37 2.22 1.45 0.24 0.29 1.10 0.65
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6.6 Impact of Improved Initial Conditions on Tropical Cyclone Simulations
Though hurricane model s continue to be a subject of targeted research and have come a
long way in the past few years, the results still remain dependent on initial conditions
supplied to the model. Considerable uncertainty exists in model simulations because of
the lack of accuracy in land surface input parameters. Among these, soil moisture and soil
temperature (SM/ST) are perhaps the most crucial for BL modelling. The land models
coupled with vegetative canopy sub-models (e.g., Noilhan and Planton, 1989; Chen and
Dudhia, 2001) and rainfall have become more common to provide case-specific soil
moisture profiles at high resolution (e.g., Chen et al., 1996, 2007; Chen and Dudhia,
2001). Therainfal significantly changes the underlying land surface characteristics,
creating relatively wet and dry regions. The default climatologically nudged SM/ST may
not be representative of these local rainfall changes and thisin turn can result in poor
simulation of boundary layer and cloud convection processes and resulting precipitation.
Since direct ground-based SM measurements are not readily available or regionally
representative, assimilation methods have been developed to create high resolution SM
fields by providing redlistic forcing of rainfall, near-surface (2 m above the ground level)
air temperature and moisture, winds and remotely sensed radiances. Considerable
progress has been made recently with such stand-alone approaches for hydrological
balance and flux simulation using land data assimilation systems such as the North
American land data assimilation system (NLDAS) and the high-resolution land data
assimilation system (HRLDAS; Mitchell et a., 2004; Chen et a., 2007). Currently, initial
land state for HWRF is typically obtained from GFS (Global Forecast System) input

conditions. GFS soil moisture field isinitialized through GDAS data and nudged to
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climatological values and thus may not represent the true state of land surface. NLDAS
(North American Land Data Assimilation System), on the other hand isinitialized using
observations in precipitation and thus accepted to be more realistic than GFSinitial
conditions. Hence, it is not only important to compare different land surface schemes and
surface layer parameterization, but also the impact of improved initial conditions on the

model outcome should also be analyzed.

To assess the effect of NLDAS land surface dataset as initialized in HWRF, experiments
were conducted with TS BILL (2015) with Slab, Noah and NLDAS surface fields
assimilated in HWRF (called LDAS) with Noah LSM. Track, intensity, precipitation, soil
moisture, soil temperature and surface temperature datasets were compared with
available observations. In the absence of gridded soil moisture and soil temperature
observation dataset similar to Stage IV precipitation data, in-situ observations from US
Climate Reference Network (USCRN) which has over 115 stations were used. In this
study, the network’s Texas and Oklahoma stations were considered. To compare the
surface datasets from HWRF spatially, NCEP’s NLDAS model datasets were considered
true values.

6.6.1 Tropical Storm BILL (2015)
Tropical Storm BILL (June 16 — 21, 2015) formed as alow pressure areain the Gulf of
Mexico and became sufficiently organized as atropical system in the early hours of June
16. The storm did not have much time to strengthen over the warm waters in the Gulf and
tracked north west toward the Texan Gulf Coast. The storm’s organization stayed strong

on approaching land and made landfall as atropical storm over Matagorda Island in
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Texas at 16.45 UTC on 16 June. The storm quickly lost itsintensity and weakened to a
depression on 17 June though it maintained its organized structure. The storm was
responsible for heavy rainfall over Texas and Oklahoma and caused heavy inland
flooding. Cyclone induced tornadoes were also observed across Missouri, Arkansas and

lower regions of the Ohio Valley.

The tracks predicted by models were quite accurate and had very little uncertainty spread
during the tropical storm phase of the storm. The composite plots for Slab, FY 15 and
LDAS experiments are given in Figure 6.17. Nevertheless, the extended tracks after the
tropical storm traced northward and then east towards the north east coast, the tracks
diverged. Slab here performs better showing a southward shift to exit into the ocean near
New Jersey. Both Noah and LDAS experiments shows extended track in which the storm

moved into the ocean near M assachusetts.

Earlier cycles of HWRF model in simulating the storm did not predict the central
pressure aswell as VMAX. The cycles after the storm made landfall was predicted well.
The composite plots for each of the experiments are shown in Figure 6.18 and the
ensemble plot for the cycle 2015061600 is shown in the Figure 6.19. The rest of the
analysis on precipitation, soil moisture, soil temperatureisfor this cycle. Compared to
observations, the modeled storm did not keep the organized circulation (Figure 6.20-
Figure 6.23). After landfall, on June 17, 127 as the observed storm moves over Houston,
TX, models show that the storm stayed close to the coast and thus modeled precipitation
is expected to be high near the gulf coast. The precipitation distribution was analyzed for

the three experiments the statistics along with the 24hr accumul ated precipitation valid
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for 2015061712, 2015061812 and 2015061912 is given in Table 6.4 and Figure 6.24 —
Figure 6.26. The models show moderate spatial comparison with the observed
precipitation. The landfall regions, Lower Mississippi Valley (LMV), Southern Plains
(SPL) and the Gulf of Mexico Coast (GMC) show low spatial correlation. The landfall
areain Texasthat fals under GMC shows large deviations of the order of 50 mm with
mean around 45mm. The Appalachian region shows very poor performance where the
model precipitation is quite high compared to observations. The 48-hour and 72-hour
precipitation statistics for CTRL and LDAS experiments are improved and LDAS shows
acorrelation of 0.73 for Day 3 precipitation over Midwest. Thisisalso in line with other
studies (Osuri et a. 2015) where land surface data assimilation and improved surface
representation hasimproved day 2 and day 3 precipitation when day 1 precipitation is
comparable. Nevertheless, across the board all experiments over predict precipitation to
alarge extent and thisis believed to be caused by the FA microphysics and the SAS
cumulus physics schemes used in the model. More studies are need to quantify the effects

of microphysics and cumulus parameterization in HWRF.

To analyze the structure, intensity and position of the storm, vorticity and winds were
plotted for the 16127, 1700Z and 17127 (Figure 6.27 — Figure 6.29). The plots show that
the SLAB storm is the weakest and at 36 hours the cyclone vortex at the 200 mb level is
displaced compared to the vortex at the lower levels. All the storms show a high cyclonic
activity close to the coast and divergence atop. The vorticity plots also show that the
storm was almost held stationary near the coast where it made landfall due to under

prediction of the environmental flow in the model that caused model to over predict
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precipitation. The LHF and SHF (Figure 6.30 and Figure 6.31) were analyzed at 1600Z,
1700Z and 17127 and it was noted that SLAB experiments had higher LHF values over
West Texas region and over the gulf coast compared to CTRL and LDAS experiments.
This might be due to the model configuration where GFDL Slab land model assumes
constant soil moisture throughout the simulation. The initial soil moisture values supplied
to the model from GFS are also noted to be high as given in Figure 6.33. Thus, CAPE
predicted by the SLAB experiment (see Figure 6.32) over these regions of West Texas
and gulf coast is also high leading to high convective activity and is reflected in the

precipitation plots.

Surface temperature was compared against in-situ dataset and is shown in Figure 6.34.
Slab experiments exhibited a cold bias and discussions with Robert Tuleya confirmed
this. Both Noah and LDAS experiments show improvement in surface temperature
simulations compared to Slab but generally similar in performance when compared to
each other. The diurnal variability was captured well in al the experiments. The domain
top soil layer temperature was plotted against the NLDAS top soil temperature
(considered true in the absence of gridded observation dataset) and is given in Figure
6.35 and time series plot for top soil temperature in USCRN observations stations are
plotted in Figure 6.36. Both CTRL and LDAS experiments capture the high temperature
region in the southwestern part of the north American landmass along with the
temperature patterns in the Florida panhandle. Slab shows a cold bias all around as
observed in Hurricane SANDY . Noah and LDASS experiments also show a negative

temperature bias near the Gulf of Mexico Coast where the storm made landfall. The
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observed surface temperatures were also quite low in this region and might account for
the storm weakening in spite of high antecedent moisture observed due to heavy rainsin
the region before BILL. The domain plot for top soil moistureis given in Figure 6.33 and
time series plot for top soil moisture against in-situ observationsis given in Figure 6.37.
Slab experiments are not plotted since GFDL Slab land model does not prognostically
predict soil moisture and the initial soil moisture values are held constant throughout the
simulation. The modeled soil moisture for both Noah and LDAS experiments show large
differences. NLDAS initialized run shows spatial variability when compared to NCEP/
NLDAS model data. GFS initialized top soil moisture does not capture the variability in
Southern and Lower and Upper Midwest. While LDAS experiment shows high spatial
correlation to true values, the HWRF model over predicts the soil moisturefield. Thein
situ observations also do not compare well against modeled soil moisture. This may be
due to the mis match between the actual soil type and texture and the what the model
considered to be the grid box’s average soil type is. In order to confirm this, a normalized
soil water content fraction was plotted for all the observation points. Normalized soil
water content is defined as

_ W — Wyiiting

Wnorm -

Wsat — Wwilting
... (6.1)
where w is the absolute soil moisture, Wuilting 1S the wilting point and ws is the saturation
soil moisture. Both wilting point and saturation point of the soil depends on the soil type
and texture. For observation data, wilting point and saturation point were obtained based

on minimum and maximum soil moisture values for three years (2011, 2012, 2015)
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where 2011 and 2012 were drought years and 2015 was a wet year for the region. The
wilting point and soil saturation point for the modeled values were obtained from the
soilparm table that is used in HWRF model to compute soil water content in the land
model. Thus, normalized soil water content indicates the available soil water for

evaporation and is a better index to compare than absolute soil moisture values.

The normalized soil water content Figure 6.38 shows that the soil moisture availability of
these location compares well to the observed soil moisture availability if the precipitation
in that location is captured well. Many points do not capture the precipitation in that
region and hence soil moisture values are incorrect but wherever the modeled data shows
variability similar to observations, the LDAS experiments slightly over predicts
compared to Noah experiment. One should also bear in mind that the soil moisture is one
of the hardest variable to measure and predict in an interactive model in both NLDAS
dataset and the in-situ data sets will have errors. But the results are in line with the
precipitation statistics where LDAS experiments over predict rainfall compared to CTRL

in the GMC region.

An analysis of sounding profiles over Corpus Christi, TX (Figure 6.40 — Figure 6.42),
Houston, TX (Figure 6.43 — Figure 6.45) and Norman, OK (Figure 6.46 — Figure 6.48)
also revealed asimilar result where Slab model sounding were more unstable than Noah

and Slab and consistently showed high convective initialization (ClI).
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Figure 6.18 Composite plots for Slab (top), FY 15 (center) and LDAS (bottom)
experiments for MSLP (hPa) and VMAX (knots) on the left and right respectively.



139

"009T90STOZ 9942 44/MH 8y} Joj 10|d ajquiesug 6T'9 ainBiH

J4) Bwn pos| ISDIIIO
: g F A .

MG/ M08 MGB L) MS6  MODI

1 NG
NOZ
oz
130 Crorl
£ NSZ
L
Qs
008 TH3E BE N et i3 A cHI W
NOE
el S} poE| IS0D3340
ozt 5 (au) b 9 13 o 4 " 5
026
NSE
ogw 1
B R : : - NOY
= :
b
=]
00T
....... f NEE
1539 m alol
EYgIH
aveE T
ECT Y

0091906102 1P TG 40 IsP23404 JYMH



140

"10npoJd a11s0dwo9 Jfepel Qe X3aN Wwol)
UoIIeABSgO 'SYAT PUe THLD ‘RIS Siusw Liadxe syl Jo) ‘(| ypue| 8108q) ZZT 9T90STOZ ¥ (zap) AlAnos @l fepey 0Z'9 81nbiH

MDa L MED ! MroL MOl
© T
S
HNBT
al
e N6T
oz [
Sz
HI¢
o
ST NZE
o
NET
S
o5 H¥¢
) =
04
Hag
Ga
ac neg
Aaoalss z| 7 sop)
MBI L MED L DL Maat MO0k MED| ML Maat
© HeT © T
5 5
MNET E:14
al al
51 st 51 &t
oz [ o [
gz €T
NIt NIt
o o
58 Mg =1y Nzg
OF o
NET HES
st St
o5 Ny o5 Ny
85 [ 85 =
aa fals)
Hag Hag
54 54
s g o g

Aylanyoalied z1 7100 AjIaoolyal z1 qols



141

"10npoJd 811s0dwo9 Jfepel Qe X3aN Wwol)
UoIRABSIO 'SYAT PUe T 1O ‘gelS siuswLisdxa 8.y} Jo} ‘(|fejpue| 1) Z.T 9T90ST0Z 2 (zap) A1Anos|el repey TZ'98inbiH

#as #ED I mrol saoL
o NEE
S
BT
al
m 6T
oz 7 noZ
4
Mig
falay
= NZE
Ot
HET
St
as N
55 HoT
ag
Hag
et ]
s Hzg
Ajanos|yes /|17 sop)
a8 HATOL Mo Mook #as ME0 Mol #a0L
o NLT o HET
=y S
NBT NBT
al al
a1 6T sl BT
oz ¥ nog az 7 HOE
5z Sz
Hig Hig
ag ag
=1y nzg =y Heg
[ Ot
HED HNET
24 24
ag Ny as [h44
S5 s S5 (=
ag ag
Hag Hag
o9 =gl
ac nig ac nee
N2L

Apanyos|iad £ 17100 Aanosyyal /| qojs



142

"10npoJd a11s0dwo9 Jfepel Qe X3aN Wwol)
uoreABsgO 'SYAT PUe THLD ‘delS siuaw Liadxe 81yl 104 ‘(lejpue| i) Z00 LT90STOZ e (zap) AnAnos|el repey zz'9 ainbi4

#oe nie [ A6 H#EE MnOL #EDL HrDL Ma0L

Apanosyysl g sOPI

HOB MZE Wit #IE HEE MO0 - MED MO W30k #06 MZE M6 3G H#BE MEOL MEDL D Ma0 L

al
=1
az
sz
ag
=
Ot

ad
o)) Qg
55 nNoE 55 Heg
fale] a9
feiz] fets]

o NeE azs Mg

Ajanosljed 77100 Aanoslyal g dols



143

uolreAissqO 'SYA pue 141D ‘delS siuewi Liadxe 381y} Joy ‘(| feypue| Jeie) T LT90STO0C ¥ (zdp) AlAnde|jel Jepey €29 aInbi4

al
gl
oz
=
ag
=
[
St
as
55
ag
j=i)
acs

"10npo.d a11s0dwo9 Jfepel Qe X3aN Wol)

EEEEER]

5 MZE Wb #IE #BE WMEO L MEDI

HMED L

AjlAnoa|jel 9¢ 10

oL
<l
az
Sz
[l
=i
at
St
a9
55
a9
<9
al

al
gl
oz
<z
ag
=l
at
St
ag
55
ag
59
aL

#O6 MIE g #95 wae MEOL HEDL

#roL

A3Ao8|)a) ge sDP)

HOB MZE N6 #IE #ae MEOL MED |

MO L

Aanoslysl e dols



144

‘wwd
Ul 1eserep A|abeis pue SYd ‘ST A ‘deIS 404 ZT2T90ST0Z Bulpus Aep syl Joy pife uoieiidioaid Aep-T pare|nwinddY +72'9 8inbi4

|

e, 2 moe

uonbyldidald pajbInwnooo Jyyz AIFOVLS ZL£190510Z T8

L urL ULl UL L [1F) ur v 1] udL urL UL L uuL e ug ur [ u

uonoyidioald  paypinWNoOb JYpZ 4YMH Z21/190510Z 118 gvis  uonpyidioadd  pajpinuwnose JUyZ JYMH 21£190S1L02 T8



145

‘wwd
ul leserep Alafeis pue SYa ‘ST AL ‘0elS 404 ZT8TI0STOZ Bulpue Aep syl 1oy pifeA uoirelidios.d Aep-T pelenunddy GZ'9 ainbiH

Uy | uvi el Uil | U e ur [5F o

#E0L Ll #ELL

oL MGLL

#ELL

uonopyldiosld  paIpINWNSOD Ytz TYLD TLLI90S10Z T1g uonbyidicald  ps8ipINWNSOD JYtZ gvls Z18190510¢ Td



146

“wul
uljeserep Al abels pue SYa ‘ST AL ‘deIS 104 ZT6T90STOZ Bulpue Aep ay) Joj pifea uoitenidioed Aep-T pare|nwnaoy 9z'9 ainbiy

UL UrL Uil Ui L [ k=] Ut (51 5] S3AICO FETHD U Tl el Lt | U L2k Zhs 1524 2] SO0 SRS

#ae ey : : : : MOl L Mg WOZ L

MLl MELL mezk
-NLT

:o._u,_u:n__o.w;n_ ,_uB_u_s Wnoo0 .E,.vN

w08 wan ) e M08 Mg MGG #aLL MSLL WOTL . : : c : : MsoL maLy
i’(\

#oe

uonoydioald  Peib|nuwNsoD JUbZ YLD TLEL90G10Z TId uonoydiosld PpelbINWNOOD JUyZ gvis Z16190510g T8



147

‘ol
Jaddn ay) u190USBBAIP pUR S|PAS| U 0OG PUR G 008 12 MO} 21UO0J0AD BUO.IS © MOUS SIUBLLIBAXS |2 Ul SWI0IS 3y SPAS| qUIO0Z
pUe qUIQOS ‘U008 10} ZZTIT e SiuewiLiedxe ST PUe THLD ‘GVTS 404 SPAS| USSP T2 SPUIM pue AJIDILOA /2'99InBH

os capron zaen o Seapres v oc Seapres v
. S e ot e Rw s 0 0 e TU A & T L
R ity ot gt nd L s AN T L e
‘- — e NN AT R 5 AU S NN
R B T A et A ik g NI
] I 1 ', B N S ecba |, e (i b
SRS R A A
Lalow s -+ 1 Tk
AN O N -
- AN
s e e ‘-
LIS R Y My s
ol U s G
4 was L i Lo P wae
e R N A we
e PR O )
P 17 o i 4 e o e
oc rvpes e oz rvpes e
- AFvmebon e e g e L T e e g e w
L R T SRR e o s UL A BT e e L]
B I AN v S T T B
P e TR v RN e e [Pt
FOY R R, e VP S i PEPES S
NN S, < A0 WA MU
\ > T 2l P o Sl LA = .
H s e pErTr sy AL S s
¥, voala A a e g - B F o it
H - A0 e r 1P .
. R~ PR e LV
. NS LR P R
= S el s B
os capron zaen o Seapres v oc Seapres v
SRR . - wr SRR . wr S wr
T N N T T = N R SR wE - ] N N RN S 7 ..
B T N e e . ® Dot - A bwas o T N LSRNt O 9o .o A b Tom m R A W e £ oy AT P
I TSR N LN T A 4 = il > g R P L TN T T N Y s 5o s TR W0 s
> R TR S e ok = S5 R b » T vy PN s ekt T e BT s A Ny A Y YA g e B R [
.:..rr,./,ru,/_kk.<.. tal ¥ i SRR N N VAL i 1 ..‘..,.r,./(,.»/_ ‘q T ‘ il 1
- T SR (g ar - SRR vk L I T e ) o Y e e L
.,.,,.V_Hw(.l O N (L e Py Ny o R Sl Pt e
. el denegey - waz . el vy E R btz poehea gy v \otaa Gy R
ARt 1 5> RO R ] BRI S S 5 1 [/ s
I VR ARLN - . . F oy P . S, v RN NT U b G e
e ey TG S SN Ny =S R LA = e
RN SR SN 5 RN VA ey e e AR Sl
IR e P e b na B T e RN N T2 i i i ey S [
R T L R R H eyl - O O N o e SR ) L S
R R STt (R SOy we R e Py R S S T L T LRT g WRR Rt - (P Av. ol WY o B SR We Wy e
T I = B i P PN A R NI T =S RS
e e i e e ey waz T e R T | R LI ey T S e i e g SR SRR - SRR AT L
e e e = S ST s o FEAN gt et B LU LI s e Bttt ol k=T e e WL s B Y o) sy
Z1 aols qw pog

217 sPp| qw pog

ZL 2 qw 008



148

'SjuBL LIBdXa JBY10 01 pa.fedwliod 15209 8yl JO 1SoMyiou yuiou 01 Ajybis pade|dsip SI pAs| qui 00Z Ul
X31IOA WO0XS V1S 8yl pue S pue T LD 01 pafedwliod W0 eame SMmoys Jusul Liedxe gvsS ‘|eipue| BIY 'SPAs| quIO0Z
pUe quIO0S ‘g8 104 ZOOLT e siusw Ledxe ST pue THLD ‘gVv 1S 10} SpAs| JUsBIp Te spuim pue A1DIoA 829 8inbi4

o
i e
. [ bn 5.0 % o
[SPTo M « B
g {5} Phobrmaee "V 0
i : JoHNs T s =X
L = TRl v e b
2 W.//,, D wd T
i > NN PR L R R e P T
X NN el y il i
I /.J.uf - - woE
i U
1980
|
/]
i
S/
Z
i ol A wwe
+27 1919 QW 00T
Lo o v o s wave
R Y R R A R R .
o il AT EIRI T # sz
1539001 G300 N Ve i
s SNy fn e 1 1 o
=2 o o £y
yo - R EAN HoK uze
i Fo p 8 '
i ] LSy e = Vit
i S W L B s 1] Lo
o EIAD W)
T T T I S T sl MS s A ki o saei .
TR~ S, et b i . s o ™
TN e waiway . b - 3 ) *
e e P P T LR
L 5 b 0 25 L A
wih B ko e L Es L
; : } S « Mt Y woe O 1 .
i S g ; 3 ] i z
i R R oo o wac " P S T
& ¥Z 142 qu 008 ¥Z dols quw 00

¥2 S0Pl qW pOg



149

SIUBW LIBAXS |[e UISISIXe 80UsbBAIP [Pro|
Jaddn Buoas ‘qui 00z T X81I0A Pafeays B SMOUS WIS gV 1S pue siuaw liedxe 741D J0J 1s96Uous S1wIos 8yl 'spAs| quipoz
pUe quio0S ‘quio08 10} ZZT.LT e siuiswliedxe SYAT pue THLD ‘dvIsS J0)SpAs| JuaeIp 1o spuim pue A1DIoA 62°9 81614

ot sz s ot /00 0
nge s e wis_ wm i mem me e ws s .
Terbesd fo oved PRI AN e e e T
VH,...‘\, PR ez ...4‘..A_,_4 ! ez
W) g 1B et oy I T AN |
f. -xllw
L A 1 @y i W e e 7,
o é i I G - SR 5
£ ¥ '
g i R RPN R
s, s PRI b 1755
i Pil Y ; iyl ez \.\\.\\fn.....,qa.. i
. Ty v i _.”,.,
\ T N wae Al 4l e
s e B 4 g
e 150 vae i uas
7 Ayt e L I
iy A e e
| il L
- ; e e
7 ey
P A /
= = s
g9¢ S0Pl qW po¢ 9¢ gojs qw pog
s oo o os Ay
s o nia noe age s uae wes __ wami  weou  mao wis ra e uoe e s wgs _ wem e wee
. G woa fome e Bl oa o B e =Y - . N T e B B i T O A b mm oo foeeed mom oo o O RTINS «
= SREING CNSRLAE.  OUOT...c-  P OE”  .cf ll . e
0> S O PG )| S A PR . N
e e s e -l . Y ol A - AN L
e dje e e , oo won AP A gy
I ey ol T T
fa i S ChE T WIeed b P2 e o e
2 N B
R . Y
2R - piEe OO R R
B O o SPRI e i f
s
o5 i s ox Sexprcs o A s
wie ma IO S T e ww e e o we e s P S T R
T [ e LN S N s o . e e N} i P = =~ = = = = Sese i N nonowR e P I R -
b et o M N S [ S R e . 24 ez b S S BT I TR AR o i R D |
L TE RV (T = P R PR ¥ (N v oa e fhE o SRS Ll
Sae s s s by s U N P O « e R SO sy lelesERR W L BT N
R e g 55 ki - k& & ¢ wrpae g ¢ Vb 4/ Gy salna S a
P i e S T R S 2w AL ez N Rt TN e waz . R i I O - R L T
i el oot MR R < SOF (N DA O T I o ] ] B T, Bode ® e e b ielaw g Loy od) e - %o q PR R
i R B ot et T LA O R S T I 1 I e A oE ez LT S e S R S 7 Y FR
e oo s e e e B I I i N e s e GOy s a0 abe J0F
T e TR By i e bty ST d e - B SmaeiNg g 5 el B S A g P =7 f o
TR 1 g ety - s D R E R o B ol | & i @
.,.,f___,.\m\ o _ Lo 0 L I s - A Il i~ M\\rw._ s
- PR R I R ™ f (—— P T R I BT N - dw e b H o L e Qg
e ORI R I T U U e SN N N D e e o s d e iy - Feoewom e ey A - v
T R Ay S O I P AN W S 81 e = WA SN VRIRIE e A e
i A N A o o L S o e s w s N RE - - e v o« o s ow I A e 2
- W - - - -~ e
9¢ dols qw OB

9¢ SOP| qu DOB 9¢ 12 qu 0oB



150

ZZT/T puUe Z00.T ‘ZZT9T
Te (wonoq) Sya pue ([ppiw) yeoN ‘(dol) ge|s Joj uoiBal DIND 8y A0 (;W/MN) XNnjj 1esy 1uere| Joy 1o(d [eireds 0g 9 8Inbi4

®N|} ID3Y USR] 9L SOP)
L]

%M oSy jUsD| G¢T U ¥njj Joay US| 71 T|HUD

a5t L

ﬂ.! \. . -
- %
-

XNy 1034 1US10] o QoIS st ) : XNy yoaY JUSIOl £1TqoIs



151

"ZZT.T pue Z00.LT ‘ZZT9T
Ie (wonoq) Sva pue (3jppiw) yeoN ‘(doy) ge|s Joj uoiBal DIND 8yl A0 (;W/MN) XN|j 1eay 8|gsues Jo) 10id eireds Te9ainbiH

®n|j o2y s|qisuss g sOP| %n|j D2y a|qisuass z | SDp|

e et

xn|y ID3Y S[ISUBS g¢ |AjuUD Xn|j J08Y 2QISUBS $F |NUD XN|} 02y S|gISUIsS Z| HjuD

el nae e wzaL wae uee wae wzal wgoL

XNl 302y 3|qisuas g¢ qois Xnlj 302y 2|qIsuas $z qois

xnjj 3pay B|qisuss | qpis



152

"ZZT.T pue Z00.LT
‘Z2T9T e (wonog) S pue @ppiw) yeoN ‘(dol) gels Joj uoifal DND syl Ao (BM/r) 3d D 404 10(d eireds zg'gainbi4

[B4/r]3dvd g¢ sopi [64/r]3dva Z1 sop)

on. nge wes

[B4/r]3dvD 9¢™ U2 [64/r]3dvo 1 1Huo

s ;mv e s et . . v R 1 . . N ' N o s et o

[BA/1]3dvD 9¢ ™ apis [Bx/r]3dvD ¥T dois [Bx/r]3dv0 z1 aois



153

"0.LN 00TZ ¥ GTOZ ‘ST dUNC U0 S)UdW 1adXd U HIP 04 (W/cl Ul (Wo OT-0) 8nisiow [10s do €9 ainbiH




154

ulafe soneA ainieledwa) 8yl 'SUOIRAIBSJO N1IS-Ul 1Suebe siuaw iedxe Joj ainjeledws) adeuns 1o 10|d Sselies awli] #£9 ainbi4

'SNSRD

590

S¥dl

LD |

1 1
w1 'Banguip3

X1 ‘eluoig



155

‘2INfesedWs) Ul Seiq plod e SMous Jusw edxe gv1S “1Bselep SYd N anJl 0] Uoiep.Iod [elreds ybiy mous
siuew Ledxe S pue TH LD Y1og UIARY Ul D1N00TZ e STOZ dunt 9 Uo siuew Liedxe Jojainmessduwsl [1os do ge'9 8inbiH

S8 {s[i]y SEL

EA G ST

Ll MOZL MO

.lﬁ_v_r_—

SVYaIN

“44MH

Wal

L




156

'SNISPD Ul afe sanfeA
alneedwsal ay | 'suolreABSqo N1s-Ul Isukle siusw Lisdxe 10} (WoQT-0) aJnkesedws) |1os doy Joj 10/d ssikes awl] 989 aInbiH

7 5490 SYdn 141D 7
sheq] she0] she] sheq]
S 4 € [4 £ z 0 S o4 € 4 S ¥ £ z 3 0
oZ 0z Sl =
T Zz 0z oz
e T ST ETARS
[y
9z 9z [} e &
8¢ 3¢ Se =1
- o€ - [} , )4 - 0F
D (Z) IBmInS HOIEMINS M (Z) IBmpoog M0 I8Mp00s
S 4 € [4 S | € [4 S I € Z L 0
FZ T 5l
az T
9z .
8z w0
8z &
0€ 0%
e e

SESUEIY Uod

w1 ‘aunssied

w1 'SUBLBUOW

Ot

X1 'Bnquip3

w1 ' ewoig

e

0g
WL unsny

snisED



157

'SUOITRAJSSJO N1Is-Ul 1Isutefie penod
9.Je sanjeA wewLidxe pue 009T90STOZ 3042 JHMH 104 (W/-W Ul (WoQT-0) d4nxsiow [1os doy jo 1ojd ssies swll] /€9 ainbiH

7 880 — svdl —— D —— 7
she] she] she] she]
G 7 £ z L 0 G 7 £ z L 0 G 7 £ z L 0 G 7 £ z L 0
o 520 810
/\lf\l(l . o
F ST0 €0 o
. o
3 SED 3
. €0 AV A
F VD (a5}
9z’ 0
3 SED . 3 0
3 S0 970
: 0 : S0 : £0 : SE0
HO '(Z] s s MO sleMIS A0 (g) Iempoog MO ' I8mMpoos
S tr £ z L 0 S tr £ z L 0 S tr £ z L 0 S tr £ z L 0
L0 L0
: . ; | 0 /\/ 70
3 510
whr_
3 0 3 ST0 3 Sz T
o
3 o
: 0 /L(\/l\/sj L €0 3 £0
] SZ0 SED SED
W] ‘SESURly oo ] TUORIUNT Jauyue 4 W] ‘eunsaed ] 'eoysaniy
g t € z L 0 g t € z L 0. g t € z L 0. g t € z L 0
0 L0 L0
\er)IlSJ\(\(]fL/l{{E\LJl.S\i\llFllrlll\
e e 1500 L 510 | <10 : oo
3 o 3 o =
‘ Lo ‘ ro oz
3 SZ0 E SZ0 w
3 510 | €0 | €0 3 S0
o SE0 SE0 =]

W "SUBLBUOA ] 'Bunquip3g WL euoug 3L unsny



158

‘S9N [eA SUOI12AJSSA0 N)IS-Ul 1sukeBe panold
a.Je sanfeA Jsw Ledxe pue 009TI0STOZ 3040 J4MH 10} (WOQT-0) JUSIUOD IBIeM |I0S pPaZifewou Jo 1ojd sales swli] 8g 9 ainbi4

|sa0 v Tl _
shed shed] shE0] she]
R . r o€ ¢ 1 0 ¢ ¥ € 0 S ¥ £ .
———— 70 ————— 0 ——— 70 ———— Z0
. lll!lJuIlI\ . u
: G0 90
€0 €0 &
. 90 80 m,
F0 Fo =
. L0 L E}
: 80 : 7'l : g0 : 50
MO () 181em| s 0 (1] BEmns MO '(Z) lBMpoog MO (1] IIBMpoog
S ¥ £ 0z _ A A ¢ ¢ & T 0 S ¥ £ _
———— Z0 ————— £0 ——— 0 ——— 70
s 70 70 s b0 3
jus}
o
. 80 90 80 S,
L L0 L X
| 'SESUElY U0 S UoRaunr Jayile 4 v 'alnssed | 'e0yssnia
R . v € Z 1L 0 ¢ ¥ € 0 S ¥ £ .
————— Z0 ————— 0 ——— £0 ——— Z0
| z0 PO pee ¥o 3
. Vo kO — 2
o0 50 90 §
. 90 _ -
—— 80 L |
W1 'SUBLELOLY w1 Bingquip3 w1 &0 Y1 'unsny




159

'Sjulod 8y} JO YJes e PaAIssgo pue pa ppow uoikelidnaid uo peseq saileA e 9 ainbi4 ul10|d ainisiow |10S 3yl "susw Ledxe
avIsS pue SyaT “T1dLD ‘gVIS 10} 009T90STOZ 1042 8y 4o} sinoy OZT Jo} uoireridioeud niss ul Jo ydelb feg 6£°9 8B4

B EOS Sval A0 - |
shed] she] she] she]
T F £ T . 5 F ¥ T 1 . B A . S v £ T |1 0
iﬂ. LL ] 1‘._ _.-— _ _ .m
0 S . z . z &
ol =
. ] &l
L t L t w.
. st oo 9 7 93
3
. 0z =
0x & 8
O (2] =emng A0 (L) selemns G (E) Ilespoog A (L) lempoog
S F € T S F £ T L g T L S v £ T |1
T T T _ 0 T T 0 T T T 0] 0
! _ | ! _ -
| _ . U I 5
5 oLt =)
=
F 0l al S
. 0z : z =
L Sl =3
Gl 2
0z 0% £
S| 'SESURlY oS ] USIaune IsUile v 'alnsaed W] Eolsan|ny
T F £ T 5 F ¥ T 1 B A S v £ T |1
0 T T 0 x 0] = T —yr— U
T _ i | T __
. | . = L I .-
_ 0l | B P
. | |2 . z H
F 0z L =
€ ¢ i =
L I 0s H I 3
- G Gl
3L "SUBLELOW w1 "Binquip3 w1 Euolg WL unsny




160

elep Buipunos BuloAnn
jo Aus;eAlun yum paredwiod pue Sy@ pue TH1D ‘dels 1o} ZZT9T ¥ X1 ‘hsuyd sndiod e sa|1jo.d Buipunos o9 81nbiH

Buiwoi iy 3o Assenmun SLOZ UNr 9L ZZ1L o
L) sAnppaaduls
o os 0z oL o oL- oz- oe- or- (o) e e
=%l o00L : -
006 :
208 - TR m
00L T H3d s i
4.6 " |
Ldeasopon
co09 Lvmd 009 [y o T I
EODES HOHL [F3=gen J_mvu W ”
Erol i 00s oot SEe i
862 HLIW SoEE raunsed =
G486 4107 eramaEun Eon =
fG8z 1191 T GG Ed
2206 ADHE oor PEER TS a
£/ HOHE /Y = =75l
2256 ADAT osg le )
: S'2E  {owidned g
LLsE 1047 P9F  foadduie) - =
vEor ALoa aoe ondl (atijasall 3
0EaL ATE3 jonsl 3meman > =~
000 AMID .
cLro- SMID vE e e
£'808 AdvD e fl =
Stks FdwD
0o ok TLOL ’
0B L2 Lol ooz 3
0412 101D
00D KN
Sz aams RN Jﬂ/ s
08'2-  ALd1 T ow Ty -
FLz-  1di \f\\tﬁ\/ -
BE0- MOHS
02°46- MOTS N
8442 AWS ou: N, P, )
ool Jouy ; o AR \ % P
Ul ASEYD sndiod JdHD LGZZL ? nsYyn sndion ZZ1 9190S 10T S0Pl aw
(Do) sampbUaduis] (Do) danjpasduis)
ok ac oz ol o ai-  oz-  os- o os oz ot o a1— oz os-
— Q0oL —T . -
RERE IR ha
: aos
e
51 (pdsuns | (RS s
<o SgunE e & PR auE :
- s o Hags ;
L= Hi o H3 !
UdEiBa pa ons o
CI T T BN
2% o farioig gl BTgva
= s z= 55
ooc e fers
0001 (ausEaia = =
wlgeEUn 3R = =
I BT E 5
25 (Birkagvs 2 a
ose e . 4
CZT fomien S s &
ooat cAuiiEssd ] S
[ oo oo
olm CWmd R T
aL it F ~ &
LE A [ —_

” -

nsuyo sndicd 7z 91905

N AU AN A N \ \ v

oot

a0l

LOE 113U au ’ sndio) ZZ1l 9190510Z dPIS o




161

elep Bulpunos BuloAnn
jo AisleAIuN Yim paredwiod pue Sy pue TH1D ‘defs o} Z00LT ¥ X1 ‘isuyo sndioD e s9|ijo.d Buipunos Ti9 81nbi4

Bulwodm jo Ausisaun SLOZ unp /L Zoo (a) Sambaad e
og- ot- a0 o ci-
i ooolL
wr 006 : -
s |
oos oL (pdsuns i
=2E gttt i
s 004 ag s i
On 56 PO "2 "
Lo
LE'SS Lvid 009 €1 nwwnt:; =] “
5085 HDHL vLLE GBI
SLaL s N
bEaE ML T R oos o58T  cawneEig =
698 d107 SlAEIEUr 3Eo R =
2’262 A0D7 - w L EArINIa =7
22'2F ADdAa s [ele] o4 thﬂrm (5 x_mnvu (_,m._ =
0492 HI4Ya e 4
Sts w229 £ e m%.m_ Ed
Zize 1541 e =
Gz Aloa ooe SRAT ety 3
EXCERNSEE] 1o mese =
TRE- ANID FZE AEuvk.m_. =
eni- Smio -
CELE AdwD e e E] =
B'E@Z 3D » .
086 TLOL
06 L2 LOLA Y ooz
06 L1 Loio
IR
Sorz Lams
Lol ALET ey
BEO- 141 = B
G2 MOHS N ..{i|\\ -
o0'el A9 \/ \
05°L6- MOS /
aiiz 1w _woun . R LAY VA VAV
[ - 0oL ' o0
nul sYD sndioD YD L5222 nsuYo sndion ZOO L190G 10T SOPI aw
(Do) SARYBaad US| (Do) SAniBaEdUuis |
o= oz ot o o oe—  oe— ) ik o ar
= , (2 .
i o \ :
L Gepasire i G (rpdsung
s gttt . =g TVRIGIE
sc s sz o
e it g i
QoaBe e N tpasepan
TR R .
vzBT BRI celd A..r,.&mw.«_m
T (&2 i 5 — (&2 [l
ey e Vas it
GO0 L caunsEaid = GOAL  (Auw)sEEld =
mamamn o = =
L e T = E}
FZHE L (-BariEd D =] =)
T [ ]
She are el =]
CEE fowidasa 2 : 2
F5E ppgute z & i
doBT chaifasaiy E ShAT chilgzand E
[ = [ =
LG sl d i =l Cualped =
=t L = B iy =
ar B = e 5 S,

VN ”.,.\, AN OY \ ~—— : e ) o S XN\
nsuyD sndiod ZOO ZL90GLOT 1AUD au nsLyy sndicd Zoo L190S10T ADIS au

I
e 0
S =

\\\K -
-
o .




162

elep Bulpunos BuloAnn
jo AiseAIUN Yim paredwiod pue Sy pue THLD ‘defs o) ZZT.T ® X1 ‘suyd sndio) e s9|ijo.d Buipunos g9 81nbiH

Bunuok o Apsiaaiu un|
' A 3O AN un SLOZ unr ZL ZZ1L (D) simBisdwsl
H\ o og oz oL o oL- oz- og- ot~ 31 s e
V[ AR A K AT S i w000t o] AV
e S o | 7z = ~ Wil go6 2
e = A s
L oos ZL Gredsis Z
T~ wEE naung : .
i, 00 =iy HE i
—_ 009 GspaBopay i
aLca Lomd S Ty i a
€925 BIOHL 01 ET (e v__mvm w5 4
LEG L HWIM e 3
EEsz Hi oos ob8T cawndid -
macasun_aeon =
ads 1ol oob iacsun aecn E
as549 ADHE LT L (-BHP A0 (=]
Ve Za HOoHE v TN
anEe ADH1 MEE Gave -
=658 1047 grE Muuuwn_Enp =
FepL ALDD oog N G e =
FEPL ATDI 1oy jmemany =
@2 ANID - s
62— BNID ] =
6L AdWD e B L=
ZLal Sd4%D
oB'sF LOL
OE'EZ 1OlA ooz
061z 1o1o
09°6E NI
9187 LIMS \l(j
LEEe AL =
o Gt . ~
2400 mOHE R 4 >
ooEL ATEs o - N
omces NOIS 7 ) o
asez Lws - - i - o '8 N R G . .
< ooL See - VAR 001
BuUl ASUYD sndioD dHD LGESL NsUYD sndiod Zg L £190S108 SOPl aw
(Do) Sdamipasdiis] (De) Sdnipa@dis]
o o oz ol o at= oz— o5 — Gi o at= oz—
| T o - -
i R B
av |-
1 rppdsuns L (eppdsuns
~TET nQuAs i - Wiz sauas
be— HEs i B BERES
S fiE] [ fiE]
UeE o P o a
s =
5T RIS comt o SIS
Z5c gy yar Baily
0B3T By = o531 cawneinid =
siaoisun_ asow = S1aoisun mow [/ =
0%, G EANE ER b, GeEArE % ER
PR = ) a zogl ¢ BriEavd a
vt tEriy) E 1 A
=5 Tave o T Tare o
§EE fomdied & g fondied &
vorE CSriduiel = msr  {SMduel =
dabT cqdifizaly = dnat (adiiessd =
[LOrp — (e Ao —
=) =)
voE  (weimd =~ ey s =~
v i = e i =
e ] =5 s =5

e S
v

Cay |
>

b / b / A N R AN

e al N
ant

ant

nsuyn sndiod ZZL £L90SLOT HIUD au neyo sndiod 7ZZ1L 1905102 ADIS au




163

09FE KN
ZELZ 13ame
£ L= ALdT
LZ'L- 1417
B2'0- MOHS
0LiL AT3S
0c2e- MOTE
€928 1wIS

BunwoAp Jo Ajsiasaiun

"e1ep Bulpunos Bu IOAAA
jo Ais,eAIUN Yim paredwiod pue S pue TH 1O ‘delS 10} ZZTIT ® X1 ‘UoIsnoH e sa|1joid Buipunos gt7°9 ainbi4

SLoZ unr 9l 221

ot o 02 oL (o] oL- 02- og- o -
%\ﬁm Frib ot 5 PR il L oooL
g Py wiisl o6
P N #aN) TP
[ N AN T 008
=, X Y1 GeRdsuns
£ i 2 =Tk siquns
o7 | ). Aty 004 st Hass
\Y e Gaoasope
009 yamimopon
A R
oos 5 cawyeediy
T —
s
oot N
T ek 171
gre Tare
2 o aiiky
5 el
oos |ons) yssmon
GG e o
5
ooz

Ty WW‘“‘“W}{

00L

=

Al

+ L (epdsune
= naus

sy s
r_n.tmnvo:

EATY NI

Nmi R
5

Se Giyra
oBBT (auwpsbsid
siapasun_3zom
51, s
Z82 (L Buritcva
i S

:m MU..MH_EE
003t (Sifasald

(oam 3Eema

8Eg {w=)nad
oF i
El

/MA/

\l
N

Yo 1d amd 6L

y edmipasduiel
L 01— oz—

o—

R=nbs

(B4/6) onoy Bupw

=13 nuxVummr:_w

=EE B

£ HIE
[ WS

e ssopon

&
ﬁu, PR L]
]
Dnn (600
0081 (aussdiy
=1am3=un 3=am
&

N
= ek 1
o5g Tare
£Fg MO.%n_zmn_
G5 ey
oos coal (diijsseay

(onet ymesion
ves (woumd
5 i
e b

a0z
. o1 &
Uliom 4 721 91905102 1NUd au

T

[T

LT

(Dg) sumpuaduie
or oz oz a1 oz— og—

NG

/ «

s

(B/8) ooy bupiy

a0z

a0z

uriom 1404 ZZl 919051L0T sopl

(Do) samipuadiiel
o o oz ot o1— oz 05—

(64,/6) onpy Bupy

a0z

Uidom 1104 ZZ1L 919051L0¢ dois

au



164

e1ep Buipunos BuILoAAA
10 AisiBAIUN Y1M pafedwiod pue ST pue YLD ‘OeIS 10} ZOOLT ¥ XL ‘UosnoH e sa|1joid Buipunos 9 ainbi4

Bunwoim yo Austsniun SLOZ uUnp /1 Z0o (D23 sanipasdias)
or oe 0z oL o oL- 0z- og- ot~ or s oz o o o= oz—  oe-
R e e oo =
P A b 05 006 : haRt e
e 3 008 [ __ci Geieisiys
xﬁl_ N fsl 0OZ 's H3ss
s e AN ooy | soiEsoen

LN S ol
2BBZ HLIW WX oo0s Si& (auisgsag
S
L % ARSI
o0t SZe (. BariEd=s
L= (D3 17
NN L gl
s2g Mum el
N Dojde]
co0 L (d)ssedd

(ool ymomon

(By/8) onoy bugiy

EEE) Cuwiomnd
E 1

as El

Ca
=

coze 1S

SOy T

YoM K04 Z00 £ 190GL0Z sopl qu

(Do) sdmpBaadls]
ol o

(Do) edmipaaduis)
o ac oz o o 51— ez-  oe— ov oe oz o= oz-  oc—
= AR LS _ = B e a A AN
% — - - [ul — = - - - - 008
: = St 08 : S B cos
ot GenEAsIs i B - < - L5 (RS s i E > T N T
—w2r S i EASY. e o et : e ] > ) a0
ar HoE 3 o3 HaEs
= A3 i = HS B :
[— I oos p— | N : 205
Si . L EArNG i T G EArNE 1 Wﬁ P 5,
z8s n:wxﬂm e i LN Hmmv__muuM w3 | ¢ ) d 2
22 S a . : 4 d "
sto are I 0% Lo e ) ~ = - ooz
coaT cawysEeig : = % | ob8T cawnatsid t = B W -
ciamisun aew ! = > o siamisun_ ssom ! = i | . = St
SL G BATND E3 - T GEATND El x , -
za8 (e [ a i PN ] I 3 oov
o (] | T SN i
shE s =] LS Fire =)
=z M oydweg | =) 9Eg D.)dueg | o
P s M | = 555 Spanied | =
N e e 2 oor ShaT of E 2 aor
jonml 3memon | — 1or8l 3semoT | —
= frey
55 {wownd | = Yos {wohmd | =
++ i _ rM B 1L 7 —M
‘e » = =c 4 (S
= M/«/J/ | = W/m/ |
o &
o1 Q01

UI1OM 1104 Z0O Z190GLOZ HIUD  au UIIOM 1404 ZOO Z190GL0Z dDIS



165

"Juiod awn SIYy} 10} B|ce|eAeUN
semerep Buipunos oAMN SiuBW LBAXS SYAT PUe THLD ‘deIS 10} ZZT/LT ¥ XL ‘U0SnoH e s3|1joid Buipunos g ainbi4

[9e) sinipJadwa] (0e) 2dnpJadwa) [0e) &nipiadws)
0 o - e

O iy [i24 [ i} al- 0z [l o i3 07 [ [ ol 07 5= ﬁ o 0g [ir4 o

RN AT TN, L TR

>

#1 (p)pdsuss
b s

gk HRE
o H3

LA

L i - L Vas N B
N AN AYE
VAT W AN RN
ANEY! R A Y A N AN VAN
[N WA ANI ) VAR
Iy o % %, A / 5
| AN VAL -

i

!
Dyw VA
AN
VA
NE!
|

(BB} onpy Buxiy
(B3, 6y onoy Buxiy

(E3,/6) onoy Buxiy

<

7 7 7
o ik £

ULOW 104 721 £190G107 SO e UM 103 721 £190GH0Z 10 MO 104 77) 21905107 Q05




166

elep Buipunos 0ApN pue siusw Liedxe S pue TH1D ‘delS 10} ZZTIT ® MO ‘UewloN e sa|ijoid Bulpunos 9t ainbi4

OF it Loihd

FELE- MNOTS
BLSE 1WIS

BT
T
o

Sy Y TR

E.P.u.aua-._

SLoZ unr 9L ZZL

o o oz oL o oL- ozZ- og- o=
oooL
006
oog == e dsuns|
3 FORE
0oL = IS
o H3
LE] LT
e
£ N
00S | B o008
mizmamin o
o ]
- 00F s rws.ﬁ.wo 3
e

)

2 (yipdsuns

nQuRE
IS
H3

03._.. FﬂM.umM

_unvnr (aw)ssaad

[
i
El

N

=

ooy bumiy

)

(B/6

ooe

t 002

ooL

_..ﬂE...u.z Z-.._o LGESL

ﬁUtv & Ju.-..v..ﬂﬂcr_ﬂ._.

R

A g

LETL G w_.. Savd
e

m .n« wuum [ han
PP

am ymemo

{ws)md
=

2

:UFEOZ NN_ QPWOGFDN _b:Q

wu

mUav wL_‘:_u:waF:wF
Qi=

a1 o008

06

— oas

oax

; 09

oot
=
=3

2 oo
=2
=1

3 o0
=
s
&

ooz

3 : bl 3 Y b P

UDWION ZZL 9190G10Z SOPI au

nuutv w._Juv..Qn-cr_On_.
@ oo
1 cos
as

— oo

s oo

a | oo

oo
=
=,

> car
&
=
i

< caE
@
-~
=
2

o0

g B N A N [l Ao

UDLION ZZ1l 91905102 dpis auw



167

elep Buipunos 0ApN pue siaw Ledxe SYa pue THLD ‘delS 104 Z00LT ¥ MO ‘UewlioN e s3|1joid Bulpunos /179 ainbi4

Buiwodim Jo Ajisiaaiun

SLog unr /1L Zoo

ot os 0z oL o oL- o0z- og- ob-
%ﬁm TSP gt s i i 0%l 000L
W L i e 2t Y4 DG 006
A S A P A AV
[ e o W) ya 008
A, .\ _Sb Gedsuas 1
B o e A ooz A
A X IRTE N 000 A
AN IR
A AN vos | EE T
NSNS 0585 caun2iig
AT A BT
oo PR ]
cte Taye
FSE  (ondill
24 Y FEEIRChii
I+ [T
i i

002

N
D

S oun

T (PREdsuns

=114

e

udouBopoy

guag
HIxE
H3

coog
Fas

e

=

iy
El
o

-

.

UBULON NNO LGEZL

0oL

ML [ FFEEFMIITITII

(Do) sanypaaduis)
ok oc oz 3 o o1 oz— ae—

B AN
e A A N coe

I > <y Z1 GepRdsins

B : : . coe B lawie

; : oz e

5 3

oos UdouBopou

[ ~EATINID

- P T

N cos o= (e

oy e

N caal (auyssdag

(B4/B) enoy buip

y

p

o

H

H

]
) of %
[
~|F
el
i
2903 g
L8
w_4Z(Z
Bt

ao1

UDWUION ZOO £190SL0Z 1Buo aw

[By/B) ooy Bupy

RERE

(Bx/B) ooy buiiy

a+

e

(Do) samipasduisy
o o

at— cz— o —

aog

a0z

UDLWLION ZOO Z190GL0OZ sbpl

(Do) ednzpaeduiel
o o 512

at -3 oz o —

F AR

A

UDWLION Z0OD Z1905102 dpls

a0

aog

aot

au



168

elep Buipunos oApN pue siusw Ledxe S pue TH 1D ‘0eIS 104 ZZT/T ® MO ‘UewloN e sa|ijoid Buipunos g9 ainbi4

BulwodA Jo Asisaiun sioZunr f1L 721

Do) sdanjpaaduas)
og- ot~ b ag oz ¢ DN o

o1— oz— ae—

ooolL = e o X : L < 200k
SAS 006 }
oos =1 (FOPdsLNS i
bk Haus :
\T jele s st HI3AS i
3 H3 :
YdbaBapoy I
£r0s Lwmd 009 R eI i
0528 MOHL _7 5Z0 L (BArIdwa I
BOEL ST 00% S Sl :
TOEZ HLIW 2001 (qui)sssig = E
wOFE o101 =iamssun_ssen =
Zeez 1127 YL G BArIND 5
Bors ADHE oot 8201 (Baridavd &
£2iF HOHS £ Deddg
€086 ADAT ﬁﬂ e aaiLe =2
S1zE 1D4a7 \m B5E wmvwmumrmﬂ =
922z AlD3 00g Goal (4 < , < 208
£9zz 103 (el 3mmME o
o g et &
00D SMID a¥ i 7 5
9208 AdwO se 1 =
94er 3dwD \W |
0bEP oL 20z
0LF2 LOLA 00z i
05°Lz Lolo
0FSE RN
502 13MS P 7
£9'2- ALd R
2ez- 14 T =y
LE'0- MOHS [N 5%
0'sFE 4135 A [
T LE- MO1S
slse Llwis \7 Sous
a5+ Q0L — a0
ueulOoON NNO LSEEL UDWUON 721l 190510 sDpil aw
(Do) ednipaadulis) (Do) =dnipaaduls)
o oc oz o1 o o1— oz— oo — or oo oz o1 o 1= oz co—
[ aooL /\w aooL
&
: aos : S aoe
: ane aoe
L (epRdsaRs } o1 (PpPdsuns
[ nGung i a0 0zt e < a0
el HIuS i e HEdE i
S W3 i 3 H3
udoasepay 1 ans UdEaBo P ! aos
EPPR ] i PR E e I s,
v58 (BariHeava | s1gh Ganiaavd '
sie Gire i oos sar Gipe i N o3
000L (austsig i = N @01 (auwsssid =
s1asimun_3=on = s1as3mun_ 3z =
0L GEArINGD S aoy C G EAriNG 5 aor
LS8 B 3 aLsl ¢ BHriggwa a
- (el = Gpr 10 |
sve )%e o cSe )% =]
95z {Depdmeg | o T¥g {Depdnen | o
i¥E  {3mduwel | = Fre  (Sdue) | =
dobT (aumesaid 3 aoF Godt (dlijesaad 2 sor
=Bl 3Eemen] | = |ene jmemon | o~
L&t {wiimd | T Er Cwadnmd | S
i i | 5 T i | =
s z =P as x =N
SHoun _ or & L o1

UDWION ZZ1 /1305107 |1-hud aus UDWUION ZZLl Z190S10¢ dvis au



169

6.7 Discussion
Results suggest that improvements in the land models, land surface schemes as well as
fields, surface field initialization, and the coupling between the land - atmosphere holds
potential for enhancing landfalling TC predictions. Indeed, for the cases seen, limited to
no difference was observed between HWRF using GFDL Slab and Noah LSM. Thisis
expected for the operational modeling system where alarge number of variables interact
and constrain the outcome. Y et, the differencesin rainfall for similarity in track is
interesting. The surface latent and sensible heat fluxes are estimated by the difference
between surface moisture and temperature and air moisture and temperature at the first
model level (Flerchinger et al., 1998). Chang et a. (2009) demonstrated that the stronger
gradient of heat fluxes at the surface (e.g., warmer, wetter land surface) can help to
sustain the boundary layer instability and improve rainfall simulation associated with
TCs. The experiments show that model performance was comparable when HWRF was
runs with Noah land model in place of Slab. Indeed, the overall performance of HWRF in
rainfall estimation remains to be enhanced when compared to observation. By design,
these experiments were run with land atmospheric component and not with the added
confounding expected with GSI or the POM-TC. Future experiments to show the impact
with and without GSI and/ or POM-TC for Slab, Noah would be of interest. Other studies
over India have demonstrated considerable improvement in timing and amount of rainfall
through using improved initial conditions and improved LSM formulations (Osuri et al.
2015). Modeling runsinvolving ARW and heavy rain events have shown that land
atmospheric coupling coefficients have a direct influence on the model rainfall

predictions. Similar studies would be derived with the HWRF system. The results do
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suggest that the atmospheric component is potentially weakly coupled with the land
model or in other words, HWRF being an operational model has been over calibrated to
show the impact of surface layer formulations. Thisis understandable given that the
priority for hurricane models have always been to predict the track and intensity and
during the last decade and considerable efforts have been invested to improve these
metrics. Now that we start reviewing the rainfall predictions, the model framework needs
to be reviewed further. Thisis also evident from the efforts underway at NOAA/ HRD
and NCEP where in the recent years, Slab LSM has been replaced with Noah LSM and
diagnostic products have been added to the operational model to improve the prediction
of tornado induced by cyclones (e.g. VORTEX-SE). Thereis aso considerable research
activity inimproving the LSM and surface layer formulation (this study is an example)
and many Research to Operations programs to support and focus on landfalling cyclone

studies.
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CHAPTER 7. DEVELOPMENT AND APPLICATION OF HWRF COUPLED RIVER
ROUTING MODEL

7.1 Introduction
Flooding related to storm surge and rainfall account for more than 75% of damages
caused by TCs (Rappaport 2009, 2014). Emergency planning agencies and mitigative
efforts are often dependent on streamflow forecasts. Benefits of accurate forecasts helps
in preparing for imminent flood by utilizing upstream reservoirs, minimizing flood losses
through emergency interventions to reduce flood impacts (sand bags, bunds, levees) and
effect quick evacuations. With the gains being made in track and intensity forecasts, the
focus continues to evolve to the rainfall prediction, and in particular the land surface
effects on landfalling TCs and inland rain and floods have emerged as critical aspects to
coordinate risk and disaster management operations. This issue has attained greater
urgency after Superstorm Sandy (2012) where considerable damage was caused by
coastal flooding complicated by both inland rainfall and storm surge (HFIP 2015). With
significant advancements in satellite, in-situ land data collection, in addition to traditional
atmospheric products and computational capacity, data assimilation techniques have been
developed to improve the representation of land state in numerical models (Chen et al.
2007). There has also been considerable push to incorporate hydrology products for
modeling flood and streamflow. This has resulted in adopting a more advanced land

model — Noah in place of GFDL Slab model. Surface runoff and baseflow are important
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hydrology products that are produced by Noah (Ek et al. 2003) and this change has made
available an opportunity to couple ariver routing model with HWRF to produce
streamflow predictions. Developing this link and demonstrating the opportunity is the

primary motivation for this chapter.

Streamflow depend on soil moisture saturation, channel precipitation, surface runoff and
baseflow. With increased precipitation, soil moisture gets increasingly saturated and the
infiltration capacity of soils are reduced. This resultsin increased surface water which
seeks to find the path of low resistance to reach channels of water flow. Thisflow is
impacted by the land use and soil condition, topography and antecedent land conditions.
A schematic of streamflow and related contributors to streamflow as considered in the

HWRF model is depicted in Figure 7.1.

7.2 Distributed River Routing Model
The distributed river routing model as developed by Lohmann et a. (1998) is currently
part of the operational NLDAS-1 and NLDAS-2 framework that produces daily
deviations from mean streamflow values for the entire continental US region. The inputs
to the river routing models are surface flow and baseflow as calculated by a
meteorological model. In NLDAS, the atmospheric forcing is through Global Data
Assimilation System (GDAS) and a Noah model (VIC and Mosaic LSM also possible)
that calculate the surface flow and baseflow for different land surfaces. Hydrographs are
already present in the model and form the basis on which streamflow is predicted. The

transport rules set down eight directions in which water in agrid box can flow given by



178

the river flow direction mask. The equation for the transport is based on St. Venant

equation for river transport (Lohmann et al. 1998, 2004).

The study hypothesis that improved initial land state will improve simulations of
hydrology products and can be used to drive streamflow modelswill be tested. In the
previous chapters, the idea that land model can change rainfall prediction is already
presented and tested. Indeed, the soil moisture and storage terms are al so changed.
Flooding and inundation are major concerns for the TC prediction and response

community and aresearch effort in this direction is expected to be valuable.

7.3 Experimenta Setup
Two sets of experiments were run; one with GFS initial condition and another with
NLDAS: nitial conditions for soil moisture and temperature. Distributed River Routing
Model is coupled with HWRF which runs Noah LSM asiits land model and produces
both surface runoff and baseflow asinput for the streamflow model. A schematic of the
one-way coupling achieved between HWRF and river routing model is given in Figure
7.2. HWRF runs of TS BILL were used to drive the streamflow model. The
meteorological history of TSBILL has already been discussed in the previous chapter.
This cyclone was chosen because of HWREF’s ability to predict the track of the storm
relatively well. In addition to If not the precipitation totals, the distribution of the
precipitation is quite critical to rainfall distribution and hence streamflow. Observed
archive map of streamflow over US on June 16 and June 17, 2015 is given in Figure 7.3.

Bill made landfall on June 16 at 1645UTC.
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Figure 7.1 Schematic of Streamflow explained.
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Figure 7.2 Schematic of coupled Distributed River Routing Model with HWRF.

7.4 Results

Tropical storm BILL and its precipitation characteristics have already been discussed in
detail in the last chapter. A brief summary of the precipitation plot for Noah (control
HWRF) and LDAS (HWRF_NLDAYS) experiments compared to Stage |V precipitation is
given in Figure 7.4. Both HWRF and HWRF_NLDAS experiments capture the spatial
variability and rainfall totals reasonably well. The top soil moisture and the deep soil
moisture plot is also shown in Figure 7.5 and Figure 7.6 and compared to NLDAS soil

moisture products. Two things can be highlighted. (i) HWRF does not capture the soil
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moisture’s spatial distribution but follows very closely, the initial soil moisture supplied
to the model through GFS, and (ii) HWRF_NLDAS experiment over estimates the soil
moisture over the Southern Great Plains and the lower Mississippi region but the spatial

distribution is broadly similar to NLDAS soil moisture.

The performance of the two runs in simulating the deep soil moisture is however quite
different. In Noah, deep soil moisture (100-200 cm) is over predicted and thereisalarge
areain the domain (SGP, LMV, UMV and Midwest) where deep soil moistureis quite
high compared to the NLDAS dataset. With the LDAS run, the variability and the soil
moisture values are well captured. The deep soil moisture layer is critical to model sub
surface flow and if the deep soil layer is saturated, the excess water is channeled as
baseflow producing high streamflow values. Thisis expected to affect the streamflow

values for HWRF experiment and is expected to be high.
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Figure 7.3 Observed Streamflow map for US on 16" and 171" June, 2015. The colors
represent the streamflow conditions compared to 30 year averages.
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A 3-hourly plot for the first 12 hours of simulation for the Lower Mississippi Valley is
given in Figure 7.7 and shows the evolution of streamflow values from HWRF and
HWRF_NLDAS. The plotsindicate over prediction of streamflow valuesin HWRF as
expected due high deep layer soil moisture. By hour 9, HWREF run starts exhibiting high
streamflow values in the lower delta region when compared to HWRF_NLDAS and
NLDAS streamflow values due to saturated deep soil layer. A comparison plot for the

entire CONUS grid for hour 0 and 23 is shown in Figure 7.8.

Point observations of streamflow from USGS were also compared with the model run
results and atime series plot for one day is given for afew select sitesin Texas and
Oklahoma where flooding impacts due to TS Bill were significant (Figure 7.9). Resullts,
again indicate that streamflow in of both HWRF and NLDAS were over predicted in
most locations except Ganado, TX where HWRF_NLDAS values are comparable to
observations. In all other locations, the streamflow model performanceis poorly. Thisis
likely dueto errorsininitial soil moisture that was provided to the HWRF models. The
top soil moisture datafor TS BILL was compared to point observations in chapter 6 and
isreproduced here as Figure 7.10. The results indicate that both HWRF and LDAS
(HWRF_NLDAYS) performance was impacted by rainfall/ soil moisture saturation. The
considerable differences in precipitation patterns (already discussed in chapter 6) lead to

observe such negative results for streamflow comparison.
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Figure 7.7 Streamflow plot at hour 0. Measured in m®/s
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Figure 7.9 Streamflow plot at hour 6. Measured in m?/s
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Figure 7.13 Time series plot for 24 hours for modeled streamflow (HWRF — red and
HWRF_NLDAS — blue) against observations in black. All streamflow values are plotted
with m*/s unit.
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7.5 Discussion
Many severe weather phenomena are associated with high rainfall that leads to coastal
and inland flooding. The enhancements being made in the modeling system via coupling
of land models shows potential for improving rainfall simulations. In this chapter, the
further capability of making usable products that can be used by the research and
educational community to develop inundation and flood threat model, provide adequate
information and forecast to the emergency planning and mitigation teamsis highlighted.
The incorporation of Noah LSM in HWRF creates the framework for a TC landfall
coupled streamflow model output with HWRF. The current coupled model does need
major calibration as large errors exists in modeling streamflow due to HWRF dependent
interactive representations of land surface states and rainfall. The uncertainties in the land
surface fields used to initialize HWRF a so trandlate in the outcome. Though the
streamflow predictions are still not realistic and have errors when compared to
observations, the output and result highlights the capability and importance of LSMs and
the coupled feedback between land surface, boundary layer, modeled precipitation and

surface hydrological feedbacks
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CHAPTER 8. SYNTHESIS

8.1 Key Points
This dissertation was not a traditional one in the sense that work and projects that enabled
these chapters were not confined to the research community realm only. It involved
extensive interaction and working with the operational community and testing of
operational hurricane models, development of code modules to improve understanding
the physical processes involved in the evolution of TCs post landfall and enabling
application such as a coupled streamflow model to improve flood predictions for the
community. It was highly collaborative, mindful of operational community needs and
lofty in its goals to understand the role of land surface processes and LSMs in TC

predictions.

The role of antecedent land surface conditions was analyzed in an idealized framework
and it was found that surface temperature fields could be an important factor contributing
to storm’s intensity over land if favorable synoptic environment exists to support a
cyclone. An enthalpy analysis was conducted to identify pathways that enabled a
thermodynamic assessment. The results highlight that high surface temperatures provide
enough surface heat fluxes to the storm interacting with sufficient radial inflow along
with increased low level convergence and divergence atop. A real case analysis was also

undertaken with T'S Erin that exhibited re-intensification over land and results are
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identical to that obtained using the idealized framework. In conclusion, soil temperature,
followed by soil texture, soil moisture, surface roughness and orographic features are
identified as primary variable critical to evaluate the role of land surfaceon TCs. Asa
means to conduct such a study, a landfalling capability in HWRF idealized framework
was developed. This capability as a product from this work has been added to

Developmental Testbed Center code repository for community assimilation.

Most of TC studies in the past have dealt with hurricane studies over the open seas and
broadly concentrated on improving track and intensity. The primary goal of TC
operational community has been to accurately predict genesis, track, intensification
processes and structural analysis to close the gap between observed and modeled
cyclones. In the last decade, studies to improve track and intensity and achieving high
accuracy, the focus has shifted to related problems such asrainfall, evolution of TCs over
land and hurricane induced tornadoes. With increasing hurricane damage being caused
due to storm surge or inland rainfall, the interest continues to address these topics. One of
such efforts is the Research 2 Operations NOAA/ NSF Visiting Scientist Program that
enabled work with the operational community and the transition of knowledge both ways.
During this project, major effort was undertaken to successfully transition HWRF from
using GFDL Slab land model to an updated and advanced Noah LSM. Extensive tests
and calibrations was undertaken to make the HWRF model stable and able to deliver
accurate surface temperature values that are critical to improve surface flux calculations.
In addition to this, efforts were undertaken to deliver a precipitation analysis. It was

shown that improved representation of land surface process and initial conditions would
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improve prediction of convective processes. Results show aneed to improve by
calibrating across different verification regions and calibration and correction of
convective schemesin the model. In the current framework, the track and intensity
predictions did not show significant difference between the land models considered. This
islikely due to multiple reasons. As the first aspect it needs to be highlighted that when
introducing anew land model, the expectation isto be able to come close to the default
scheme, not exceed the scheme’s performance. This is because the model has many
parameters and couplings which are often tuned and calibrated to the default.

i.  Theatmospheric model is potentially designed to be less sensitive to the lower
boundary that is land surface and the model is so tuned that differencesin land
surface conditions are ignored in favor of large scale dynamics.

li.  Increased complexity reduces system’s ability to be tuned. Though formulations
in Noah are more representative of realistic feedbacks, it also bringswith it a
number of current uncertainties (prediction of multi-layer soil moisture, soil
temperature etc.) can dampen the initial gains of a more realistic land model until
further calibration is done.

iii. ~ Theroleof initial conditionsin a meso scale model is critical. Since, numerical
weather prediction problems areinitia value problems, the performanceis
dependent on the accuracy of theinitial surface fields. The uncertainty/ errorsin
initial surface conditions are impacted surface energy balance that affects
boundary layer evolution, stability of the atmosphere. Cloud and convective

processes are critically linked to surface conditions.
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iv.  Thelack of accurate gridded observation datasets to verify, test and tune land
models to improve simulations of land surface conditions has led to a situation
where models perform well only in certain regions whose data is used to calibrate

the modd!.

The R20 opportunity offered a unique opportunity to learn, hypothesize and implement
necessary parameterizations to improve simulation of land surface in HWRF models.
The transition to Noah land model in HWRF followed community thrusts to improve
hydrology and precipitation forecasts. The first step for which was to evaluate the current
performance of HWRF to predict rainfall spatialy, temporally and quantitatively. The
second step was to identify potential to use the hydrology products in an application to
help improve flood and inundation models. Thus, efforts were undertaken to couple a
river routing model with HWRF to improve nowcast of streamflow predictions. This
work also highlighted the importance of accurate representation of land surface as
streamflow modeling depends on antecedent soil moisture, soil temperature conditions
across soil layers in addition to topography, land use, vegetation and soil maps. The
importance of streamflow modeling has become doubly important for landfalling storms
responsible for both coastal and inland flooding. This dissertation lays emphasis on
initialization and prediction of soil temperature, soil types and land use, soil moisture and
land surface roughness and in that order to accurately simulate tropical cyclones and
related hydrometeorol ogical forecasts for effective disaster management and increased

resiliency for communities affected by tropical cyclones.
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8.2 Limitations

All studies are not without limitations, especially when dealing with a weather

phenomenon that has not yet been fully understood.

The principal limitation of this study is the use of a single modeling tool —
HWREF. Ensemble studies would have resulted in significant time delays to learn,
run other models and normalize the results from each of them to test the principal
hypothesis of land affecting TC evolution.

Numerical modeling study is always limited by computational resources available
and this study was no different. Currently, al experiments are run at the
operational configuration’s grid resolution at 18/6/2 km. At finer resolutions, TCs
may exhibit higher sensitivities to land surface due to increased coupling between
the land and the atmosphere. Computational resources were also a serious
consideration when deciding to frame the study topic to involve only the
atmospheric component of the HWRF system. Running the HWRF model with
data assimilation and the coupled ocean model would have resulted in huge time
delays and use of large computational time blocks and a thus a trade-off was made
to run only the atmospheric component.

It was a steep learning curve to work with the operational version of HWRF and
all experiments described in this dissertation has used the latest HWRF
community code. Care needed to be taken to keep abreast of model enhancements
and trandating those model devel opments into improved performance in cyclone
simulations. Thus, many experiments were run and rerun with the latest model to

keep up with operational research centers such as NCEP and HRD and be aligned
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to their research priorities as well was a balancing act and took up considerable
time and effort but also resulted in significant learning.

Land surface studies are intimately tied together with surface layer formulation
and this dissertation was limited to using the choices that was available within the
operational HWRF framework. The dependencies on surface exchange
coefficients and other land surface parameterizations might be alimiting factor in
either exaggerating or damping/ muting the effect of land surface on TCs.

The absence of field campaign data for TCs continue to be alimiting factor. Such
datasets for land surface will be a treasure trove when studying the coupled
feedbacks between the land and cyclone. The theories and results of this
dissertation should be revisited and tested when such surface data becomes
available.

Land surface heterogeneity impact, aerosol impact and topography effects have
not been studied in this dissertation but could have huge impacts on TC evolution
and its energetics. Heterogeneity in land surface can create convergence zones
that may affect the precipitation. Aerosol have been known to impact the genesis
of tropical cyclones over the Atlantic Ocean and the contribution of increased
aerosol concentration over land may affect condensation in clouds and thus
rainbands in tropical cyclones. It is one topic that warrants a comprehensive
anaysis.

The absence of gridded land surface observations of the likes of precipitation
datasets was a considerable limitation to the study. The quality of point land

surface data sets was also hard to identify to analyze model results. Observation
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data access issues and the unavailability of enough atmospheric and land surface
datain the Indian Monsoon Region (IMR) led to change in focus region from
IMR to the north Atlantic Basin.

viii.  Theimportance and the effect of 1and surface on the weather phenomena depends
on the region itself. While one region might show increased sensitivity to land
surface conditions, another might now. All of the work in this dissertation except
the idealized study was over the Atlantic Ocean basin and may or may not apply

to other TC basins. Thisis an important caveat of the study.

Having listed these limitation, the emerging theme is within the constraints of TC cases,
models, configurations, the optimal use of resourcesin a creative manner did lead to the
development of new techniques, in creation of new tools, a rounded educational
experience and more importantly a robust improvement in our understanding of the
impact of land surface conditions on post landfall TC characteristics. It now allows the
problem to be placed in alarger context that could be built upon and taken to the next

level for broader impacts and implications for the community.

8.3 Futurework
The study of land surface on TC isin avery nascent stage. Tremendous potential and
opportunities exist to improve TC simulations and associated rainfall along with proving
accurate hydrology predictions for catastrophe modeling. Continuing on this work, an
observational analysis of landfalling storms that re-intensify emerges to be important and

relevant in the larger scheme of things. A preliminary analysis has been conducted and
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the Great Desert in Australia emerges to be a hotspot for re-intensifying cyclones. This
may be due to anomalously dry and warm surface conditions that aid re-intensification
under specific circumstances as outlined in Chapter 4. In addition to land surface impacts
on TCs post landfall, impact of landfall approaching cyclones should be analyzed. Dry
and warm land masses are known to produce dry air intrusion that disrupt organized
convection of TC and impede development. The alternate hypothesis of whether moist
land surfaces produces synoptic scale circulations that air in rapid development of
cyclones remains to be tested. Asland cover and land use change become increasingly
important and increased urban foot print near the coastal regions, the effect of large cities
on TCsand vice versais atopic of interest that merits future studies. An initial literature
review of the impact of LCLUC on rainfall characteristics over South East Asiaisalso
part of this dissertation and is available in the Appendix section. When does city become
important and at what city size would affect tropical cyclones emerges to be an important
focus for studiesin the future. Aslarge amounts of satellite datasets and gridded land
surface datasets become available, machine |earning techniques could be applied to
intuitively understand the closed and evolving feedbacks between land, atmosphere and

TCs.
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Appendix A Secondary Circulation

Sawyer -Eliassen Framework for Secondary Circulation

The Sawyer-Eliassen non-linear balance framework enables us to analytically describe
the structure of secondary circulation as a function of the structure of the TC and its
environment. Furthermore, it aso enables us to describe how this circulation evolved to
the imposition of external heat (e.g., latent heat release) or momentum (e.g., trough
interaction) forcing. In the following, we derive this equation from first principles of the

atmospherein aradia coordinate system.

The heat forcing is given by a prescribed heating Q. The momentum forcing is given by a
prescribed momentum source (or sink) F. Both Q and F can take any desired from;
however, in most analytical studies of the TCs. We will consider several structures for
both Q and F when considering solutions to the Sawyer-Eliassen diagnostic equation.

We introduce the governing equation. These are the governing equations represented in a
two-dimensional (z, r) cylindrical coordinate system. In thisregard, we view the
secondary circulation as an axisymmetric feature. The governing equations are as

follows-
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Equation (A1) reflects gradient wind balance. Recalling that angular momentum isa
function of the tangential wind v, equation (A2) is thus a generic form of the tangential
momentum equation. Equation (A3) isthe hydrostatic equation. Equation (A4) is the flux
form of the continuity equation. Equation (A5) is the thermodynamic equation
representing prescribed heating; i.e., this heating is diabatic in nature, and potential
temperature does not change following the flow in the absence of this heating. Equation
(A6) isthe definition of the geopotential. Equation (A7) defines the pseudo height
vertical coordinate, used to simplify the mathematics of the system and interpretation

thereof. The exponent K is equal to Rd/cp. Finally, equation (A8) is the thermal wind
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relationship in this coordinate system, relating the vertical wind shear to horizontal
temperature gradients. Except as described above, all variables have their standard

meaning. Subscripts 0 denote base-state values.

First, expand the total derivativesin (A2) and (A5) to obtain:

am? am? am?
= ...(A9
T +u 3 +w 57 F (A9)
00 20 00
- = ...(A10
i ton ¢ (A10)

Taking the partial derivative of (A9) with respect to z and multiply the results by 1/r*:

..(A11)

0 16m2+6 16m2+ 16m2_16F
ot\r3 0z 0z ur3 or Wr3 0z | r3oz

Similarly, taking the partial derivative of (A10) with respect to r and multiply the result

by g/0o:

p. ...(A12)

O (120) 2 (L 2 2) 2%

at 9_06r u9_06r WH_OOZ _H_oar

Note that in obtaining (A11) and (A12), the partial derivatives with respect to time have
been commuted with the partial derivatives with respect to z and r, respectively.
Defining additional terms as:

2

g a6

=— ...(A13
90 aZ ( )

B=-2"l=__—— ...(A14)
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joLom® (f+10<rv>)(f+2_v> .(A15)

r3 or r or r

Equation (A13) defines the static stability. Equation (A14) defines baroclinicity. Equation

(A15) definesthe inertial stability. Applying these definitionsto (A11) and (A12), we get

9] 9] 1 0F
— (= —(Ju — - ...(A16
5t B T (- Bw) =5 (A16)
d d g 0Q
— (= — (= 2y)y==—< ..(Al7
at( B)+ar( Bu+ N*w) 0, ar (A17)
Subtracting (A16) from (A17), we get
g N? Bu) + g B Iu) = 99Q _10F A18
ar( w = Bu) az( w =T G, 0r 130z +(AL8)

Equation (A18) describes the response in the zonal and vertical motion fields to imposed
heat and/ or momentum forcing. However, as there are two unlinked unknowns given by
u and w, this equation is difficult to solve. To link these two variables and thus make

solving the diagnostic equation simpler, the definition of the stream function isused. The

definition of the stream function in this coordinate system is given by

) =l<a(’”‘/’)) ..(A19)

_(')z'W r\ or

Substituting (A19) into (A18) resultsin the following

HIE) a2l )
goQ 10F
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Equation (A20) is the Sawyer-Eliassen nonlinear secondary circulation diagnostic
equation. It highlights the relationship between the specified heating Q, momentum
forcing F, and the stream function y as modulated by coefficients representing static
stability, inertial stability and baroclinicity. The stream function attempts to restore the
thermal wind balance that the specified heating and/ or momentum forcing destroys.
While thermal wind balance restoration is never truly achieved, the concept of balance
destruction and restoration nevertheless enable us to consider how radial and vertical
motions (i.e., the strengthen of the secondary circulation) are impacted by prescribed

heating and/ or momentum forcing.
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Appendix B Idealized Framework in HWRF with Landfalling Capability

Land surface definition
Land surface in the idealized framework is prescribed through a namelist file “land.nml”.
The contents of the namelist file can be changed depending upon the need of the

experiment

The namelist file references both vegparm.tbl and soilparm.tbl that characterizes the land

surface in HWRF model. Both the contents of the table are given below.
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Code block changes
1. module_initialize_tropical_cyclone.F
This module is used to initialize the domain. Depending upon values from the namelist
“land.nml”, this module initializes the ocean and the land. The surface temperature is

applied based on whether the user has chosen first level air temperature or a temperature

value given by the user.

1IBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016

INTEGER :: imin,jmin,imax,jmax,proceed,VEG_ID,SOIL_ID
LOGICAL :: mvland, logic_temp
REAL 1 s_temp

NAMELIST / init_land /imin,jmin,imax,jmax,proceed, VEG_ID,SOIL_ID,mvland,logic_temp,s_temp
11 END: LSM changes for LANDFALL : Subashini 7/27/2016




l
| SET UP IDEAL CONDITIONS
!

IIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016

open (7,FILE="land.nml')
read (UNIT=7, NML=init_land)
close (UNIT=7)

dol=1,num_veg_cat
do j = jts, MIN(jte,jde-1)
do i =its, MIN(ite,ide-1)
! create land patch that will move from W2E
if(mvland .and. (i .ge. imin .and.i.le. imax .and. j .ge. jmin .and. j.le. jmax))then
if(I==VEG_ID)THEN

landusef out(i,j,l)=1 ! barren land
else
landusef_out(i,j,1)=0
endif
else | original ocean world
if(l==16)THEN
landusef_out(i,j,l)=1 ! create ocean elsewhere
else
landusef_out(i,j,[)=0
endif
endif
enddo
enddo

enddo
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do | =1,num_soil_top_cat
do j = jts, MIN(jte,jde-1)
doi=its, MIN(ite,ide-1)
create land patch that will move from W2E
if(mvland .and. (i .ge. imin .and.i.le. imax .and. j .ge. jmin .and. j.le. jmax))then
if(l==SOIL_ID)THEN
soilctop_out(i,j,1)=1 I sandy soil
else
soilctop_out(i,j,1)=0
endif
else | original ocean world
if(l==14)THEN
soilctop_out(i,j,l)=1 ! create ocean everywhere
else
soilctop_out(i,j,1)=0
endif
endif
enddo
enddo
enddo

dol=1,num_soil_bot_cat
do j = jts, MIN(jte,jde-1)
do i = its, MIN(ite,ide-1)
create land patch that will move from W2E
if(mvland .and. (i .ge. imin .and. i .le. imax .and. j .ge. jmin .and. j.le. jmax))then
if(I==SOIL_ID)THEN
soilcbot_out(i,j,l)=1 ! sandy soil
else
soilcbot_out(i,j,1)=0
endif
else | original ocean world
if(l==14)THEN
soilcbot_out(i,j,1)=1 | create ocean everywhere
else
soilcbot_out(i,j,1)=0
endif
endif
enddo
enddo
enddo
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landusef_gc=landusef out I=landusef _gc
soilchot_gc=soilcbot_out I=soilchot_gc
soilctop_gc=soilctop_out I=soilctop_gc

do j = jts, MIN(jte,jde-1)
do i = its, MIN(ite,ide-1)

xice_gc(i,j)=0.
ht_gcli,j)=0. ! uniform terrain
ght_gc(i,j,1)=0. I uniform gpm at level 1

I create land patch that will move from W2E

ifftmvland .and. (i .ge. imin .and. i .le. imax .and. j .ge. jmin .and.j.le. jmax)) then
if(logic_temp .eq. .true.) then
tsk_gcli,j)=s_temp ! uniform land temperature or first level temperature
else
tsk_gc(i,j)=t_gcli,j,1)
endif

else
tsk_gcl(i,j)=302.0 I uniform SSTs

endif

enddo

enddo

Il END: LSM changes for LANDFALL: Subashini 7/27/2016

module_BNDRY_COND.F
This module is used to update the domain boundaries with the varying/ moving sea mask

variable and is given in the next page.



HIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016
#ifdef IDEAL_NMM_TC
REAL,DIMENSION(IMS:IME,1,SPEC_BDY_WIDTH)

& LJNTENT(INOUT) :: SM_BYS, SM_BYE &
& SM_BTYS,SM_BTYE
REAL,DIMENSION(JMS:JME,1,SPEC_BDY_WIDTH)

& JINTENT(INOUT) :: SM_BXS, SM_BXE &
& ,SM_BTXS,SM_BTXE

REAL,DIMENSION{IMS:IME,JMS:JME),INTENT(INOUT) :: SM,TH
#endif
IHEND: LSM changes for LANDFALL : Subashini 7/27/2016

DO J=MAX(JTS-1,1DS+3-1),MIN(JTE+1,IDE-2)
IF(MOD(J,2)==1)THEN
PD_BXS(J,1,1B)=PD_BX5(J,1,IB)+PD_BTX5(J,1,IB)*DT
PD(I1,J)=PD_BXS(J,1,1B)
IIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016
#ifdef IDEAL_NMM_TC
IF(GRIDID.GT.1)THEN
SM(11,J)=SM_BX5(J,1,IB) ! for W-E motion
ENDIF
#endif
HEND: LSM changes for LANDFALL : Subashini 7/27/2016
ENDIF
ENDDO

DO J=MAX(JTS-1,JDS+3-1),MIN(ITE+1,JDE-2)
IF(MOD(J,2)==1)THEN
PD_BXE(J,1,IB)=PD_BXE(J,1,IB)+PD_BTXE(J,1,IB)*DT
PD(I1,J)=PD_BXE(J,1,1B)
HIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016
#ifdef IDEAL_NMM_TC
IF(GRIDID.GT.1)THEN
SM(II,J)=SM_BXE(J,1,IB) ! for E-W motion
ENDIF
#endif
IIEND: LSM changes for LANDFALL : Subashini 7/27/2016
ENDIF
ENDDO
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1*** ONE ROW EAST OF WESTERN BOUNDARY
!
IF(W_BDY)THEN
DO J=4,]M-3,2

IF(W_BDY.AND.J>=MY_JS_GLB-JBPAD1 &
& AND.J<=MY_JE_GLB+JTPAD1)THEN
CWK=PD(1,))
1=
PD(1,1))=0.25%(PD(1,1-1)+PD(2,1J-1)+PD(1,11+1)+PD(2,1}+1))

IIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016
#ifdef IDEAL_NMM_TC
IF(GRIDID.GT.1)THEN
SM(1,11)=0.5*(SM(1,1J-1)+SM(1,JJ+1)) ! updates only along W Boundary
! TH{IIM-1,11)=0.5*(TH(1IM,JJ-1)+TH(IIM,J1+1))
ENDIF
#endif
IIEND: LSM changes for LANDFALL : Subashini 7/27/2016
I
I*%*% NESTING TEST
I
IF{ABS{CWK-PD(1,11))>300.)THEN
WRITE(message,*)’PSEUDO HYDROSTATIC IMBALANCE AT THE WESTERN BOUNDARY
AT',1,l),'GRID #',GRIDID
CALL wrf_message(trim(message))
WRITE(message,*)' ', CWK/100.
CALL wrf_message(trim(message))
WRITE(message,*)PD(1,1J+1)/100.,' "PD(2,]J+1)/100.
CALL wrf_message(trim(message))
WRITE(message,*)' ',PD(1,11)/100.
CALL wrf_message(trim(message))
WRITE(message, *)PD(1,JJ-1)/100., ',PD(2,11-1)/100.
CALL wrf_message(trim(message))
CALL wrf_message(' ')
ENDIF

ENDIF

ENDDO
ENDIF
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[*** ONE ROW WEST OF EASTERN BOUNDARY
|
IF(E_BDY)THEN

DO J=4,1M-3,2
|
IF(E_BDY.AND.J>=MY_JS_GLB-JBPAD1 &
& .AND.J<=MY_JE_GLB+JTPAD1)THEN
CWK=PD(IIM-1,J)
=)
PD(IIM-1,1)=0.25* (PD(IIM-1,1)-1)+PD(lIM,JJ-1) &
& +PD(1IM-1,JJ+1)+PD(IIM, 1+1))

IIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016
#ifdef IDEAL_NMM_TC
IF(GRIDID.GT.1)THEN
SM(IIM-1,1J)=0.5*(SM(IIM JJ-1)+SM(IIM,JJ+1)) ! updates only along E Boundary
| TH{IIM-1,10)=0.5*(TH({IIM, JJ-1)+TH(IIM,JJ+1))
ENDIF
#endif
IIEND: LSM changes for LANDFALL : Subashini 7/27/2016
|
[*¥** NESTING TEST
|
IF(ABS{CWK-PD(lIM-1,1]))>300.)THEN
WRITE(message,*)'PSEUDO HYDROSTATIC IMBALANCE AT THE EASTERN BOUNDARY AT',IIM-
1,1),"GRID #',GRIDID
CALLwrf_message(trim{message))
WRITE(message, *)' ', CWK/100.
CALL wrf_message(trim{message))
WRITE{message, *|PD(IIM-1,]J+1)/100.,' ", PD(IIM, J+1)/100.
CALL wrf_message(trim(message))
WRITE(message, *)' ' PD(IIM-1,JJ)/100.
CALL wrf_message(trim{message))
WRITE(message, *)PD(IIM-1,J)-1)/100.,' ", PD(IIM,JJ-1)/100.
CALL wrf_message(trim{message))
CALL wrf_message(" ')
ENDIF

ENDIF

ENDDO
ENDIF
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solve_ nmm.F
Thisisthe solver module where from all the physics within the HWRF model is called. It
also called another user defined function to move the sea mask variable after each time

step to realize movement of land underneath the cyclone vortex.

IIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016
integer :: move_land_time, SOIL_ID, VEG_ID, DIRN
real :: land_albedo, land_emiss, land_vgfrac, land_smc, land_z0
NAMELIST/param_land/SOIL_ID, VEG_ID, DIRN, land_albedo, land_emiss, land_vgfrac,
land_smc,land_z0
Il END: LSM changes for LANDFALL : Subashini 7/27/2016

IIBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016
#ifdef IDEAL_NMM_TC

IF(grid%NTSD==0 .and. grid%id .gt. 1)THEN ! Initialize some variables
call wrf_debug(1,'NESTS INITIALIZED TO WATER WORLD')
grid%sm=1.0 ! Initialize a water world in the nests
ENDIF
move_land_time=nint(1200./30) | This needs to be changed for different parent domain
Iresolution & dt. Subashini V1.0 7.13.2016: Speed of land movement

IF(MOD(grid%MNTSD,move_land_time)==0)THEN !n_print_time
call wrf_debug(1,'LAND ADVECTED W2E FOR IDEALIZED LSM')

#ifdef DM_PARALLEL

# include "HALO_NMM _INIT_3.inc"
#endif

lopen ideal_land.nml for namelist values

open(8,FILE="land.nml')
read(UNIT=8,NML=param_land)
close(UNIT=8)

CALL MOVE_LAND (grid%SM, grid%NTSD,IDS,IDE,JDS,JDE,KDS,KDE, IMS,IME,JMS,JME,KMS, KME &
JITS,ITE,JTS,JTE,KTS,KTE,DIRN)




IF(DIRN == 1) THEN
DO J = IMS, IME
DO | = IMS,IME
if(grid%SM(1,J) .le. 0.5)then
grid%nmm_tsk(l,J)=grid%nmm_ tsk(I-1,J)
grid%albedo(l,J)=land_albedo
grid%epsr(l,J)=land_emiss
grid%isltyp(1,J)=SOIL_ID
grid%ivgtyp(l,J)=VEG_ID
grid%vegfrc(l,J)=land_vgfrac
grid%z0(1,J)=land_z0
DO K =1,grid%num_soil_layers
grid%smc(l,K,J)=land_smc
ENDDO
endif
ENDDO
ENDDO
ELSE IF(DIRN == 2) THEN
DO J = 1MS, JIME
DO | = IME,IMS, -1
if(grid%sSM(l,J) .le. 0.5)then
grid%nmm_tsk(l,J)=grid%nmm_tsk(I+1,J)
grid%albedo(l,J)=land_albedo
grid%epsr(l,J)=land_emiss
grid%isltyp(1,J)=SOIL_ID
grid%ivgtyp(l,J)=VEG_ID
grid%vegfrc(l,J)=land_vgfrac
grid%z0(1,J)=land_z0
DO K =1,grid%num_soil_layers
grid%smc(l,K,J)=land_smc
ENDDO
endif
ENDDO
ENDDO
ELSE

CALL wrf_error_fatal ('Choose between 1 or 2 in land.nml')

ENDIF

ENDIF

#endif

IIEND: LSM changes for LANDFALL : Subashini 7/27/2016
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module NEST UTIL.F
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This module contains the function to move the land surface. This function move_land() is

called from the solver.

1IBEGIN: LSM changes for LANDFALL: Subashini 7/27/2016

#ifdef IDEAL_NMM_TC

SUBROUTINE MOVE_LAND (SM,NTSD, DS, IDE,JDS,JDE,KDS,KDE &
,IMS,IME,JMS, IME,KMS,KME, ITS, ITE I TS, JTE,KTS,KTE,DIRN)

USE MODULE_MODEL_CONSTANTS
USE MODULE_DM
IMPLICIT NONE

! global variables

INTEGER,INTENT(IN) :: NTSD,DIRN

INTEGER,INTENT(IN) :: IDS,IDE,JDS, JDE,KDS,KDE,IMS, IME JMS,IME,KMS, &
KME, TS, ITE,JTS,JTE,KTS,KTE, NTSD, DIRN

REAL, DIMENSION(IMS:IME,JMS:JME),  INTENT(INOUT) :: SM

| local variables

INTEGER =LK

Note: make appropriate changes for boundary condition updates in

d02 and dO3 by adding "i01rhd=(DownNear)f=(BdyNear)" for SM in the
Registry. NMM_HWRF. Also module_BNDRY_COND.F needs to be updated
for SM. This is subashini's doing for advecting land surface in

idealized framework

IF(DIRN == 1) THEN
DO J = MAX(JTS,2), MIN(JTE,JDE-1)
DO | = MIN(ITE,IDE),MAX(ITS,2),-1
SM(I,J)=SM(1-1,J) ! Motion of land (0) from West to East
ENDDO
ENDDO
ELSE
DO J = MAX(JTS,2), MIN(JTE,JDE-1)
DO | =TS, MIN(ITE,IDE-1)

SM(LJ)=SM(1+1,]) | Motion of land (0) from East to west
ENDDO
ENDDO
ENDIF
END SUBROUTINE MOVE_LAND
#endif

1IEND: LSM changes for LANDFALL : Subashini 7/27/2016
1
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Registry. NMM
To update the status of the sea mask variable (SM), the registry entry for SM was

modified in the Registry. NMM file. This ensures SM variable update across the entire
model and across all domains.

state real sm ijb dyn_nmm 1 - i01rhd=(DownNear)f=(BdyNear) "SM" "Sea mask;=1 for sea, =0 for land" ""




223

Appendix C Model Configuration Studies

Experiments with different models and different initial conditions were conducted in a
test mode for the Indian Domain. These studies were done in an exploratory and
investigative manner to develop a modeling framework for configuration, domain size,

vortex initialization method and the modeling tool itself.

HWRF was eventually selected for the research topic for its robustness, superior vortex
initialization procedures and the ability to accurately simulate cyclones.

It was also aided by the close collaboration with operational communitiesin NCEP and
IMD and research partnership with HRD and ongoing research priorities of the hurricane

community.

These experiments also helped in developing an expertise in the area of modeling TCs
and important learnings were achieved through hand-on experience in running different

models and working with different datasets.

These results are not a comprehensive analysis on the performance of TC models but are
provided for the sake of completeness and to ssimply trace the evolution of this research

work.



224

Comparing different Initial and Boundary Conditions for TC simulations over India using

Advanced Hurricane WRF (AHW)

Results:
1. NCEP-FNL was found to be the better dataset of IC/BC with the least error for the
Indian Ocean domain and for use with the AHW modeling system.

2. AHW had significant errorsin predicting the cyclone track and intensity.

Five cyclones were studied: Cyclone Laila (2010), Cyclone Phet (2010), Gonu (2007),
Phyan (2009), Nargis (2008), Sidr (2007), Jal (2007)

Three IC/BC data set were compared: NCEP-FNL, NASA MERRA, ERA-Interim
The Track plots are given in the Figure C.1.

Track forecast error was calculated based on error metrics depicted in Figure C.2.

The track forecast errors were calculated and plotted against time for each of the error

parameters given in Figure C.3.
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Figure C.8.2 (a) Standard deviation of Direct Positional Error (DPE) from the best track
positions for a period of 54 hours, (b) standard deviation of DX errors from the best track
positions, (¢) standard deviation of DY errors from the best track positions, (d) standard
deviation of CT errors from the best track positions, and (e) standard deviation of AT
errors from the best track positions.
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North Indian Ocean TC simulations using WRF-ARW model and NCEP-FNL IC/BC

Results:

1. Tracks were substantially different from the observed track.

2. The vortex initialization of TCsin ARW significantly under performed in estimating
the intensity of the storm.

Following the previous study, NCEP-FNL was used to conduct the experiments for the
following TCs with WRF-ARW —

Aila(2007), Jd (2007), Laila (2010), Nisha (2008), Phet (2010), Sidr (2007), Thane
(2011).

Tracks for cyclones with GFDL Slab and Noah LSM were plotted and given in Figure
C4.

Thetrack error metrics were calculated separately for Bay of Bengal and Arabian Sea

domain and isgivenin Figure C.5 for BoB and AS.
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Appendix D  Perspectives on the Impact of Land Cover and Land Use Change on the
Indian Monsoon Region Hydroclimate

D.1. Introduction
Almost athird of the population in southeast (SE) Asia, which includes India and China,
are urban dwellers. This was not the case just a few decades back, and theregion is
experiencing one of the fastest land transformation globally. In China, for example, urban
land cover hasincreased from 20 to 50% in last three decades. These LCLUC changes
are unparalleled in the documented history of the region. As an example, Figure D.1A-D
provides the anthropogenic biomes of Asia spanning the last three centuries (1770-2000).
Anthropogenic biomes, (also known as anthromes or human biomes), describe the
terrestrial biosphere as, human-altered form using ecosystem units defined by global

patterns of sustained direct human interaction with ecosystems.

The land changes in SE Asia are indicative of the human migration and land management
that continue to accelerate each year. For example, India has seen steady urban migration
and consequently, its urban population exploded from being less than 10% of the total
population at start of the 20" century to being nearly half of the total population by the

end of the century. Population growth has led to increased urbanization and the resulting
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land cover (LC)? land use (LU)* changes (LCLUC) are a significant anthropogenic
forcing for environmental changes including weather and climate (Cotton and Pielke
1995; Pielke et al. 2011; Seto et a. 2010). Figure D.2 is shown as change in area of
different land use/ land cover types between 1880 and 2010 (as obtained from Tian et al.
2014). Overall, grassland and forest land area have decreased, area of cropland has
increased by over 50% and the built-up area has increased almost five-folds. This change
(Figure D.3A-C) showing LCLUC maps of Indiafor the years 1985, 1995 and 2005
respectively is consistent with the population growth that saw the need for growth in
cropland and the increasing urban migration. Figure D.3C in particular shows major
urban growth centersin India during the past decade (and continues). Thereis clear
indication of urban growth in northwest Indiafor regions such as Punjab (Figure D.4A),
western Indiafor regions like Maharashtra whose state capital Mumbai continues to be an
economic capital of the region (Figure D.4B) and southern peninsular India (Figure
D.4B). In addition to the urbanization changes, Figure D.5 highlights the significant
changes in plantation area over peninsular India (Figure D.5A) and Western Himalaya

(Figure D.5B) between the years 1985 and 2005.

These LCLU changes resulting from rapid urbanization and agricultural intensification in
the emerging economies can be contended as two important drivers and examples of land
cover changes. The land transformation noted in the last few decades can be extrapol ated

for the next decade highlighting the continued pattern of migration to urban areas leading

2 Land use changes refers to changes in land like growing agriculture/vegetation, cutting forests/trees, or
building cities) and land cover changes refers to the differences in physical characteristics of land surface
such as grass, vegetation, clay, sand or concrete.
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to dense population. In addition, many coastal areas are also experiencing rapid growth
and continue to be important seats of LCLUC. According to Schneider et al. (2011), in
Japan and South Korea, 3-5% of country's land area has highly urbanized populations of
~80-90%. Cities of al sizes are growing in China, Indonesia, the Philippines, and
Thailand, with higher rates of population growth for small cities during the last decade
(Schneider et al. 2011). Urban areas with dense popul ation are also impacted by air
pollution due to industrialization, increased vehicular emissions and consumption of
natural resources. Further, the population in these region of land transformation will face
avariety of significant environmental risksin terms of health, air and water quality
(Munich Re Group, 2004; Sailor 1995; Gaffen and Ross 1998; Walsh 2000; Arnfield
2003). For example, cities are warmer (urban heat island) and impacted by more number
of heat waves than the rural or countryside areas. A recent survey by the World Health
Organization (WHO) indicated that 10 out of 15 most polluted citiesin the world werein
Indian subcontinent (WHO, 2014) As the number and the size of urban cities continue to
grow (urban expansion), more than 90% of increase (in environmental extremes/risks)
will occur in the emerging economies of the world (World Cities Report, 2016). Thus, the
LCLUC feature and associated environmental changes are a notable characteristic of the

biogeography of the region.
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ANTHROPOGENIC BIOMES: ASTA

(B) 1800

Anthropogenic biomes data sets describe
potential natural vegetation, biomes, as
transformed by sustained human population
density and land use including agriculture and
urbanization. Anthropogenic biome categories
(Anthromes) are defined by population density
and land-use intensity. The data consists of 19
anthrome classes in six broad categories.

Map Credit; CIESIN Columbia University, September 2013
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Data Source: Ellis, E.C., K K. Goldewijk, S. Siebert, D. Lightman, and N. Ramankutty. 2013. Anthropogenic Biomes Center for Intemarianal Earth
of the World, Version 2, 2000. Palisades, NY: NASA Socioeconomic Data and Applications Center (SEDAC) Science Information Network

Figure D.1 Anthropogenic biomes of Asiafor the year (A) 1700, (B) 1800, (C) 1900 and

(D) 2000. (Open Sourced from NASA Socioeconomic Data and Applications Center

(SEDAC))
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Figure D.4 Map showing urban growth during the years 1985, 1995 and 2005. Major
urban growth centersinclude (A) north- west Punjab, (B) western India around Mumbai
region and (C) Southern India. (Openly sourced from Roy et a. 2015)
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Figure D.5 Significant changesin plantation areain (A) Peninsular Indiaand (B) Western
Himalaya between the years 1985 and 2005. (Openly Sourced from Roy et al. 2015)
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Also related to the LCLUC trajectories underway, the southeast Asiaregion, and the IMR
in particular, has witnessed a large number of high impact, extreme weather events. For
example, the July 26, 2005 Mumbai heavy rains resulted in over 944 mm of rains within
24h over alocalized region causing intense flooding and significant human and property
damage (Kumar et al. 2008). There was asimilar rainfall (>340 mm) on 17 June 2013 in
the state of Uttarakhand (between 28.72°-31.45°N and 77.57°—81.03°E) in the Western
Himalayas, which is 375% more than the daily normal (65.9 mm) rainfall during
monsoon. In November 2015, Chennai, amajor city in southern parts of India, received
record-breaking rainfall of 1049 mm (three times the monthly mean for November).
Rapid LCLUC and alteration of the cities hydrological settings have been cited as reasons
for increased flood risk (Gupta and Nair, 2010, Mujumdar et al. 2015). Similar intense
heavy rain events with extreme intensities have occurred in other megacitiesin India and
other tropical counties (e.g. May 2006 rains in Hong Kong / Guangdong province in
China). A recent study by Chen et al. (2007) demonstrated that the afternoon/evening
thunderstorm activity in urban area such as Taipel, Taiwan isincreased by 67% compared
to rural sites, and 77% increase in associated rainfall. The mean surface temperature over
Chinaisincreasing at 0.05° C decade *, according to Zhou et al. (2004) and is attributed
to urbanization. Thus, thereis a growing need to understand the regional weather
extremes in the context of LCLUC, an extreme of which is being manifested through

urbanization and urban floods.

In wake of these LCLUC underway and the meteorological extremes expected to

continue, the meteorological modeling community today has a necessary and critical
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challenge of considering LCLUC for improving model predictions and confidence. Asa
result, following three immediate challenges can be posed:

i.  How to assess the effect of LCLUC changes (including the impact on landscape
soil moisture, radiative properties) on the land surface response (thermodynamic
aswell as hydrological)?

Ii.  How to represent these land surface feedbacks in the numerical weather
prediction and regional climate models that are seamlessly integrative at multiple
scales (i.e. micro, urban, regional and continental scales)?

iii.  How to demonstrate and attribute the dynamical impact of the improvement in the
physical land surface representation on the meteorological model performance for
weather forecasting regional climate; and the monsoon rains especially the

extremes and anomalous rains that can cause floods or droughts?

In this chapter, it is postulated that, explicitly considering the role of land-surface
processes is critical in improving the model predictions over the monsoon domain. The
lack of frontal and synoptic activities (in the absence of active monsoons) makes the local
surface interactions a dominant forcing for the atmospheric boundary-layer processes
(Zheng et a. 2015). The surface temperatures and fluxes are also typically high further
making the land surface feedback important for the regions. The objective of this chapter
thusisto provide a perspective and summary of the recent findings on this topic within
the context of utilizing the emerging LCLU for the predictive or synthesis models over
the IMR. Thereis aso a growing need to develop weather and climate models at finer

scales to resolve scales the scal e interactions from processes which are smaller than ~1
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km and spanning greater than ~100 km. Incorporation of these LCLU changesinto these
models and proper response of surface physics parameterization to these changes are also

of growing interest.

D.3 Impacts on Surface Energy Balance
One of the primary consequences of LCLUC isthe alteration to energy balance of the
region. Depending on the datasets available for analyzing LCLUC, over Indiafor
example the percentage of agricultural land has remained constant over the years but the
amount of irrigated landscape has significantly expanded. Increase in the amount of
satellite cities® around megacities and expanding urbanization in coastal regions of India
have also contributed to altering the regiona surface energy balance. Increased dryland
desertification, intensive agricultural practices, unsustainable land use changes
(particularly in mountain regions) and explosive population growth have also altered
surface energy balance (Abrol and Venkateshwaralu, 1995; Bai et a. 2008; Faroda 1998;
Kumar et al 2007; Narayan and Kar 2006; Purohit 2009; Sathaye et al. 2006; Saxena et

al. 1997).

Surface radiative fluxes are expected to change via partitioning between the net longwave
and short wave radiation reaching the earth surface. From the perspective of surface

energy balance and day time land cover interaction, the short wave radiation becomes one
of the dominant elements of the energy budget. Incoming shortwave radiation can also be

classified into direct and diffused radiation, which also depends on the aerosols and cloud

3 Satellite cities are smaller cities that are near to alarge city that isthe center of a metropolitan area.
Satellite cities could be separate cities outside of the larger metropolitan areas.
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characteristics (Niyogi et al. 2007). For atypical clear sky condition, the direct shortwave
radiation is the dominant radiative vector that will be interacting with the land surface.
The net radiative flux (Rn) is partitioned into sensible, latent and ground heat flux. This
partitioning is function of landscape and radiation interaction and can be represented as

Rn = Sensible heat flux (Hs) + Latent heat flux (HL) + Ground heat flux (Hg)

For instance, vegetated |andscape utilizes the radiation for photosynthesis, part of which
is used towards water use and transpiration as a cost function associated with the
photosynthesis process. Transpiration from vegetation and evaporation from the ground
surface together lead to a change of state of water from liquid to vapor state (into
atmospheric moisture) and into the atmosphere as latent heat flux, LHF (Figure D.6A).
The resultant of the energy fluxesis then stored as ground heat flux (GHF) and the rest
used as sensible heat flux (SHF) resulting in heating of the atmosphere. This then results
in the changes to the land skin temperature as well as changes in the ground/ soil

temperature which then translates into surface air temperature change.

The changes in the surface energetics is expected to affect the overall atmospheric
radiative balance and dynamics over that particular landscape. The characteristics of
surface land cover, hydrology, and vegetation density affect partitioning of net radiation
into latent and sensible heat fluxes (McGuffie et al. 1995). Figure D.6B and D.6C
provides portioning of radiation into radiative fluxes for different land cover or land use.
Figure 6B shows the energy partition for arid land areain summer. Majority of the net
radiation is partitioned into SHF while the LHF is almost negligible. In contrast, the

partitioning into LHF increased over needle leaf forest area (Figure D.6C). Theratio of
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SHF to the LHF is known as Bowen ratio. The change in Bowen ratio reflects the
availability of energy in the atmosphere. Typical average values of Bowen ratio are 0.1
for tropical oceans, 0.1-0.3 for tropical wet forests, 0.4-0.8 for grasslands, 0.75-2 for
urban areas with lawns and trees, and >2 reaching extreme value of 6 for dry urban areas
(Oke, 1978). The ground heat flux component is also expected to increase in urbanized
areas. In many land models the ground heat flux is taken as 10% of the Rn for smplicity

(Noilhan and Planton, 1989).

Thus, changes in land use/ land cover introduce changesin physical, thermal, and
aerodynamic properties that determine the radiation and thermal characteristics of the
surface. Albedo, emissivity, thermal conductivity, specific heat capacity, density, and
roughness length are important factors that need to be represented accurately for that land
cover. The literature suggests that thermal conductivity and specific heat are lower, and
aerodynamic roughness lengths are higher, in urban or bare soil landscapes compared to
agricultura region (Arya, 2001; Oke, 1978). Aerodynamic roughness of the land change
is reported to reduce the wind speed by 25% which increases the convective efficiency.
As summarized in anumber of studiesincluding Pielke et al. (2011) and Kellner and
Niyogi (2014), the cascade of energy balance and energetics from the surface can start

organizing and affect the dynamical processes at different scales.
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Figure D.6 Observed diurnal energy budget for different land use. (A) An agricultural
field in Oklahoma, USA on Apr 10, 2010, (B) Sevilleta Desert Shrubland in Apr 01, 2008
and (C) aneedle leaf forest in Niwot Ridge, Colorado, USA, on Apr 01, 2008. (data

source: Ameriflux)
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D.4 Impact on Large scalerainfall in IMR
The dynamical feedbacks of different scales (micro to synoptic) on associated LCLUC
and their understanding remains unexplored and is an emergent areain this region.
Recent study by Roxy et al. (2015) utilized large-scale model simulations and concluded
that the reduction in the monsoonal rainfall can be attributed, in part, to the modification
of land — sea temperature contrast. Rainfall characteristics such as timing as well as the
magnitude were reported to have shifted from control when LCLUC was considered in
the simulations. This study is part of a growing number of reports that highlight the
coherent manner through which the LCLU heterogeneity could create an atmospheric

feedback that can be akin to the SST changes.

Majority of large scale Global Climate Model (GCM) studies have prominently studied
deforestation / afforestation impacts on large scale rainfall and temperature patterns.
Takata et al. (2009) studied the impact of LCLUC across centuries and identified that
LCLUC during the period of the first industrial revolution (1700-1850) contributed most
to the decreased Asian Summer Monsoon intensities. In more contemporary studies,
Guptaet al. (2005) studied the impact of deforestation in Africaand South East Asiaand
found that rainfall decreased over those regions and northern India but resulted in
increased rain rate over southern India. Devargju et a. (2015) undertook alarge scale
LCLUC experiment and concluded that global deforestation resulted in tropical northern
hemisphere rainfall decrease and an increase in southern hemisphere tropics. Another
important result of this study is the degree of response of the global climate to the

location of deforestation/ afforestation. Rainfall showed high sensitivity to mid-latitude
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deforestation compared to negligible effects on rainfall due to deforestation in the tropics.
This suggests that planned and controlled LCLUC (deforestation and reforestation
efforts) can offset the large scale impacts. Halder et a. (2015) used an embedded regional
climate model to analyze LCLUC over India. They conclude that the recent LCLUC has
contributed to a moderate weakening of Indian Summer Monsoon due to the decrease of
moisture convergence over the Indian peninsular region. They aso found regional
warming over central India by about 1- 1.2 °C, over central Indiawith anincreasein
average daily temperature extremes. Similar surface temperature increases have been
noted by Lejeune et a. (2014), Mahmood et a. (2014), Lawrence and Vandecar (2015)
where global deforestation has led to an increase in surface temperature due to the loss of
evapotranspiration. All of these studies and more have shown varying degrees of impact
of LCLUC and while there is a strong sense that LCLUC has a notable impact on the SE
Asiaclimate vialoca and teleconnections, thereis still lack of consensus related to the
impacts, and the mechanisms. Thisis possibly because of the limitations to compare
different studies which use different GCMs, and the inherent model uncertainties, biases
and variations. Indeed, some studies also consider unrealistic and hypothetical LCLUC
scenarios that may or may not exaggerate the impacts. Thus, there is an urgent need for
more studies that comprehensively analyze results from multiple GCMs and incorporate
sensible and realistic changes in land use to ass the impact of LCLUC on long term
climate, changes in large scale temperature and precipitation patterns and, remote

teleconnections.
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Note that there is often a perception that the LCLUC impact is much more of alocalized
feature affecting micro or mesoscale process as this feature has been relatively well
documented (e.g. Pielke 2001). The LCLUC effects are extensively documented for
local scales where energy balance change isthe principal effect. At the regional or larger
scales, the effect is on convection, and rainfall changes. The synthesis of LCLUC
feedbacks on the larger scales however, isrelatively difficult (Pielke et al. 2011).
Essentially, the effect/ feedback depends not only on what is the land transformation but
also on the land cover that is being replaced. Further, the effect of changesisaso
dependent on other variables such as soil texture and soil moisture. Another factor that
makes the detection difficult is that the change in convection and rainfall can be over a

region that is different than where the LCLUC occurs.

A study by Kumar et al. (2013) provides a perspective and a possible methodology to
look at the LCLUC feedbacks on the hydroclimatology as well as monsoonal features
taking the different global climate model runs as an example. The CMIP5 results were
analyzed over different large river basin including Gangetic, Brahmaputra and other river
basinsin India. Study showed that LCLUC effects can be detected and modified to
include a detectable climate forcing signature for the contemporary and future climate.
The mechanisms associated with the LCLUC processes impacting the monsoonal
characteristics in the SE Asia have been studied in detail in studies such as Chase et .
(2003), Lee et al. (2009), Niyogi et al. (2009) and more recently, Saha et al. (2015) using

acombination of observation, satellite datasets, reanalysis datasets.
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Niyogi et a. (2010) identified alagged temporal relation between the climatology of soil
moisture, NDV1 and rainfall anomalies. The implication of early greening and irrigation
induced LCLUC has aso been discussed in their study. Specifically, it has been shown
using causal statistical analysis, that the summer monsoon (July) rainfall anomalies could
be attributed to the anomaly in spring greenness. In other words, a change in vegetation
green fraction (VGF) could lead to a change in the overall memory of soil and surface
temperature and regional entropy associated with sensible heating. That is, the changes
associated with greening modifies the thermal contrast in the region which is a necessary
condition for the monsoonal low to propagate from southern Indiainto the northern
region. Asaresult, this leads to reduced intensity of monsoon (June-July rainfall) in the
northwest Indiaregion. These features were also analyzed and found in the studies of Lee
et a. (2009, 2011) where changes in agricultural and irrigation practices resulted in a
weakening of the monsoon flow due to alteration of surface energy partition (more LHF
and less SHF) that lead to decrease in tropospheric temperature and lowering of
tropospheric height (See Figure D.7 for the flowchart). Krishnamurti et al. (2012) report
that the isochrones that track the monsoon propagation post onset, can be modulated by
the vegetation greenness and soil moisture availability. As afollow up to the results
presented in Niyogi et al. (2010) and Lee et al. (2009), Sahaet al. (2015) conducted a
series of global model runs and their assessment are also supportive of the perspective
that anomaliesin the early Spring LCLU could result in the modification of June-July
summer monsoon rainfall over the Indian monsoon region. As aresult, the findings that
winter or early spring LCLUC feedback, particularly in the VGF through a series of

cascade of scales could eventually start affecting the land sea temperature contrast. The
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summer time rainfall modulation via spring greening appears to be a consistent feature in
anumber of studies and an indicator of the pathway in which LCLUC in the SE Asia

region is affecting the large-scale monsoon system.

Similarly, LCLUC feature was also studied in aNDV | assessment over the northern India
region and it was noted that with the access to irrigation water for agriculture, the
landscape in northern India has changed. This change in irrigation resulted in the
modification of agricultural practicesin the northwest Indiaregion. Asaresult, that area
has started to experience the greening earlier than the monsoonal greening associated
with the landscapes. A satellite data analysis study by Singh et al. (2006) has shown that
for every decade since 1981, the region has been greening by approximately one week
earlier compared to the previous decade. The synthesis shows that with increasein
irrigation over this region, there is a decrease in rainfall amounts, which is consistent with
the dynamic pathway that was outlined before. In other words, a consistent and coherent
picture has emerged indicating that LCLUC alters the spatial thermal characteristics and
the regional circulation which in turn modifies the strength of the regional low that is
required for the monsoon to advance as well asfor rainfall intensity over thisregion.
These aspects, while typically noted from the large scale analysis, hasits signature

embedded in the series of processes, and are summarized next.
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Increase in spring and summer irrigation

An increase in evapotranspiration and latent heat and
decreasein sensible heat fluxes

Surface and lower tropospheric cooling

‘Tropospheric height decreases ‘

‘ Upper level anti-cyclone circulation weakens

‘ Asian summer monsoon intensity weakens

Figure D.7 Pathway connecting changes in agricultural practicesto weakening of Asian
jet in summer. (Source: Niyogi et al. 2010 and Lee et al. 2011)
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D.5 Impact of LCLUC on Mesoscale events
In the following sections, some examples of the mesoscal e studies that have been
undertaken to understand the role of LCLUC in the context of SE Asiaand the
monsoonal changesin particular isdiscussed. A study by Douglas et al. (2009) looked at
potential versus current land cover on mesoscale rainfall changes. They applied a
mesoscale model to simulate atypical rainfall event occurring during summer monsoon.
Their analysis showed that because of the changesin land cover characteristics, there
were changes in albedo, emissivity and roughness which changed the associated
temperature patterns, humidity and CAPE which resulted in changes in location and
timing of convection and rainfall characteristics over the monsoon region.
Therole of LHF in modulating the monsoon climate is of particular interest in the
LCLUC arena because of the efficiency associated with certain land coversin
transferring moisture to the atmosphere compared to other landscapes. Resulting changes
could occur in surface temperature, humidity as well as moisture characteristics
associated with any system. For example, Roy et al. (2007) showed two different regimes
in temperature characteristics by considering two epochs of agricultural practicesin
India, i.e., traditional agricultural practices (pre-green revolution) and the biotechnology
aided Green Revolution (post-green revolution). Similarly, Paul et al. (2016) conducted
model analysis to ssmulate impacts due to contemporary deforestation over the IMR.
They concluded that the changes in the LHF and recycling component of precipitation
affect the rainfall patterns and weakening of the monsoons. A modeling study by Halder
et al. (2015) over Western Ghats has also concluded that LCLUC causes daily mean

temperature extremes to exceed by 1-1.2 C and, significantly reduces the summer time
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monsoonal rainfall. These changes in the temperature or rainfall are embedded within the
largescale impact of human intervention on landscape characteristics causing changes in

regional temperature and humidity over the India region.

Another approach used in assessing the impact of LCLUC on the SE monsoonal
characteristics is through the so-called ‘Observed Minus Reanalysis (OMR)’ framework
proposed by Kalnay and Cai (2003). The basis of the OMR is that most of the reanalysis
data do not account for the changesin local land cover characteristics and as aresult the
temporal changes do not account for the changes that could be attributed to land cover
characteristics changes at a much smaller scale (Pielke et a. 2009). Thus, for
observations impacted by the meso and microscale changes in the landscape
characteristics the OMR values in those grids show a notable (sometimes dramatic)
deviation in terms of trends and magnitude of parameters/indices compared between the
observed and gridded reanalysis dataset. Nayak and Mandal (2012) conducted such an
analysis over India, where modest but coherent changes in temperature and rainfall

patterns could be linked to LCLUC identified over IMR.

These studies provide a glimpse of the kind of changes in the atmosphere that LCLUC
induces over the IMR. Theinitial feature seen in Nayak and Mandal (2012) and Roy et al.
(2007) isthat of temperature feedbacks. Thereis, however, a strong and well-known
effect on humidity characteristics too. The resulting changes in dew point and specific
humidity in the region is linked with changes associated with atmospheric stability that
could be altered by LCLUC. Thisfeature was reviewed in Pielke et a. (2007) and also in

Pielke et al. (2011) as part of a synthesis paper for LCLUC impacts on the IMR. With the
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changes in temperature and humidity, it is not surprising that the regional entropy as well
as convectively available potential energy aso changes. The challenge remainsin linking
the coherent and co-located changes in the temperature characteristics with the broader
changes in humidity and in the energy balance due to changesin LCLU characteristics.
Nonetheless, if the data are appropriately analyzed and the confounding due to dynamical
features considered, it is often noted that the changesin land cover affects local to
mesoscal e processes in a nonlinear but detectable manner (Kishtawal et a. 2009).
Reviewing the reanalysis dataset as well as synthesis of different model runs has helped
develop a perspective that rainfall patterns are changing in response to changesin land
cover characteristic. There are theoretically and observationally viable and verifiable
changes in the temperature characteristics, which are generally better detected, followed
by humidity, CAPE and ultimately rainfall characteristics- in that order. Note that, the
challenge in understanding the effect on temperature and rainfall changes as a result of
LCLUC isnot straightforward. As an example, aregion that was not urbanized before but
has started to become urban area would show changes in thermal characteristics and
storages resulting in heating of the area with a creation of so called “urban heat island”
with signature changes in temperature characteristics. However, the humidity parameters
and in particular rainfall changes are aresult of both temperature modifications and the
interaction associated with roughness and the gradients in the surface radiative fluxes.
These flux gradients create boundaries, aiding mesoscale convection which can be
advected away from the location. As aresult, thereis often alack of coherency or
consistency in the detection of rainfall changes that can be attributed to land cover

changesin a straight forward manner (as compared to temperature changes) over the
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region. It can be asserted that, if proper dynamical considerations are made, such asto
assess the wind direction, advection and stability, that reduce the confounders and datais
properly spatially transposed, it is possible to show changesin LCLU and rainfall
characteristics to be causatively linked (Niyogi et al. 2016). On the other hand, if the data
isanayzed in ageospatial framework that only bins data under urban versus nonurban
grids, then the results can also often produce a flawed conclusion that rainfall changes are
not as aresult of land cover changes (e.g. Ali et al. 2015). Therefore, caution is needed in
examining the impact of LCLUC on hydroclimatic changes. This challengeis particularly

notable when looking at the case of extremes, and is described in the following section.

D.6 Effect of LCLUC on Extremes
A number of studies show that the Indian monsoon is becoming more extreme (Goswami
et a. 2006). These studies highlight increased occurrences of heavy to extremely heavy
rainfall events with modest, to no changes, in the mean rainfall characteristics. While the
change in the extremes has been subsequently well documented, the causes for these
extremes continues to be researched. Indeed, a body of literature such as Goswami et al.
(2006) concludes the rainfall changes could be in response to the large-scal e features
associated with climate change. A second body of literature examines the potential role of
aerosol and dust characteristics in this region which could be interacting with cloud
microphysics through the atmospheric brown clouds as well as changesin the radiative
feedbacks (Ramanathan et al. 2001; Ramanathan and Carmichael 2008; Kulkarni et al.
2012). Both direct and indirect feedbacks could eventually lead to the changesin the

rainfall characteristics over the region. Indeed, Niyogi et a. (2007) argued that the
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changein land use and aerosol could be inter-related. A change in land use could also
lead to changesin aerosol distribution and characteristics, and can combine to create a
much more complex feedback in the atmosphere. Y et, this feature, though being quite
important, is much more regional in nature, particularly where thereis high growth in
aerosol concentration such asin parts of China, India and many other regions of the
emerging economies. For example, aerosol and land surface continues to be explored and
considered important in numerical prediction of weather extremes.

Following the perspective that the LCLUC contributes to changes in rainfall distribution,
the study by Kishtawal et al. (2010) addressed the question that whether LCLUC due to
urbanization maybe an attributable factor for changesin extreme monsoonal rainfall. In
their study, the same rainfall data asin Goswami et al. (2006) study was analyzed. To
assess the urbanization impacts the first step was to develop a classification for
urbanization that is reflective of the domain, and the need for disassociating the
confounders. For example, if the data was analyzed simply as urban vs. non-urban grids
using some of the traditional definitions such as population that is being used in NOAA’s
Global Historical Climate Network (GHCN) dataset, then the signal associated with the
differenceisrelatively small. But, it was recognized that population alone is not the
indicator over SE Asiawhere population density is aready high as compared to many
European and North American landscapes. So, the land cover characteristics such as
emissivity and albedo were also mapped and considered as part of the urban demarcation.
The analysis also considered the observations from satellite sources such as TRMM and
Optica Line Scan datato develop athermal imagery map over urban areas. The need for

thermal analysis builds off the understanding that the LCLUC and thermal changes are



256

often co-located. Once this was undertaken, it was possible to develop arobust
conclusion regarding the changes in LC characteristics and the rainfall changes. In other
words, comparing the rainfall distribution for urban vs. non-urban areas, the probability
density functions for urban areas showed much higher peak indicating higher potential
for extremes in the dataset. When a time series analysis was conducted for the gridded
urban vs. non-urban dataset, it could be clearly identified that only those areas where
LCLUC was noted are a so the areas in which the increasing trend in rainfall extremesis
observed. In other words, LCLUC can be considered if not the causal aspect, at |east the
locale, where occurrences of extremes are noted. Thus detection of these zones become
an important aspect in the hydro climatic perspective. This feature of changes in extremes
due to LCLUC has been concluded in multiple studies and the role of land cover
feedback is an emergent important factor. Following the work of Kishtawal et al. (2010)
more recently Ghosh et al. (2012) as well as Sashtri et al. (2015) and other studies have
noted similar signature associated with urbanization. In fact, recent studies have also
concluded that the non-stationarity noted in the IMR observations cannot be simulated
unless LCLUC isexplicitly considered. These studies further highlight the need for
explicit LCLUC considerationsin devel oping improved predictions over the IMR.

An important point that needs to be noted is that even when LCLUC is being highlighted
as pathway for the changesin rainfall extremes, it does not negate other anthropogenic
forcings that are also involved. In fact, changesin LCLUC can synergize the impact of
other such changes. For example, the changes in urban area could also lead to achangein
aerosol distribution. So, the combination of surface LCLU and the atmospheric aerosols

can work in tandem to change the boundary layer heating rates, the cloud microphysics,
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magnitude and intensity of regional rainfall extremes (Schmid and Niyogi 2015). So, the
guestion should not be posed as whether LCLUC or aerosols or if the large scale climatic
changes are the cause, rather it isimportant to look at combination of these factors as
interlinked features within in the earth system framework. The mechanism of how
aerosols could advect or entrain into clouds or the role of LCLU could be seen through
the increased availability of cloud condensation nuclei (CCN) that could be impacted by
the circulation caused by thermal gradients due to LCLUC or the emission from the
LCLUC. Indeed, the other pathway is through diffuse radiation, which could eventually
change the landscapes efficiency for evapotranspiration and photosynthesis/net
productivity and alter the VGF (Niyogi et a. 2009). These features are interlinked and
studies need to consider them more synergistically than what has reported until now

(Schmid and Niyogi 2016).

D.7 Additional studies on the impact of LCLUC on weather and climate:
Indeed, alarge number of studies, both observational and modeling based, exist that
highlight the role of LCLUC as one of the important aspect influencing land-atmosphere
interactions. The feedbacks are manifested through changes in the surface heat fluxes,
evapotranspiration and exchange of land surface characteristics to surface/boundary layer
that can significantly changes the boundary-layer dynamics influencing weather and

climate.

At alarger scale, land state studies indicate that surface characteristics can affect the

movement, intensity and rainfall of offshore atmospheric vortices such as TCsand



258

monsoon depressions (MDs) when they approach or move inland. Studies undertaken by
Kishtawal et al. (2012), Subramanian et al. (2014), and Chang et al. (2009) suggest that
the availability of antecedent soil moisture could affect the summer time rainfall. The
availability of soil moisture two week prior to the onset of monsoon depression could
lead to aweaker but longer sustained MDs |leading to awide spread rainfall. On the other
hand, dryer landscape conducive to higher evaporation rates could lead to a much
stronger cyclonic system albeit a shorter one with intense rainfall experienced over a
smaller spread of area. These features also manifest in the regional rainfall climatology
(Krishnamurti et al. 2012; Dastoor and Krishnamurti 1991). While magjority of these
studies are for the Bay of Bengal basin, Chandrasekar et al. (2009) has shown that the
realistic land surface representation and surface data assimilation improved simulation of
surface variables (surface fluxes, precipitation, moisture and temperature) associated with

weather phenomena such as off-shore trough over the Arabian Sea.

Experiments with different LSMs indicated that precipitation over land is sensitive to the
representation of land surface conditions. Thusisasignificant conclusion, since almost
quarter of the rainfall experienced in the region is due to monsoonal activity and is
essential to the agriculture, water resources, and the regional economy and sustained
development. Other studies that have been conducted for thisregion for heat wave could
also be linked to LCLUC though the effect has been relatively modest but remains to be

studied further (Niyogi et al. 2016).

Other examples beyond the monsoon rainfall effect include studies such as by Cui and

Graf (2009) that studied the effect of land cover changes on the Tibetan plateau. They
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identified that the permafrost and snow melting is directly impacted by the recent
warming trends in the plateau which in turn impacts local ecosystem. The increased
human activities on the plateau in the last few decades modify land use which include
permafrost and grassland degradation, urbanization, deforestation and desertification.
Thisresulted in modifying local climate and regional hydrology, leading to floods at the
upper reaches of Y angtze River and droughts along the middle and lower reaches of

Ydlow River.

A study on wintertime land surface characteristics was conducted by Dimri and Niyogi
(2013) with a 22-year regional climate model simulation for the western Himalayas. The
results brought out the role of land change/ land representation on systematic biasesin
precipitation and temperature fields over the western Himalayan domain. Realistic
topography and land state representation within model significantly improved the winter
precipitation simulation. Model simulations using detailed land-use classification reduced
the biasin the temperature and rain occurrence at higher elevations. Similarly, Chawla
and Mujumdar (2015) have shown that streamflow characteristics simulated by VIC
model in the upper Ganga River basin are highly sensitivity to LCLUC in urban areas and
moderate sensitivity to cropland area changes. Once again highlighting that the LCLUC
representation is important for both the summer as well as wintertime hydroclimatic

simulations over the IMR.

At the other extreme geographical locale, Kharol et al. (2013) studied the LCLUC
influence on atmospheric dynamics over the arid/ desert region of Rajasthan, India.

Satellite observations (Landsat MSS for 1972—-73 and IRS-P6 AWIiFS for 2006-07)
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suggested that there is considerable LCLUC over thisregion. With the accessto
irrigation resources, an increase of about 57% and 68% is seen in crop-land and vegetated
areas over the eastern and western Rajasthan, respectively. Thisincrease in agriculture,
results indicate, has modified the land-atmosphere fluxes, with increase in atmospheric
humidity and latent heat and reduction in sensible heat in this region. On the other hand,
the analyses of inter-annual variability (1951-2007) of annual rainfall and total number
of rainy days have exhibited a slight increasing trend over arid western Rajasthan with
the increase in the agricultural land use. Their results show that precipitation variability is
primarily influenced by the large scale monsoon circulations followed by local
phenomena such as LCLUC. Similarly, Ranjan et al. (2006) studied the effects of climate
and land use changes on groundwater resources in this region. Their analysis concluded
that in case of arid areas, the fresh groundwater |oss is increasing with the increase of
forest cover while the groundwater recharge isincreasing in arid, deforested areas due to

reduction in evapotranspiration.

More broadly across the SE Asia, increased population resulted in widespread land
degradation and rapid changes in upland farming systems. Valentin et al. (2008) studied
the runoff and sediment losses in Southeast Asia (Indonesia, Laos, Philippines, Thailand,
and Vietnam) with reference to rapid land use changes. They found LCLUC has strong
influence on the soil erosion predominantly followed by the environmental
characteristics. Similarly, astudy by Paiboonvorachat and Oyana (2011), the forest area
ismainly converted to agricultural and urban areas under mountainous conditions. It is

noted that thereis an increase in soil erosion in Nan watershed due to deforestation.
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Model predictions also showed that the forecast areas are like to convert agriculture/crop
lands and north/eastern parts of watershed is like to have high risk of soil erosion. A
detailed review on hydrological investigations of forest disturbance and land cover
impacts in South—East Asia can be found in Douglas (2009). That review focuses on the
relationships between rainfall and runoff with the land cover and forecast area changesin

most of the countries.

Land use changes have large impacts on water resources and its quantificationisa
challenging problem in the present growing popul ation scenario. Stonestrom et al. (2009)
presented possible impacts of land use changes on water resources. Petchprayoon et al.
(2010) aso demonstrated the hydrological impacts of land use/land cover changein a
large river basin in central—northern Thailand using a 15-year period observational and
modeling analysis. For their study region, urban areaisincreased by 132% (from 210 sq.
km in 1990 to 488 sg. km in 2006). The long term trend of river discharge shows
significant increase. However, the rate of discharge increase was significantly greater in
downstream of the rapid urbanization than the upstream area. The LCLU changes led to
systematic increase in rate of change in discharge over the 15-year period. A study by
Bharati and Jayakody (2011) focused on the changes in water balance in the Gora River
Catchment in the Bangladesh delta before and after operationalization of Farakka
Barrage. Land use changesin catchment area decreased runoff. Yang et a. (2010)
showed urban representation in hydroclimatic land models for runoff assessmentsis not
just afunction of prescribing the urban fraction correctly but also the spatial distribution

right. In fact, their result, further updated by Y ang et al. (2015), suggests that thereis a
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minimal threshold of about 10% coverage or so that is required before the model grid
outcome “detects” it. Thus, LCLUC representation is important for simulating virtually
all aspects of the hydroclimatic cycles and studies have shown there are significant

impacts on all aspects of the SE Asia hydroclimatology.

D.8 Conclusions
Our understanding of the interactions between tropical surface and atmosphere exchanges
isstill relatively limited compared to that in the mid-latitudes. Thisis due to the lack of
detailed field studies, as well as the extreme nature of the hydrological cycle (drought and
flooding) in the tropics. The monsoonal systems are large scale events and synopticin
nature. However, embedded within these large scale features are a variety of scales that
result in terms of regional mesoscale factors as well as microscale feedbacks which can
regul ate weather extremes. The emergent conclusion of this work and the current
understanding of the community is that LCLUC feedbacks can affect the monsoonal
characteristics by avariety of scaleinteractions. Land surface feedbacks manifest their
role by changes in surface energetics, boundary layer processes, and organized
convection which could even impact or retard the larger scale feedback associated with
monsoon features, and future projections as well as current improvements in the monsoon
climate including rains will need to have a concerted and continued effort for developing,
incorporating and synthesizing the role of land surface feedbacks in the monsoon

forecasts and is part of ongoing monsoon mission projectsin Indian (NMM, 2016).



263

D.9 References

Abral, 1., and J. Venkateswarlu, 1995: Sustainable development of arid areasin India
with particular reference to Western Rajasthan. Land Degradation and Desertification in
Asia and the Pacific Region, 135-153.

Academy, I. N. S, and Z. K. X. yuan, 2001: Growing populations, changing landscapes:
studies from India, China, and the United States. National Academies Press.

Ali, H., V. Mishra, and D. Pai, 2014: Observed and projected urban extreme rainfall
eventsin India. Journal of Geophysical Research: Atmospheres, 119.

Arnfield, A. J., 2003: Two decades of urban climate research: areview of turbulence,
exchanges of energy and water, and the urban heat island. International journal of
climatology, 23, 1-26.

Arya, P. S,, 2001: Introduction to micrometeorology. Vol. 79, Academic press.

Bal, Z., D. Dent, L. Olsson, and M. Schagpman, 2008: Global assessment of land
degradation and improvement. 1. Identification by remote sensing. Wageningen:
International Soil Reference and Information Centre (ISRIC).

Bharati, L., and P. Jayakody, 2011: Hydrologica impacts of inflow and land-use changes
in the Gorai River catchment, Bangladesh. Water international, 36, 357-369.

Chandrasekar, A., D. Niyogi, and K. Alapaty, 2009: Impact of land surface representation
and surface data assimilation on the ssmulation of an off-shore trough over the Arabian
Sea. Global and Planetary Change, 67, 104-116.

Chang, H. I., and Coauthors, 2009: Possible relation between land surface feedback and
the post-landfall structure of monsoon depressions. Geophysical Research Letters, 36.

Chase, T., R. Pielke, T. Kittel, M. Zhao, A. Pitman, S. Running, and R. Nemani, 2001
Relative climatic effects of landcover change and elevated carbon dioxide combined with
aerosols: A comparison of model results and observations. Journal of Geophysical
Research: Atmospheres, 106, 31685-31691.

Chawla, 1., and P. Mujumdar, 2015: Isolating the impacts of land use and climate change
on streamflow. Hydrology and Earth System Sciences, 19, 3633-3651.

Chen, C.-S,, Y .-L. Chen, C.-L. Liu, P.-L. Lin, and W.-C. Chen, 2007: Statistics of heavy
rainfall occurrences in Taiwan. Weather and Forecasting, 22, 981-1002.

Cotton, W. R., and R. A. Pielke Sr, 2007: Human impacts on weather and
climate. Cambridge University Press.



264

Cui, X., and H.-F. Graf, 2009: Recent land cover changes on the Tibetan Plateau: a
review. Climatic Change, 94, 47-61.

Dabberdt, W. F., and Coauthors, 2000: Forecast issues in the urban zone: report of the
10th prospectus devel opment team of the US weather research program. Bulletin of the
American Meteorological Society, 81, 2047-2064.

Dastoor, A., and T. Krishnamurti, 1991: The landfall and structure of atropical cyclone:
The sensitivity of model predictions to soil moisture parameterizations. Boundary-Layer
Meteorology, 55, 345-380.

Devargu, N., G. Baa, and R. Nemani, 2015: Modelling the influence of land-use
changes on biophysical and biochemical interactions at regional and global scales. Plant,
cell & environment, 38, 1931-1946.

Diem, J. E.,and T. L. Mote, 2005: Interepochal changesin summer precipitation in the
southeastern United States. evidence of possible urban effects near Atlanta,
Georgia. Journal of Applied Meteorology, 44, 717-730.

Dimri, A., 2012: Wintertime land surface characteristics in climatic simulations over the
western Himalayas. Journal of earth system science, 121, 329-344.

Dimri, A., and U. Mohanty, 2009: Simulation of mesoscal e features associated with
intense western disturbances over western Himalayas. Meteorological
Applications, 16, 289-308.

Dimri, A., and D. Niyogi, 2013: Regional climate model application at subgrid scale on
Indian winter monsoon over the western Himalayas. International Journal of
Climatology, 33, 2185-2205.

Dixon, P. G.,, and T. L. Mote, 2003: Patterns and causes of Atlanta's urban heat island-
initiated precipitation. Journal of Applied Meteorology, 42, 1273-1284.

Douglas, E., A. Beltran-Przekurat, D. Niyogi, R. Pielke, and C. Vdrésmarty, 2009: The
impact of agricultural intensification and irrigation on land-atmosphere interactions and
Indian monsoon precipitation—A mesoscal e modeling perspective. Global and Planetary
Change, 67,117-128.

Douglas, I., 1999: Hydrological investigations of forest disturbance and land cover
impactsin South-East Asia: areview. Philosophical Transactions of the Royal Society of
London B: Biological Sciences, 354, 1725-1738.

Faroda, A., 1999: Desertification control: Recent technologiesin the Indian
context. Desertification Control in the Arid Ecosystem of India for Sustainable
Devel opment, 36-47.



265

Gaffen, D. J., and R. J. Ross, 1998: Increased summertime heat stress in the
US. Nature, 396, 529-530.

Ghosh, S., D. Das, S.-C. Kao, and A. R. Ganguly, 2012: Lack of uniform trends but
increasing spatial variability in observed Indian rainfall extremes. Nature Climate
Change, 2, 86-91.

Goswami, B. N., V. Venugopal, D. Sengupta, M. Madhusoodanan, and P. K. Xavier,
2006: Increasing trend of extreme rain events over Indiain awarming
environment. Science, 314, 1442-1445.

Government of India, 2006: Report of the National Forest Commission. Ministry of
Environment and Forests.

Gupta, A. K., and S. S. Nair, 2010: Flood risk and context of land-uses: Chennai city
case. Journal of Geography and Regional Planning, 3, 365.

Halder, S., S. Saha, P. Dirmeyer, T. Chase, and B. Goswam, 2015: Investigating the
impact of land-use land-cover change on Indian summer monsoon daily rainfall and
temperature during 1951-2005 using aregional climate model. Hydrology & Earth
System Sciences Discussions,12.

Henderson-Sellers, A., K. McGuffie, and A. Pitman, 1996: The project for
intercomparison of land-surface parametrization schemes (PILPS): 1992 to 1995. Climate
Dynamics, 12, 849-859.

Henderson-Sellers, A., A. Pitman, P. Love, P. Iranngiad, and T. Chen, 1995: The project
for intercomparison of land surface parameterization schemes (PILPS): Phases 2 and
3. Bulletin of the American Meteorological Society, 76, 489-503.

Kanay, E., and M. Cai, 2003: Impact of urbanization and land-use change on
climate. Nature, 423, 528-531.

Kellner, O., and D. Niyogi, 2014: Land Surface Heterogeneity Signature in Tornado
Climatology? An lllustrative Analysis over Indiana, 1950-2012* . Earth
Interactions, 18, 1-32.

Kharol, S. K., D. Kaskaoutis, K. Badarinath, A. R. Sharma, and R. Singh, 2013:
Influence of land use/land cover (LUL C) changes on atmospheric dynamics over the arid
region of Rgjasthan state, India. Journal of arid environments, 88, 90-101.

Kishtawal, C. M., D. Niyogi, M. Tewari, R. A. Pielke, and J. M. Shepherd, 2010:
Urbanization signature in the observed heavy rainfall climatology over
India. International Journal of Climatology, 30, 1908-1916.



266

Kishtawal, C. M., D. Niyogi, A. Kumar, M. L. Bozeman, and O. Kellner, 2012:
Sensitivity of inland decay of North Atlantic tropical cyclonesto soil parameters. Natural
hazards, 63, 1527-1542.

Krishnamurti, T., and Coauthors, 2012: Modeling of forecast sensitivity on the march of
monsoon isochrones from Keralato New Delhi: the first 25 days. Journal of the
Atmospheric Sciences, 69, 2465-2487.

Kulkarni, J., and Coauthors, 2012: The cloud aerosol interactions and precipitation
enhancement experiment (CAIPEEX): overview and preliminary results. Curr.
Sci, 102, 413-425.

Kumar, A., J. Dudhia, R. Rotunno, D. Niyogi, and U. Mohanty, 2008: Analysis of the 26
July 2005 heavy rain event over Mumbai, India using the Weather Research and
Forecasting (WRF) model. Quarterly Journal of the Royal Meteorological

Society, 134, 1897-1910.

Kumar, P., P. Kapuria, N. Sengupta, A. Shah, and K. Chopra, 2007: National Capacity
Needs Self-Assessment (NCSA) in Land Degradation in India. Institute of Economic
Growth, Delhi. http://ncsa.undp.org/docs/593.pdf (Accessed July 2016)

Kumar, S, P. A. Dirmeyer, V. Merwade, T. DelSole, J. M. Adams, and D. Niyogi, 2013:
Land use/cover change impactsin CMIP5 climate simulations: A new methodology and
21st century challenges. Journal of Geophysical Research: Atmospheres, 118, 6337-
6353.

Landsberg, H. E., 1970: Man-made climatic changes. Science, 170, 1265-1274.

Lawrence, D., and K. Vandecar, 2015: Effects of tropical deforestation on climate and
agriculture. Nature climate change, 5, 27-36.

Lee E., W. J. Sacks, T. N. Chase, and J. A. Foley, 2011: Simulated impacts of irrigation
on the atmospheric circulation over Asia. Journal of Geophysical Research:
Atmospheres, 116.

Lee E., T. N. Chase, B. Raagopaan, R. G. Barry, T. W. Biggs, and P. J. Lawrence,
2009: Effects of irrigation and vegetation activity on early Indian summer monsoon
variability. International Journal of Climatology, 29, 573-581.

Lgeune, Q., E. L. Davin, B. P. Guillod, and S. I. Seneviratne, 2015: Influence of
Amazonian deforestation on the future evolution of regional surface fluxes, circulation,
surface temperature and precipitation. Climate Dynamics, 44, 2769-2786.

Mahmood, R., and Coauthors, 2014: Land cover changes and their biogeophysical effects
on climate. International Journal of Climatology, 34, 929-953.



267

McGuffie, K., A. Henderson-Sellers, H. Zhang, T. Durbidge, and A. Pitman, 1995:
Global climate sensitivity to tropical deforestation. Global and Planetary change, 10, 97-
128.

Munich Re Group Annual Report, 2004:
https://www.munichre.com/site/corporate/get/documents/mr/assetpool .shared/Documents
[0_Corporate%20Website/ Publications/302-04331_en.pdf. (Accessed July 2016)

Narayan, P. and Kar, A., 2006: Desertification and its control in India. International
Center for Agricultural Research in the Dry Areas (ICARDA).
http://researchsea.com/htmi/article.php/aid/737/cid/6 (Accessed July 2016)

Nayak, S., and M. Mandal, 2012: Impact of land-use and land-cover changes on
temperature trends over Western India. Current Science(Bangalore), 102, 1166-1173.

Niyogi, D., R. Mahmood, and J. O. Adegoke, 2009: Land-use/land-cover change and its
impacts on weather and climate. Boundary-layer meteorology, 133, 297-298.

Niyogi, D., C. Kishtawal, S. Tripathi, and R. S. Govindargju, 2010: Observational
evidence that agricultural intensification and land use change may be reducing the Indian
summer monsoon rainfall. Water Resour ces Research, 46.

Niyogi, D., H.-I. Chang, F. Chen, L. Gu, A. Kumar, S. Menon, and R. A. Pielke Sr, 2007:
Potential impacts of aerosol-land—atmosphere interactions on the Indian monsoonal
rainfall characteristics. Natural Hazards, 42, 345-359.

NMM, 2016: National Monsoon Mission accessible at
http://www.tropmet.res.in/monsoory/. (Accessed July 2016)

Noilhan, J., and S. Planton, 1989: A simple parameterization of land surface processes for
meteorological models. Monthly Weather Review, 117, 536-549.

Oke, T., 1978: Surface heat fluxes and the urban boundary layer. WMO Boundary Layer
Phys. Appl. to Specific Probl. of Air Pollution p 63-69(SEE N 79-16393 07-45).

Organization, W. H., 2014: Ambient (outdoor) air pollution in cities database
2014. World Health Organization, Geneva.

Paiboonvorachat, C., and T. J. Oyana, 2011: Land-cover changes and potential impacts
on soil erosion in the Nan watershed, Thailand. International journal of remote
sensing, 32, 6587-66009.

Paul, S., S. Ghosh, R. Oglesby, A. Pathak, A. Chandrasekharan, and R. Ramsankaran,
2016: Weakening of Indian Summer Monsoon Rainfall due to Changesin Land Use Land
Cover. Sientific Reports, 6.



268

Petchprayoon, P., P. D. Blanken, C. Ekkawatpanit, and K. Hussein, 2010: Hydrological
impacts of land use/land cover change in alarge river basin in central—northern
Thailand. International Journal of Climatology, 30, 1917-1930.

Pielke, R., and Coauthors, 2007: An overview of regional land-use and land-cover
impacts on rainfall. Tellus B, 59, 587-601.

Pielke, R. A., 2001: Influence of the spatial distribution of vegetation and soils on the
prediction of cumulus convective rainfall. Reviews of Geophysics, 39, 151-177.

Pielke, R. A., and Coauthors, 2011: Land use/land cover changes and climate: modeling
analysis and observational evidence. Wiley Interdisciplinary Reviews: Climate
Change, 2, 828-850.

Pitman, A., and A. Henderson-Sellers, 1998: Recent progress and results from the project
for the intercomparison of landsurface parameterization schemes. Journal of
Hydrology, 212, 128-135.

Pohit, S., 2009: Land degradation and trade liberalization: an Indian
perspective. Available at SSRN 1457666.

Ramanathan, V., and G. Carmichael, 2008: Global and regional climate changes due to
black carbon. Nature geoscience, 1, 221-227.

Ramanathan, V., P. Crutzen, J. Kiehl, and D. Rosenfeld, 2001: Aerosols, climate, and the
hydrological cycle. science, 294, 2119-2124.

Ranjan, S. P., S. Kazama, and M. Sawamoto, 2006: Effects of climate and land use
changes on groundwater resources in coastal aguifers. Journal of Environmental
Management, 80, 25-35.

Roxy, M. K., K. Ritika, P. Terray, R. Murtugudde, K. Ashok, and B. Goswami, 2015:
Drying of Indian subcontinent by rapid Indian Ocean warming and a weakening land-sea
thermal gradient. Nature communications, 6.

Roy, S. S., and Coauthors, 2007: Impacts of the agricultural Green Revolution-induced
land use changes on air temperaturesin India. Journal of Geophysical Resear ch:
Atmospheres, 112.

Saha, S. K., P. A. Dirmeyer, and T. N. Chase, 2016: Investigating the impact of land-use
land-cover change on Indian summer monsoon daily rainfall and temperature during
1951-2005 using aregiona climate model. Hydrology and Earth System

Sciences, 20, 1765.



269

Saha, S. K., K. Sujith, S. Pokhrel, H. S. Chaudhari, and A. Hazra, 2015: Predictability of
globa monsoon rainfall in NCEP CFSv2. Climate Dynamics, 1-23.

Sailor, D. J., 1995: Simulated urban climate response to modifications in surface albedo
and vegetative cover. Journal of applied meteorology, 34, 1694-1704.

Sathaye, J., P. Shukla, and N. Ravindranath, 2006: Climate change, sustainable
development and India: Global and national concerns. CURRENT SCIENCE-
BANGALORE-, 90, 314.

Saxena, S., K. Sharma, and B. Sharma, 1997: Rehabilitation of mined wastelandsin
Indian arid ecosystem. Desertification Control in the Arid Ecosystem of India for
Sustainable Development, 334-341.

Schneider, U. A., and Coauthors, 2011: Impacts of population growth, economic
development, and technical change on global food production and
consumption. Agricultural Systems, 104, 204-215.

Seto, K. C., R. Sdnchez-Rodriguez, and M. Fragkias, 2010: The new geography of
contemporary urbanization and the environment. Annual review of environment and
resources, 35, 167-194.

Shastri, H., S. Paul, S. Ghosh, and S. Karmakar, 2015: Impacts of urbanization on Indian
summer monsoon rainfall extremes. Journal of Geophysical Research:
Atmospheres, 120, 496-516.

Shepherd, J. M., 2005: A review of current investigations of urban-induced rainfall and
recommendations for the future. Earth Interactions, 9, 1-27.

Singh, R., S. Oza, and M. Pandya, 2006: Observing long-term changes in rice phenol ogy
using NOAA-AVHRR and DM SP-SSM/I satellite sensor measurementsin Punjab,
India. CURRENT SCIENCE-BANGALORE-, 91, 1217.

Stonestrom, D. A., B. R. Scanlon, and L. Zhang, 2009: Introduction to special section on
impacts of land use change on water resources. \Water resources research, 45.

Subramanian, S., S. Gopalakrishnan, G. Halliwell, and D. Niyogi, 2014 Idealized Study
of Land Surface Impacts on TC Intensity Predictions Using the HWRF Modeling System.
15A.8A presented at 31st Conference on Hurricanes and Tropical Meteorology March
30-April 04, 2014.

Takata, K., K. Saito, and T. Yasunari, 2009: Changes in the Asian monsoon climate
during 1700-1850 induced by preindustrial cultivation. Proceedings of the National
Academy of Sciences, 106, 9586-9589.



270

Tian, H., K. Banger, T. Bo, and V. K. Dadhwal, 2014: History of land use in Indiaduring
1880-2010: Large-scale land transformations reconstructed from satellite data and
historical archives. Global and Planetary Change, 121, 78-88.

UN-HABITAT, 2016: World Cities Report: Urbanization and Development — Emerging
Futures, UN Habitat, 262pp.

Unnikrishnan, C., M. Rajeevan, S. V. B. Rao, and M. Kumar, 2013: Development of a
high resolution land surface dataset for the South Asian monsoon region. Current
Science, 105, 1235-1246.

Valentin, C., and Coauthors, 2008: Runoff and sediment losses from 27 upland
catchments in Southeast Asia: Impact of rapid land use changes and conservation
practices. Agriculture, Ecosystems & Environment, 128, 225-238.

Walsh, C. J., 2000: Urban impacts on the ecology of receiving waters. aframework for
assessment, conservation and restoration. Hydrobiologia, 431, 107-114.

Yang, G, L. C. Bowling, K. A. Cherkauer, B. C. Pijanowski, and D. Niyogi, 2010:
Hydroclimatic response of watersheds to urban intensity: an observational and modeling-
based anaysis for the White River Basin, Indiana. Journal of

Hydrometeorology, 11, 122-138.

Yang, L., F. Tian, and D. Niyogi, 2015: A need to revisit hydrologic responses to
urbanization by incorporating the feedback on spatial rainfall patterns. Urban
Climate, 12, 128-140.

Zheng, Y., A. Kumar, and D. Niyogi, 2015: Impacts of land—atmosphere coupling on
regional rainfall and convection. Climate Dynamics, 44, 2383-24009.

Zhong, S., and J. Doran, 1995: A modeling study of the effects of inhomogeneous surface
fluxes on boundary-layer properties. Journal of the atmospheric sciences, 52, 3129-3142.

Zhou, L., and Coauthors, 2004: Evidence for a significant urbanization effect on climate
in China. Proceedings of the National Academy of Sciences of the United States of
America, 101, 9540-9544.



VITA



271

VITA

SUBASHINI SUBRAMANIAN
EDUCATION

Purdue University West Lafayette, IN
e Ph.D. Atmospheric Science December 2016
e Dissertation: Impact of Antecedent Land Surface Conditions on Post Landfall
Characteristics of Tropical Cyclones

e Awards & Honors: NOAA/ DTC Visiting Fellow * NSF/ NOAA visiting scientist
award ¢ Young Scientist award to attend Indo — US Advanced Training and
Workshop on Tropical Cyclones and Data Assimilation (India)

University of Madras (Madras Christian College) Chennai (India)
e M.Sc.inPhysics May 2010
e Thesis: Wind Tunnel Studiesto Understand the Impact of Horizontal Electric Fields

on Cloud Droplet Break-up
e Award & Honors: 1% Class with Distinction * Summer and Winter Research Fellow

University of Madras (Women’s Christian College) Chennai (India)
e B.Sc.inPhysics; Minor in Chemistry and Mathematics May 2006
e Awards& Honors: 1% Class with Distinction

RESEARCH EXPERIENCE

Purdue University West L afayette, IN
Ph.D. Research Assistant at | ndiana State Climate Office Aug 2011
— present

e Investigating how land surface affects hurricanes and implementing techniques to
improve hurricane track, intensity and rainfall predictions in hurricane models.

e Exploring how land useland cover change affects|arge scale and meso scal e westher.

e On-going collaborations with scientists and research teams from national labs such
as NOAA, NCEP, NCAR, Space Application Center (ISRO, India) and Indian
Institute of Technology (11T Delhi/ Bhubaneshwar)

Developmental Testbed Center Visiting Fellow (Boulder, CO) Jul 2016- Jun 2017

e Awarded an invited grant to implement hurricane land fall capability in idealized
version of HWRF.

e Mode will be available in the public domain for assimilation into research
community and related businesses.



272

NSF/NOAA Visiting Scientist (College Park, MD) Oct 2014 — present
o Awardedthefirst ever NSF/ NOAA funding for Ph.D. studentsto work in operational
environment.

e Improved hurricane forecasts by implementing a new land physics within the
operational hurricane forecast model.
e Enhanced flood prediction and a risk assessment for hurricane affected areas by
implementing new method in the operational hurricane model.
Indian Institute of Tropical M eteor ology Pune (India)
Research Fellow May — Dec 2009
e Won a competitive fellowship jointly awarded by Indian Academy of Sciences,
Indian National Science Academy and The National Academy of Sciencesin India.
e Studied the effect of pollutants on cloud droplets in thunderstorms that led to a peer
reviewed publication.

WORK EXPERIENCE

Krannert School of Business (Purdue University) West Lafayette, IN
Experiential Learning I nitiative — Consultant Pioneer Oil Company Jan-May 2016
¢ Designed and developed a Monte Carlo based financial tool for Pioneer Oil to assess
thefinancial viability of initiating chemical Enhanced Oil Recovery (CEOR) over the

[llinois oil basin.
e Thistool also assistsin price negotiation and quantization of risk for a project.
Kuiper Research & Educational ServicesPvt. Ltd Bangalore (India)
Scientific Officer — Academics Oct 2010 — May 2011

e |nitiated redesign of high school science curriculum with do-it-yourself experiments
and devel oped activity based programs to supplement textbooks which were adopted
by severa schools in Bangalore and Hyderabad.

e Engaged in Science Outreach in astronomy and space science. Promoted science
education and tourism.

Wipro Technologies Chennai (India)

Student — Computer Applications Oct 2006 — May 2008

e Managed ateam to support a mobile auditing application of Johnson Diversey Inc.,
that had over 500 end users.

e Selected to attend training in Racine, Wisconsin (USA) to develop and manage
mobile applications.
e Studied Point of Sale systems for Wipro’s Retail IT Solutions division.



273

TEACHING EXPERIENCE

Purdue University West Lafayette, IN
Teaching Assistant — Physics of Climate Jan — May 2014
e Instructed weekly review sessions and hands-on lab sessions for 25 students. Graded

3 exams and 8 lab exercises.

e Received 4.5/5 for effective presentation and accessibility in student evaluation.
Women’s Christian College Chennai (India)
Teaching Associate July — Oct 2010

e Courses: Electricity and Magnetism, Probability & Statistics, Physics of Sound

e Designed the course curriculum and mid semester exams for all the 3 courses.

e Instructed 3 courses with 30 students each on basic concepts in undergraduate level

physics.
TEAMWORK & LEADERSHIP EXPERIENCE
Madras Christian College Chennai (India)
Chairperson - Physics Society July 2009 — Apr 2010

e Revived a5-part lecture series named ‘Vistas in Physics’ to engage students on the
latest avenuesin physics.

e Organized an annua physics conference for students to share and exchange ideas.
The conference was extremely successful and saw participants from physics
departments across the country.

Bhumi -NPO/ NGO Bangalore (India)

Lead Volunteer Oct 2010 — May 2011

¢ Organized night sky observations and activity based programs to encourage science
education for children through Bhumi’s “Little Einsteins” program.

e As ateam, raised $2000 to install a small community center in Bangalore with
computers, books and other learning material to spread computer literacy among
under privileged students in the society.

PRODUCTS

e Landfalling capability in Idealized HWRF framework — Implemented at DTC. Release
Oct 2016
e HWREF coupled Streamflow model — NCEP/ EMC.

PUBLICATIONS

e Bhawankar R, Subramanian S, and AK Kamra (2014) Laboratory simulation of
spontaneous breakup of polluted water drops in the horizontal electric field. Journal of
Atmospheric and Solar-Terrestrial Physics: 147-152.



274

Subramanian S, Gopaakrishnan S, Tuleya R, and Niyogi D (2016) Impact of
Antecedent Land State on Post Landfall Tropical Cyclone Sustenance. Geophysical
Research Letters: (In Revision)

Subramanian S, Talapragada V, EkK MB, Gopaakrishnan S, Marks F and Niyogi D
(2016) Impact of Improved Land Surface Representation on Hurricane Rainfall.
Monthly Weather Review (Manuscript in submission)

Subramanian S, XiaY, YihuaWu Y, Ek MB, Tallapragada VV and Niyogi D (2016)
Development and Application of HWRF coupled River Routing Model. (2016) Journal
of Hydrometeorology (Manuscript in submission)

BOOK CHAPTERS

Niyogi D, Subramanian S, and Osuri K (2016) The Role of Land Surface Processes
on Tropica Cyclones: Introduction to Land Surface Models. Advanced Numerical
Modeling and Data Assimilation Techniques for Tropical Cyclone Predictions, Capital
Publishing Co., India and Springer, Germany

Niyogi D, Osuri K and Subramanian S (2016) The Role of Land-Surface Processes
on Extreme Weather Events. Land Data Assimilation. Advanced Numerical Modeling
and Data Assimilation Techniques for Tropical Cyclone Predictions, Capital
Publishing Co., India and Springer, Germany

Niyogi D, Subramanian S, Mohanty UC, Osuri K, Kishtawal CM, Ghosh S, Nair
US, Ek M and Rajeevan M (2016) Perspectives on the Impact of Land Cover and
Land Use Change on the Indian Monsoon Region Hydroclimate

CONFERENCE POSTERS & PROCEEDINGS

Subramanian S, XiaY, Wu Y, Ek MB, Tallapragada V, and Niyogi D (2016) Impact
of improved initial land surface conditions on HWRF simulations and HWRF coupled
streamflow routing model. 14B.4 presented at 32st Conference on Hurricanes and
Tropical Meteorology, San Juan, PR.

Subramanian S, Gopalakrishnan S, Halliwell G, and Niyogi D (2014) Idealized Study
of Land Surface Impacts on Tropical Cyclone Intensity Predictions Using the HWRF
Modeling System. 15A.8A presented at 31st Conference on Hurricanes and Tropica
Meteorology, San Diego, CA.

Subramanian S, Gopalakrishnan S, Niyogi D, and Marks Jr. F (2012) Effect of Land
and its Surface Characteristics on Tropica Cyclone Intensity and Structure — An
idealized study using HWRF. A41E-0033 presented at 2012 Fall Meeting, AGU, San
Francisco, CA.

Subramanian S, Kumar A, Niyogi D (2012) Impact of Reanalysis Forcing Data —
NCEP-FNL, NASA-MERRA and ECMWF-ERA Interim on Tropical Cyclone
Forecasts: An Analysis over the North Indian Ocean, UA-36 presented at 4th WCRP
International Conference on Reanalysis, Silver Spring, MD.



	Purdue University
	Purdue e-Pubs
	12-2016

	Modeling the impact of land surface feedbacks on post landfall tropical cyclones
	Subashini Subramanian
	Recommended Citation


	untitled

