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ABSTRACT 

Dubikovsky, Sergey I. . Ph.D., Purdue University, December 2016. The Association 
between Tolerance for Ambiguity and Fear of Negative Evaluation: A Study of 
Engineering Technology Capstone Courses. Major Professor: Matthew Ohland. 
 
 
For many students in engineering and engineering technology programs in the US, senior 

capstone design courses are mandatory for graduation. Also, the same courses are 

required by accreditation bodies such as ABET, Inc. and others. The students must form a 

team, define a problem, and find a feasible technical solution to address this problem. In 

other words, students must demonstrate the knowledge and skills acquired during their 

studies at the college or university level. In reality, however, there are many additional 

non-technical, so-called “soft” skills, present in such projects. The most prominent 

example is that the majority of the listed steps do not have a single “correct” resolution. 

Instead, there is an array of solutions, many of which could be successfully used to 

achieve the final result. This situation creates roadblocks and anxiety during the projects.  
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This study examined the main topics: 

• What is the association between tolerance for ambiguity and fear of negative 

evaluation at the beginning and the end of engineering technology capstone 

courses? 

• How does exposure to ambiguity prior to capstone courses and during them affect 

tolerance for ambiguity? 

The study looked at the standard educational practices to see if they have unintended 

consequences, such a social anxiety in dealing with ambiguity. Those consequences are 

highly undesirable because they reduce students’ learning. It was hypothesized that the 

lecture-based approaches that are more common in the first three years of study would 

not prepare students for self-directed capstone courses because the students would rarely 

have experienced problem-based learning before.  

The study used a quantitative approach and examined students’ perceptions of their 

tolerance for ambiguity, and social anxiety before and after their senior capstone design 

experience. A survey instrument was adapted to measure exposure to ambiguity, which 

was studied as a potential moderator of the relationship between social anxiety and 

tolerance for ambiguity.  

The study indicated that social anxiety, as measured by fear of negative evaluation, does 

not play a major role in capstone courses. The second finding is that a single course, even 

if it was administered as a problem-based senior class, failed to increase students’ 

tolerance for ambiguity. Students with low tolerance have more problems with ambiguity, 

whereas students with high tolerance can more easily endure changes and find it easier to 

act in the absence of complete information. The third important finding was that exposure 
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to ambiguity prior to capstone courses does affect tolerance for ambiguity while 

controlling for instructor and if exposure to ambiguity is included as a moderator. It was 

not in the scope of this study to explore the effect of instructor more deeply, but this 

provides a direction for future research, especially in this time of expanding 

implementation of project- and problem-based learning methods in technical curricula.  
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CHAPTER 1. INTRODUCTION 

1.1 Statement of the Problem 

What is the association between tolerance for ambiguity and fear of negative evaluation 

at the beginning and the end of engineering technology capstone courses? How does 

exposure to ambiguity prior to capstone courses affect tolerance for ambiguity? 

Tolerance for ambiguity and anxiety are widely researched in the medical and 

management fields. In engineering and engineering technology, however, these concepts 

are much less explored, despite the fact that engineering is ambiguous and uncertain by 

its very nature. Koen (2003) defined the engineering method as “the strategy for causing 

the best change in a poorly understood situation within the available resources” (p. 7). 

Examples of those resources are limited time, lack of absolute knowledge about the world 

and how it relates to society’s wants and needs. Despite the fact that there have been 

years of studies by psychologists, management experts, and educators, the field of 

ambiguity and its role in education is mostly still unknown and not well understood 

(Atkinson, 1984; Fox, 1957; Katz, 1984; Simpson, Dalgaard, & O'Brien, 1986). The 

guidance of an experienced instructor and the opportunity to receive first-hand 

experience through practical and useful active learning projects helps to reduce or 

maintain both ambiguity and uncertainty  
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(Klahr & Nigam, 2004; Mayer, 2004). As another benefit, students learn how to use 

many available industry methods and tools when dealing with those topics (Dubikovsky 

& Kestin, 2012). 

 

1.2 Context and Background 

Tolerance for ambiguity was originally treated as a personality trait, which means that the 

same person in different situations demonstrates the same tolerance (Adorno, Frenkel-

Brunswik, Levinson, & Sanford, 1950). It was also initially believed that the ability to 

tolerate ambiguity is a part of a person’s innate personality (Feather, 1971; MacDonald, 

1970; Trapnell, 1994). However, William Scott (1966, 1969) did not agree with this 

approach and, together with Durrheim and Foster, offered their theory where tolerance 

for ambiguity could be situation-specific. According to these later and well-received 

investigations, if an individual is intolerant of ambiguity in one specific situation, it does 

not necessarily follow that he or she is ambiguity-intolerant overall (Durrheim, & Foster, 

1997). Koretsky et al. (2011) moved even further and demonstrated that some 

interventions and activities have the ability to, in fact, improve tolerance for ambiguity. 

The current study is based on findings of those researchers and subjects were chosen 

from senior engineering capstone classes of students from Purdue University’s 

Polytechnic Institute. The courses were required for the ABET TAC-accredited degree 

programs. These students have knowledge of using hand tools and equipment like lathes, 

milling machines, band saws, and hand tools. At the capstone stage they needed to 

participate in the generation of new designs and to produce tangible products. The 
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capstone courses are often the only classes where it is possible to demonstrate everything 

the students learned during their degree program study; such as knowledge of aircraft or 

other systems and how they function together, metallic and composite material science, 

testing, design and manufacturing processes, and metal cutting.  

 

1.3 Purpose and Objectives of the Study 

The purpose of this study was to (1) analyze students’ perceptions during a problem-

based engineering capstone experience, (2) describe how this experience relates to 

anxiety and tolerance for ambiguity, and (3) determine the association between tolerance 

for ambiguity and fear of negative evaluation in senior capstone courses. This 

information could be used to develop many forms of active learning in preparing students 

for the workplace, and provide a basis for further research. 

 

1.4 Significance of the Problem 

Now, more than ever, engineers are exposed to an ever-changing world and rapid 

development of new technologies (Augustine, 2005; Christensen, 1997). The global 

economy plays an especially important role in this fluidly-changing environment (ASEE, 

2010; Ayokanmbi, 2011; Dossani, & Kenney, 2006; Farrell, Laboissie`re, & Rosenfeld, 

2006; Leiblein, 2003; Lewin, & Peeters, 2006; Maskell, Pedersen, Petersen, & Dick-

Nielsen, 2006). The American Society for Engineering Education (2010) summed this up 

in the Green Report: “the practice of engineering is now global (p. 3).” Practicing 

engineers must be extremely adaptive, mentally flexible and possess high tolerance for 
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ambiguity and maintaining low levels of anxiety to be successful in the current world 

(Schwartz, & Bransford, 1998; Schwartz, & Martin, 2004). This brings an importance to 

this issue in the college and university environments. Some researchers indicated that 

intolerance of ambiguity is a personal trait and could be altered (Durrheim, & Foster, 

1997; Koretsky, Kelly, & Gummer, 2011; Scott, 1966, 1969), yet there is also strong 

opposition to this point of view (Feather, 1971; MacDonald, 1970; Trapnell, 1994). 

Management and medical programs employ teaching methods to improve tolerance for 

ambiguity (Foxman, 1976; Geller, Faden, & Levine, 1990; Hmelo, 1997; Katsaros, & 

Nicolaidis, 2012; Rotter, & O’Connell, 1982; Schere, 1982), but engineering and 

engineering education is lagging in this field. In most cases, active learning, including 

project- and problem-based methods, is used to deliver the desirable outcome. Based on 

constructivism (Perkins, 1991; Piaget, 1969; Vygotsky, 1978) and according to many 

researchers (Dewey, 1938; Kilpatrick, 1918, 1921), active learning is an excellent method, 

but it does have its own pitfalls, one of which is that students may not be successful or 

perform well on something they do the very first time (Chi, DeLeeuw, Chiu, & 

LaVancher, 1994; Lesgold, Rubinson, Feltovich, Glaser, Klopfer,  & Wang, 1988; 

Novick, & Hmelo, 1994;).  To make the matter worse, often intricate relationships 

between long-term and working memories are ignored in human cognitive architecture 

during active learning activities, which could potentially lead to an ineffectiveness of any 

form of active learning. Learners’ long-term memory is altered through their working 

memory (Kirschner, Sweller, & Clark, 2006). Another aspect is that the human memory 

is unable to process a large amount of information at one time (Kirschner, Sweller, & 

Clark, 2006).  
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An instructor serves as a facilitator during any type of active learning and careful design 

of learning activities is another factor that must be considered (Greeno, Collins, & 

Resnick, 1996; Hmelo-Silver, 2002; Hmelo-Silver, & Barrows, 2006; Koschmann,  

Myers, Feltovich, & Barrows, 1994). Frequently, these factors are ignored during 

implementation of problem- and project-based learning activities and this fact has gone 

unnoticed because of a lack of direct measurement of the effectiveness of active learning 

activities (Dods, 1997; Norman, Brooks, Colle, & Hatala, 1998).  

The Six Sigma methodology and various project management tools are widely utilized in 

many industries to reduce uncertainty and ambiguity by applying a systematic and logical 

approach, by slicing a big problem into smaller, better managed pieces (Dubikovsky, & 

Kestin, 2012). An opportunity for students to actually work on a real product, process, 

or/and service under the guidance of an experienced and educated instructor, provides 

first-hand experience on how to reduce both ambiguity and uncertainty and how to use 

many available tools when dealing with these topics.  

 

1.5 Research Questions 

This study examined the main topics: 

• What is the association between tolerance for ambiguity and fear of negative 

evaluation at the beginning and the end of engineering technology capstone 

courses? 

• How does exposure to ambiguity prior to capstone courses and during them affect 

tolerance for ambiguity? 
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1.6 Definitions 

Yurtsever (2001) defines tolerance for ambiguity as “the extent to which an individual 

feels threatened by an ambiguous situation.” If a situation is not fully and clearly defined, 

individuals with high tolerance for ambiguity perform better and experience less anxiety 

than those with low tolerance for ambiguity. 

The terms uncertainty and ambiguity are often used interchangeably. Both of those 

concepts have similar physiological effects, but those terms are not exactly the same. 

Their time frame separates them: ambiguity is connected to the present and uncertainty 

refers to the future.  

 

1.7 Limitations 

This study concentrated on yearlong senior capstone design courses in the School of 

Aviation and Transportation Technology and School of Engineering Technology 

(Aeronautical Engineering Technology, Mechanical Engineering Technology and 

Electric Engineering Technology programs) of Purdue University. It was determined that 

an active learning approach would be the best way to assess the outcomes in question. 

This is in part because highly structured lecture-based courses do not leave many options 

to introduce uncertain or ambiguous situations. The initial number of participants was 

150; most of them were 20-22 years old. The study took place throughout two semesters  
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of senior engineering capstone courses. The first semester was the proposal stage of a 

design, with implementation of the design during the following semester. The researcher 

was an instructor in one of those courses, but not in all.  
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CHAPTER 2. LITERATURE REVIEW 

2.1 Uncertainty vs. Ambiguity 

Though one maybe be tempted to use the words uncertainty and ambiguity 

interchangeably, it is important to understand that they are not the same. The terms 

tolerance for ambiguity and tolerance for uncertainty do, however, have similarities. The 

first of these similarities is that both mean a person’s tendency to consider particular 

situations as a source of discomfort or as a threat (Kirton, 1981, MacDonald, 1970, 

McLain, 1993, Furnham, 1994; Krohne, 1989, Ladouceur, Gosselin, & Dugas, 2000). 

Another similarity is that in both cases individuals respond to threat or discomfort with 

emotional, cognitive, and behavioral feedback (Bhushan & Amal, 1986; Freeston, 

Rhéaume, Letarte, Dugas, & Ladouceur, 1994).  

The main difference between these terms lies in the time frame. Ambiguity is applied to 

the present while uncertainty assumes a future situation. This means that individuals with 

intolerance for ambiguity treat a current situation for which they perceive they have 

insufficient information as a threat; people with intolerance for uncertainty are affected 

by an unpredictable situation, which has the potential to occur in the future. Both 

conditions lead to anxiety and discomfort though the timeline differs.    
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2.2 Ambiguity/Uncertainty as Inherent in Engineering 

As Koen (2003) described, ambiguity and uncertainty is a central part of engineering and 

its methods. Koen defined the engineering method as “the strategy for causing the best 

change in a poorly understood situation within the available resources” (p. 7). To 

understand this definition better, one must look at all of its components. 

Thus, the engineer is required to see opportunities for change and to act as a vehicle for 

this change. Yet, as Koen points out, the engineer can never fully understand the 

complexity of the system being changed because the engineer does not have absolute 

knowledge of it. The second challenge is that one of the missing pieces of understanding 

is that the engineer does not know the best way to achieve the goal of implementing a 

change, so any attempt at change could lead to unintended consequences. In practice, 

then, an engineer must set out to cause change with a set of certain limitations and 

assumptions, as well as consider some ideas about how this change would fulfill the 

needs or wants of society. The third challenge is that those needs or wants could change 

at any moment for a multitude of reasons. The fourth and last challenge is that society, in 

general desires certain products or services; however, it is never clear that individuals 

actually want those results. In addition to the ambiguity and uncertainty as to how to 

cause change, there is uncertainty in the end goal based on what is meant by best.  

Resource limitations preclude aspiration to Plato’s definition of “best” and required the 

engineer to consider a more practical approach in place of “an ideal, perfect form of, say, 

beauty, justice, or whatever is an ultimate best and then considering approximations to 

this form as better and better as they approach this ideal” (Koen, 2003, p. 15). Instead of 
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finding the perfect solution, the engineer must “settle” for a workable and optimum one. 

However, this found solution might not be transferrable to another unstructured problem. 

Further, the solution must also fulfill a multitude of criteria, not just one. These 

requirements often, but not always, conflict with one another. A good example would be 

a lightweight aircraft that is durable, and has good structural strength. The first 

requirement does not match the last two but all of them could be equally important. 

Aeronautical engineers must deal with this kind of dilemma. Another example would be a 

conflict between desired complexities of a device’s performance and ease of its operation, 

as seen in modern cell phones, digital cameras, and other products. All of those 

conflicting requirements, needs, and wants, increase the ambiguity inherent in the 

engineer’s work. 

Because of limited resources, the engineer must find a compromise, given some 

ambiguity and uncertainty, for an optimum solution while meeting an acceptable level of 

the design requirements by employing mathematical modeling to foresee desirable results. 

Evaluation of the “best” has turned into a well-defined procedure in a social context: 

“Unlike science, engineering does not seek to model an assumed, external, 

immutable reality, but society’s perception of reality including its myths 

and prejudices. … Likewise, the engineering model is not based on an 

eternal or absolute system, but on the one thought to represent a specific 

society.” (Koen, 2003, p. 18-19) 

Several complications and ambiguity also arise when an engineer must join a team to 

perform, but must simultaneously create individually on her or his own. In the modern 

world economy, the engineer could work on fulfilling needs of the society with other 



11 

 

professionals all over the globe, but this situation increases ambiguity and uncertainty: 

How would the engineer fit in the team? How would he or she handle a different culture, 

be it company rules or ethnical differences in the other country? Philosophically speaking, 

engineering artifacts are reproduced in the “dual nature:” through functional and 

structural modes (Bucciarelli, 2003).  

All of those challenges are present in a senior engineering capstone course, yet the 

students generally do not possess enough experience and knowledge to handle the issues 

without the guidance of an experienced instructor. 

 

2.3 Ambiguity/Uncertainty and Engineering Process/Engineering and Design Problems 

Cross (1984) described engineering problems as “ill-structured” and “wicked.” They are 

based on a wide range of assumptions, which are made by designers. Design problems 

are underdetermined, where there is not a closed pattern of reasoning connecting needs 

and requirements of the project with a resulted artifact (Dorst, 2003). Roozenburg and 

Eekels (1995) argued that requirements, intentions and needs are impossible to finalize 

completely. Another difficulty lies in the fact that those concepts don’t even exist in the 

same “conceptual world” with structures (Meijers, 2000). In other words, information for 

a design is incomplete and open to interpretation by a designer. This interpretation is 

done throughout the design process, which consists of many steps. During each phase, 

certain assumptions are made and solutions are found based on those requirements. Also, 

many interpretations are driven by a designer with his/her own preferences and 

experiences (Dorst, 2003). 
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Epistemologically, design problems are based on both positivism and phenomenology, 

which are the opposite sides of the philosophical spectrum (Coyne, 1995, Varela, 1991). 

On one hand, positivistic epistemology drives the rational problem solving component. 

On the other hand, reflective practice lies in the nature of phenomenology. Schon (1983) 

described reflective practice as “the artistic, intuitive processes which some practitioners 

do bring to situations of uncertainty, instability, uniqueness, and value conflict." 

According to the positivistic point of view, an individual exists in an objective world and 

learns about it through his or her senses. However, the phenomenological approach 

dictates that a person is dynamic and is influenced by an environment and how he or she 

perceives it. In this case, it is impossible to disconnect a person and an object (Merleau-

Ponty, 1962). According to Gadamer (1986), interpretation is a tool to connect the gap in 

the dual nature of design problems. That brings us to situated problem solving, where all 

design problems can only be seen through a designer’s point of view and senses (Varela, 

1991).  

Design process addresses a future as it was reflected by Gregory (1966): 

“The scientific method is a pattern of problem-solving behavior employed 

in finding out the nature of what exists, whereas the design method is a 

pattern of behavior employed in inventing things...which do not yet exist. 

Science is analytic; design is constructive.”  

In his Designerly Ways of Knowing, Cross (1982) has identified five facets of design: “(1) 

Designers tackle 'ill-defined' problems, (2) Their mode of problem-solving is 'solution-

focused'; (3) Their mode of thinking is 'constructive'; (4) They use 'codes' that translate 
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abstract requirements into concrete objects; (5) They use these codes to both ‘read’ and 

‘write’ in ‘object language” (p. 226).  

From those aspects, he justified three main areas for design in education: 

• “Design develops innate abilities in solving real-world, ill-defined problems.  

• Design sustains cognitive development in the concrete/iconic modes of 

recognition  

• Design offers opportunities for development of a wide range of abilities in 

nonverbal thought and communication” (p. 226).  

Those areas are very applicable to a senior design course. Open-ended problems without 

a definite correct solution are complicated by working in a team environment under 

guidance of an instructor. 

 

2.4 Engineering, Intellectual Development, Design, and Ambiguity 

There is a strong relationship between undergraduate students’ intellectual development 

and the Perry Scheme of Intellectual and Ethical Development (Perry, 1999), which is 

widely used to analyze students’ epistemic cognitive development in a college 

environment. It was developed by William Perry during his tenure at Harvard 

University’s Graduate School of Education. He limited his research to examining 

undergraduates throughout their studies (Harvard Office of News and Public Affairs, 

May 27, 1999). According to Perry, each person has an opportunity to move through four 

stages in his or her development during their lives. It starts with the dualism stage where 

everything is black and white, good or bad, right or wrong (Perry, 1999; Prichard, & 
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Sawyer, 1994). At this stage an instructor is viewed by majority of learners as an absolute 

carrier of knowledge; the role of a student is to work hard and receive facts from a 

professor. This point of view changes at the multiplicity stage, where some students start 

to treat information from an instructor with respect, but realize that it is open for 

interpretation. Knowledge is not black and white anymore and uncertainty is 

acknowledged. At the third stage, contextual relativism, some students shift responsibility 

of learning from the instructor to themselves. Most undergraduates stop at this stage of 

the process and very little progress to the final stage: commitment in relativism, where 

knowledge and ethical choices become inseparable. It is worth noting that most studies 

which used the Perry Scheme of Intellectual and Ethical Development are concerned with 

the dualistic to multiplicity transition.   

For example, Carmel-Gilfilen and Portillo (2010) examined the evolution of design 

criteria in 32 undergraduate students in an interior design program at a large public 

university. The authors employed two instruments: the Measure of Intellectual 

Development (MID) and the Measure of Designing (MOD). Both tools were 

administered in the form of essays, assessing different aspects of experiences. Three 

major approaches were found: a) prescribed method, where students view design criteria 

as the driving force for solutions and options. In this approach, the students were “stuck” 

on a basic solution and did not reach full potential; b) foreclosed approach, where 

students saw criteria as a block to creativity; and c) integrated method, where students 

realized more than one criterion existed in their design. However, it should be noted that 

even the integrated group had difficulty weighing the criteria. The first two methods were 
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employed mainly by dualistic thinkers; the last one was used primarily by multiplistic 

thinkers.  

The main finding of this particular study was that the researchers established a 

relationship between the Perry model and the way students perceive and approach design 

tasks, such as (1) the design process itself, (2) selection of assumptions, (3) acceptance of 

limitations and specific design steps, as well as (4) evaluation of design. A clear 

progression of development from black and white extremes to a multitude of ways to 

understand knowledge was observed in both design-oriented and global thinking. It was 

also noted that this progression was related directly to the number of years in college. 

Most freshmen demonstrated dualistic thinking, while many seniors moved to the 

multiplistic stage, which is consistent with previous studies in the field (Kitchener, & 

King, 1989). At the same time, some students learned that criteria are not simple sets of 

rules and are not a limiting factor for creativity. Those students demonstrated integration 

of different criteria into a final design with a multitude of options. However, students 

who practiced the prescribed method still viewed assumptions as an absolute and non-

negotiable requirement and never reached their potential in creative design. Also, 

dualistic thinkers generated a limited a number of design criteria as well, which reduced 

innovation and creativity.  

Wise, Lee, Litzinger, Marra, and Palmer (2004) performed a four-year longitudinal study 

at the Pennsylvania State University, University Park campus. The authors studied 

undergraduate students’ intellectual development throughout their tenure at the institution 

using the Perry Scheme of Intellectual and Ethical Development (Perry, 1999). The goal 

of the study was to answer the question: “What is happening as far as intellectual change 
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with our engineering undergraduates?” (Wise, Lee, Litzinger, Marra, & Palmer, 2004, p. 

109). The researchers used a semi-structured interview approach because it proved to be 

the most appropriate and allowed collection of the richest data. In first two years in the 

engineering undergraduate programs at the university, the participants of the study were 

mostly exposed to large, lecture-based classes. The first design course, which provided 

hands-on and problem-solving opportunities in a team environment, was offered for 

students’ third year. The researchers noted a significant difference in Perry scores 

between students who took this design course and those who did not. This was attributed 

to real-life projects with industry involvement, where the participants were exposed to 

ambiguity by nature of the projects. Strict and well-defined requirements and 

expectations of familiar lecture-based courses were replaced by the engineering open-

ended problems. Also, it was found that those measured differences disappeared between 

the first and third interviews three semesters later.  

Using an analysis of variance (ANOVA), the main finding was that the student’s school 

year has a significant effect on Perry ratings, which is consistent with the Perry model. 

Because of the strong “school year factor” (Wise, Lee, Litzinger, Marra, & Palmer, 2004, 

p. 107), additional ANOVA Bonferroni test revealed significant variance between the 

first and the fourth years, as well as the third and the fourth years. Very little intellectual 

growth happened during the second year. The researchers think that this is because most 

courses during this year were organized in such a way that the instructor appeared to be 

an authority person and tended to transfer his or her knowledge through lectures to 

students who were passive recipients of information. It is worth noting again that the first 

design course is offered only on the third year in the engineering programs in addition to 
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specialized engineering classes. The third year is also a year when students entered their 

majors. According to the Perry scheme, the situation with only lecture-based courses is 

less beneficial to learning. The increased growth in the last year was explained by the 

researchers that teamwork and project-based learning drove the students’ intellectual 

development.   

Downey and Lucena (2003) took a different approach in studying team interactions and 

students’ design experience. They concentrated on understanding engineering students’ 

difference between science and design to improve engineering education. They found that 

incoming engineering students don’t make a distinction between those two concepts. 

Also, the researchers found that “students learning engineering problem-solving 

experience a challenge to make themselves invisible in engineering work” (Downey, & 

Lucena, 2003, p. 170). Downey and Lucena provided practical observations. For example, 

they witnessed the struggle of the research subjects with initial problem definition, even 

though this was a major element of the design experience and was required for successful 

completion of the course. This confusion was overcome by doing research and specifying 

main terms and conditions. Another “stumbling block” was treating the course as a two-

credit hour class only with no or very little individual study outside of the course. The 

students also limited design concepts to a major-specific science and efforts to “make it 

fit,” and to dismiss the instructor’s suggestions to open up those major-specific solutions 

to other fields of engineering, to explore options outside of students’ expertise. At the 

same time, the students treated the instructor as an “absolute authority” by concentrating 

their efforts to explore the professor’s ideas only. Another challenge lies in attempting to 

treat the senior design course as a regular engineering course, where students concentrate 
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on typical assignments like homework, quizzes, and tests. These activities are usually 

scheduled and administered by an instructor and don’t need students’ input and effort to 

stay on track throughout a semester. The authors noted that one of the teams spent on 

average 15 minutes a week on the project instead of the six hours required by the syllabus. 

Most of the work was done in the last few days of the semester end. 

In sum, the students tried to employ the same approach of simply following instructions 

and lectures, and structured class activities for engineering design as they did for 

engineering science and problem-solving in mathematics. For example, a few major 

elements of the engineering practice and knowledge went unnoticed by some students, 

because those tasks were not specifically designated as gradable assignments. To make 

the issue even more difficult, design is not governed by a single equation like in many 

engineering sciences and, in many cases, cannot be reused for different applications. 

Those issues led some students to believe that the design experience was a waste of time. 

In other words, many students demonstrated attributes of dualistic learners, who accept a 

black-and-white view of the world where there is no variety of options available to 

achieve innovative solutions to open-ended problems. However, other students did realize 

that, even when a design is about individual choices, it is based on engineering 

knowledge. In this case, those students showed attributes of multiplistic thinkers and 

understood the complexity of the design process, which led to creative solutions. 

All of those findings, according to Downey and Lucena, prove that there is disconnect 

between engineering design and engineering science. The students misunderstand design 

process as a creative and open-ended activity, which depends on multitude of options, 

requirements, and assumptions. As a solution to this disconnect, per the researchers, 
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adding more design courses in the first year of an engineering program is beneficial, but 

curricula must also follow and include recent changes in science as well. As the authors 

put it, educators must realize that “engineering practice necessarily involves working and 

engaging in problem solving with others who define problems differently than one does” 

(Downey, & Lucena, 2003, p. 174). 

As intellectual development continues after graduation, so do graduates’ interpretation of 

design. Former students find jobs and slowly become experts in specific fields, including 

design. How does this happen? Ahmed, Wallace, and Blessing (2003) undertook a study 

to examine how novice and experienced designers approach the design process in the 

aerospace industry and how this transition from the former to the latter takes place. One 

of the problems in identifying a multitude of solutions is that rules are not well defined 

but are open to interpretation on every step of the design process (Cross, & Cross, 1998; 

Goldschmidt, 1997). This issue leads to uncertainty and ambiguity of the tasks. Also, 

novice and experienced designers use different approaches in their work. Novices tend to 

perform backwards and apply a deductive approach; experienced designers reason 

forward and later alternate between those two methods (Ericsson, & Charness, 1997; 

Waldron, & Waldron, 1996). The difference is not limited to various strategies, but an 

expert has the ability to hold more data in working memory (Ericsson, & Charness, 1997). 

The major finding of the Ahmed, Wallace, and Blessing’s study was that novice and 

experienced designers used different design patterns. Novices (nine months to five years 

on a job) tend to employ mainly trial and error, which results in a significant number of 

iterations and takes a longer time to completion. Inexperienced designers rushed to 

implementation of a design immediately after its generation and evaluated it afterwards. 
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Experienced designers (eight to 32 years in industry) evaluated a design before it was 

implemented with the final evaluation taking place after the design’s implementation. 

This method did reduce the number of design cycles and, in the end, saved engineering 

time. These were not the only issues the researchers found. Novices and experienced 

designers used different design strategies to achieve the desired result. The latter group 

referred most often to previous designs they had worked on, which was one of the most 

important discoveries in the study.  

Based on those findings, it is possible to identify a parallel to engineering and 

engineering technology students, who fall into the novice category. The fact that only 16 

weeks are given for completing the design course makes the task even harder on the 

students. First of all, they don’t have enough experience with the design process and 

don’t understand all the requirements and available options. Secondly, students are 

stressed to provide a workable design and implement it in the same amount of time 

without some needed iterations to sort out ambiguity of the process. Basically, their 

design must work on the first run. In this case, it might be beneficial to offer multi-

semester capstone design course versus a single-semester class. The students must be 

provided time to iterate their design and to build expertise in the process. This should 

give an opportunity to the students to make a smooth transition to an expert. 

Many researchers agree that ambiguity of the design process is amplified and caused by 

potential miscommunication on different levels between all parties involved in the 

process. For example, Eckert (1997, 1999, 2001) studied the knitwear design process 

between 1992 and 1998 to discover a major bottleneck of this process, which she thought 

was miscommunication between designers and technicians. Similar scenarios exist when 
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engineering technology students are working with engineering students or industry 

representatives. During Eckert’s studies, she visited a number of knitwear companies in 

Italy, Germany, and Britain, and talked to more than 80 professionals involved in the 

process. The researcher found that the biggest problem was that technicians have 

different knowledge and skills than designers and this alone led to misunderstanding the 

information designers want to convey. This particular study looked at sketches, gestures, 

and computer supported data.    

The reason for this miscommunication is rooted in the ambiguous nature of design. 

Designers and technicians have different definitions of design. To make the issue more 

complex, even the word ambiguity has multiple meanings. According to Merriam-

Webster (n. d.), it could mean “a: the quality or state of being ambiguous especially in 

meaning; b: a word or expression that can be understood in two or more possible ways: 

an ambiguous word or expression.” One can’t ignore the first aspect of ambiguity, yet 

Stacey and Eckert (2003) concentrated on the second concept, which is the existence of a 

multitude of interpretations of ideas in the design process. The authors viewed ambiguity 

as a beneficial component of the process because it promotes creativity by allowing 

reinterpretations, such as sketches and computer modeling. Schön (1983) looked at those 

as conversations because designers always see more information in sketches than they put 

down on paper. This also could and does lead to ideas generated under certain limitations 

and design constraints (Finke, 1990). In the Aeronautical Engineering Technology (AET) 

program at Purdue University, students are tasked to come up with at least three different 

concepts of their technical solutions to fulfill a need. Those sketches must be generated 

by the whole team, which is required to use a brainstorming session with all ideas 
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recorded in a design book. Students are allowed to use 3D CATIA software, but it is not 

mandatory to do so (Dubikovsky & Kestin, 2012). 

Based on the above mentioned Stacey and Eckert (2003) study, Cardella and Lande (2007) 

examined the relationship between ambiguity and design thinking and mathematical 

thinking. They also looked at sources of ambiguity and engineers’ reactions to 

uncertainty. The researchers found that their subjects tried to reduce ambiguity instead of 

preserving it. For example, in one instance the group looked at certain solutions after 

receiving the additional rules for brainstorming in place of generating new ideas. Some 

reduction of ambiguity was done through application of mathematical thinking, the most 

common of which was estimation of certain factors, values, requirements, and constraints 

in numerical form. This became sort of a bridge between both forms of thinking. 

However, previous studies indicate that engineering students are not skilled enough in 

estimation (Dym, 2006).   

The other useful component of ambiguity is the social nature of design. Designers rarely 

work alone; most of their time is spent in groups, discussing and brainstorming ideas, 

concepts, and details of projects. The organizational culture, roles and duties of designers, 

and interrelations between professionals bring certain influences to those group activities, 

but don’t change the social aspect of the design process (Bucciarelli, 1988, 1994; 

Henderson, 1999; Minneman, 1991). Minneman (1991) also argues that most of those 

interactions are negotiations to achieve mutual understanding, not necessarily bring 

disclosure on an idea. This is very similar to the way AET students work on their projects 

in teams of three to five members.    
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Ambiguity requires coping strategies to deal with it. Those mechanisms include the use 

of gestures, sketches, and speech to reduce or maintain uncertainty (Tang, 1989, 1991; 

Tang and Leifer, 1988). The researchers found that a process of creating sketches and 

other representations is equally as important as the representations themselves. The same 

conclusion was reached by Neilson and Lee (1994) who studied how architects and their 

clients come to an understanding during kitchen layout projects. Most misunderstandings 

arose because there was no clear relationship between expressed words and graphical 

interpretations. Both sides must possess previous knowledge and experience to interpret 

information correctly. It is highly possible that a designer and a client operate from 

different object worlds (Bucciarelli, 1988, 1994). Sometimes that is what happens 

between designers and technicians, as well as engineering professors and engineering 

technology students.   

In conclusion, it is safe to state that ambiguity and design have more than a simple, 

straightforward relationship. Design is a creative process, which does not have a single 

correct answer. Contrarily, there are a multitude of solutions to fulfill the design. This 

alone is a main source of ambiguity. In addition, according to Dym (2006) designers must 

deal with incomplete information and imperfect modeling. Bucciarelli (1996) adds that 

different skill levels and professional backgrounds lead to variance in understanding of 

sketches and other representations. All together this creates a situation open to 

misinterpretation. Epistemic cognitive development, intellectual growth, design and 

mathematical thinking, cultural background, teamwork, communication and 

miscommunication, and many other issues make this connection extremely ambiguous 

and constitute an interesting topic for further research in general and in the field of 
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engineering education in particular. Addressing those complex matters in instructional 

curricula is a challenge many programs are facing. One of first possible steps in this 

development would be an in-depth study of students’ tolerance for ambiguity, reduction 

of social anxiety, and fear of negative evaluation and their connection to the capstone 

design courses. Also, communication is a vehicle to reduce, ideally to remove, ambiguity 

from the design process through sketches, computer representations or/and by face-to-

face meetings and conversations. All of those ways to communicate, plus other means 

like Dropbox, Google Documents, and email, for example, are employed by the research 

subjects to relay information to their engineering counterparts. It is also noted that 

ambiguity is not necessarily a negative issue. It does have certain benefits like allowing 

creativity to flourish. As a result, alternative solutions emerge, which can improve the 

product. Adjusting project requirements and proposed solutions through negotiation is a 

major part of every design process. Communicating ideas is a crucial part of the process 

and it also helps to clarify misunderstandings. Maher and Simoff (2000) discovered that 

20 percent of all communications between designers take place to make sure all parties 

involved are “on the same page.” This alone reduces cost and time wasted. In sum, 

“ambiguity is essential to the design process, allowing participants the freedom to 

maneuver independently within object worlds and providing room for the recasting of 

meaning in the negotiations with others.”  (Bucciarelli, 1994, p. 178). 
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2.5 Research on Tolerance for Ambiguity 

There has been a great deal of research on tolerance for ambiguity that discusses the 

complexity of the topic. Despite the fact that there have been years of studies by 

psychologists, management experts, and educators, the field of ambiguity and its role in 

education is mostly still unknown and not well understood (Atkinson, 1984; Fox, 1957; 

Katz, 1984; Simpson, Dalgaard, & O'Brien, 1986). However, by conducting the past 

studies, studying and analyzing results, a solid theoretical foundation has been laid for 

future research projects and discoveries.  

To begin the discussion about tolerance for ambiguity, refer to Furnham and Ribchester 

(1995), who defined tolerance for ambiguity as the way a person (or a group of people) 

perceives and processes unfamiliar, partial, or overly complex information in ambiguous 

or uncertain situations. In such conditions, people with a low tolerance for ambiguity 

experience anxiety and become stressed. In contrast, individuals with a high tolerance for 

ambiguity perceive these same situations as a challenge and are able to see the changes in 

a more interesting light that allows for a wider range of responses.  

Over the years, a multitude of studies were performed and many variables, such as 

personality, age, ethnicity, and gender, were identified and analyzed. The main goal of 

such studies was to determine if any of these variables could be used to predict a person’s 

tolerance for ambiguity. For example, Tatzel (1980) studied college students who were 

undergoing changes in life situations. He discovered that individuals in their late 20’s 

were less tolerant of ambiguity in comparison to younger people. Moreover, he found 

that art students had more tolerance for ambiguity than those students who were studying 
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business. In another study, Rotter and O’Connell (1982) determined that tolerance for 

ambiguity was inversely related to cognitive complexity.  

According to Foxman (1976), a tolerance for ambiguity is an adaptive cognitive behavior 

that functions to help people cope with unstructured stimuli. At the same time, tolerance 

for ambiguity takes a key role in self-actualization and molds changes in character. Self-

actualization is defined as an individual’s desire to understand their potential and to 

perform on that potential. As a result, Foxman offered up the hypothesis that people with 

higher self-actualization perform better on tolerance for ambiguity tests. In order to 

measure self-actualization, he selected the Tennessee Self Concept Scale (TSCS) and 

administered the test to 33 students randomly chosen from a pool of 77. After the 

conclusion of the preliminary step and further selection, 18 people with the highest and 

lowest scores were given the Rorschach inkblot ambiguous test. At the end of the study, 

the researcher found that the individuals with the higher scores of self-actualization were 

also the ones with the higher scores of tolerance for ambiguity. Another finding was that 

gender did not play any role in performance during the tests and did not affect the 

correlation between those two factors. Foxman concluded that tolerance for ambiguity is 

positively correlated to self-actualization, and that tolerance for ambiguity could be 

utilized as a predictor for potential mental health status and future formation of 

personality. 

A study administered by Ashford and Cummings (1985) linked tolerance for ambiguity to 

feedback-seeking behavior. Bennett, Herold, and Ashford (1990) returned to this study 

and reinterpreted it again to address some problematic assumptions, which were made in 

the original research. The original study consisted of a group of 172 employees of a 
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Midwest utility company.  These individuals answered a questionnaire which measured 

two behaviors: one aspect of the questionnaire was related to tolerance for ambiguity in 

job-related activities and another measure addressed tolerance for ambiguity in situations 

that required problem-solving.  

In the newer version of the study, the two sets of data were analyzed separately in 

contrast to the original study, which did not distinguish between those areas. Separation 

of the two categories greatly improved the results. The goal of the study was to discover 

if there was a connection between the levels of tolerance for ambiguity and engagement 

in feedback-seeking behavior. In other words, is it true that employees with lower 

tolerance for ambiguity use feedback as a tool in uncertain situations?  

From the data analysis it became apparent that job-related tolerance for ambiguity 

reinforced feedback seeking behavior: in uncertain situations, someone with low 

tolerance for ambiguity constantly seeks out feedback to justify his or her decisions. 

Bennett et al (1990) concluded that tolerance for ambiguity determines the decisions of 

an individual based on how much feedback he or she requires at work. That conclusion 

could potentially shape a management style in uncertain situations. In some cases, 

managers must spend more time and provide more feedback to employees with lower 

tolerance for ambiguity, which might be necessary in the modern workplace, as Bennett 

et al put it, “organizational reality.”  

This topic of uncertainty attracts many management, economist, and business researchers. 

Another example of this was the study of 412 mid-level bank managers in Greece 

performed by Katsaros and Nicolaidis (2012). The goal of the study was to examine if a 

manager’s ambiguity tolerance could be influenced by his or her attitude, personal traits, 
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and emotions. The researchers wanted to test six different hypotheses, including if locus 

of control significantly affects ambiguity tolerance; if a higher tolerance for ambiguity 

indicates higher job satisfaction, more positive emotions, as well as increased 

organizational commitment. Katsaros et al also investigated if high tolerance for 

ambiguity improved interest and if the variables of emotions, attitudes, traits, and 

demographical characteristics affected ambiguity tolerance. The analysis produced mixed 

results.  

The researchers found strong evidence that locus of control and interactions of traits and 

emotions did positively affect ambiguity tolerance. The relationship between tolerance 

for ambiguity and increased importance and interest was positive but weak. Further, it 

was found that ambiguity tolerance and organizational commitment had a negative 

correlation. All other hypotheses were not statistically significant. Overall, the results 

showed that the study participants in general had a low tolerance of ambiguity, which 

was in line with a previous study performed in 2001. According to Hofstede (2001), out 

of 56 nations, Greece showed the highest uncertainty avoidance level.  

Given the importance and interest in promoting economy growth, some researchers asked 

another question: What is the difference between managers and entrepreneurs? Why and 

how are certain people taking a risk to start their own businesses? Schere (1982) 

compared entrepreneurs, budding entrepreneurs (defined as potential entrepreneur 

candidates), and mid-level managers and executives. His theory was that the first group 

(entrepreneurs and potential entrepreneurs) had higher tolerance for ambiguity than the 

latter one (mid-level managers and executives). The researcher could potentially look at 
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two factors in his study: personal psychological traits or an environment in which 

individuals did not have control. He chose the first factor.  

The selected individuals were asked to fill out Budner’s (1962) survey, which was later 

analyzed. The results revealed that entrepreneurs exhibited the highest tolerance for 

ambiguity, followed by budding entrepreneurs. Executives and managers showed the 

lowest level of tolerance for ambiguity. The findings were very much in line with the pre-

study’s hypothesis. Schere did not stop there but continued his study comparing top-level 

executives versus mid-level managers as well as a comparison between entrepreneurs and 

entrepreneur candidates. The results of this sub-study showed that there was a significant 

difference in ambiguity tolerance between managers and executives, but that no such 

difference was found between the members of the entrepreneurial group.   

There are many examples of research of tolerance for ambiguity in management and 

business. Some studies have also been done in the medical field. For example, 

researchers at the Johns Hopkins School of Public Health examined 386 students through 

the course of their studies at medical school. The students were asked to diagnose and 

treat alcoholism. The study yielded very interesting results in that tolerance for ambiguity 

did not change or expand over the four years of medical school in those students. 

Additionally, it was found that ambiguity tolerance was lower in males and that future 

psychiatrists were more tolerant compared to surgeons (Geller, Faden, & Levine, 1990).  

However, limited examples of research on tolerance for ambiguity in engineering or 

engineering education fields were found. Keywords such as ambiguity, uncertainty, 

engineering, technology, engineering education, engineering design, design process, 

mechanical design, and various combinations of those words were used in different 
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databases with limited success. Although it is worth noting a study done by Koretsky, 

Kelly, and Gummer in 2011, which looked at changes in students’ perceptions of the 

nature of ambiguity in both physical and virtual laboratory environments. The researchers 

concluded that students’ perceptions of ambiguity transferred from the instructional 

ambiguity to an ambiguity in the process of the experiment itself. Still, there is a wide-

open field to conduct research in tolerance for ambiguity related to engineering, 

engineering education, or engineering design. This study has a goal to narrow the gap of 

knowledge on this topic in the given field. 

 

2.6 Tolerance for Ambiguity Instruments 

One of the challenges in the study of tolerance for ambiguity has been how to assess this 

ability. The quest to create a valid instrument started in the 1920s. In 1949, Frenkel-

Brunswik (1949) defined intolerance for ambiguity as an “emotional and perceptual 

personality variable” (p. 108) and offered first cognitive test called “The Dog-Cat Test.” 

An image of a dog was shown to test participants initially, followed by series of 12 

additional pictures during which the dog was gradually transferred into a cat. Individuals, 

who did not accept this transformation for the longest time, were considered to have the 

lowest tolerance of ambiguity (Frenkel-Brunswik, 1949). However, this test was limited 

in that it ignored strong intelligence-tolerance of ambiguity relationships (Furnham & 

Ribchester, 1995).  

There were at least five well-regarded surveys developed to deploy quantitative methods 

measuring this ability: Walk’s A Scale (O’Connor, 1952), Budner’s scale (Budner, 1962), 
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Rydell’s scale (Rydell & Rosen, 1966), MacDonald (1970), and Norton (1975). Budner 

(1962) described tolerance for ambiguity as “the tendency to perceive ambiguous 

situations as desirable” (p. 29) and introduced a 16-question test covering three types of 

ambiguous sceneries: novel, complex, and insoluble. Rydell and Rosen (1966) developed 

the Ambiguity Tolerance-16 scale (AT-16) consisting of 16 false-true questions, however, 

it did not display evidence of internal reliability (Furnham & Ribchester, 1995). In 1970, 

MacDonald performed psychometric evaluations and added four new questions to 

improve the Rydell-Rosen test.  

To develop an effective and valid test, Norton (1975) analyzed content of all papers from 

1933 to 1970 in the Psychology Abstracts related to or containing the word ambiguity. 

He identified eight themes in definition of the word: (1) multiple meanings, (2) vagueness, 

incompleteness, fragmented, (3) as a probability, (4) unstructured, (5) lack of information, 

(6) uncertainty, (7) inconsistencies, contradictions, contraries, and (8) unclear. Norton 

also compared five valid and well established tools: Meresko, Rubin, Shontz, and 

Marrow’s test (Rigidity of Attitudes Regarding Personal Habits), Troldahl and Powell’s 

Short Dogmatism Scale; Martin and Westie’s Intolerance of Ambiguity scale; Budner’s 

Intolerance of Ambiguity test, and Rehfisch’s Rigidity measure (Norton, 1975). The 

Norton test was evaluated and deemed to have a valid construct.  

 

2.7 Fear of Negative Evaluation and an Instrument to Measure It 

According to the American Psychiatric Association (APA) (1994), social anxiety in 

general is a condition containing “marked and persistent fear of one or more social or 

performance situations in which the person is exposed to unfamiliar people or to possible 
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scrutiny by others (p. 416).” The definition of more specific to this study social-

evaluative anxiety is given by Watson and Friend (1969, p. 448): 

“Social-evaluative anxiety was initially defined as the experience of 

distress, discomfort, fear, anxiety, etc., in social situations; as the 

deliberate avoidance of social situations; and finally as a fear of receiving 

negative evaluations from others.” 

Social anxiety impacts all aspects of individuals’ lives: at home, at school, and at work 

(Higa & Daleiden, 2008; Wittchen, Stein, & Kesler, 1999). It is characterized by strong 

fear of negative evaluation, which leads to the perception of ambiguous situations as a 

danger (Dadds, Barrett, Rapee, & Ryan, 1996). In other cases, if possible, individuals try 

to avoid any situation where their performance can be evaluated or that could be 

potentially socially embarrassing (Beidel, & Morris, 1995; Beidel, Christ, & Long, 1991; 

Beidel & Turner, 1998). During capstone courses those situations cannot be completely 

eliminated, because students must work as a team and are evaluated by their peers 

throughout a project. Plus, progress reports and final products must be offered to the 

whole class and sometimes external stakeholders in a face-to-face presentation. Each 

student has her or his own project section to report, which is linked to social performance.  

There is a strong evidence that socially anxious individuals demonstrate profound 

negative interpretation biases of their social performance (Amir, Beard, & Bower, 2005; 

Brendle & Wenzel, 2004; Voncken, Bogels, & de Vries, 2003; Wenzel, Finstrom, Jordan, 

& Brendle, 2005). Those individuals cannot objectively evaluate their own social 

performance and always look for faults in it (Mellings, & Alden, 2000; Rapee, & Lim, 

1992; Stopa, & Clark, 1993). It is important to note that, according to many recent studies, 
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this happens not because individuals are lacking sufficient social skills, but because they 

believe they are (Clark & Wells, 1995; Rapee & Heimberg, 1997; Rapee & Lim, 1992; 

Strahan & Conger, 1998). The subsequent lower level of confidence (Lundh & Sperling, 

2002; Stopa & Clark, 1993), reduced self-esteem (Kocovski & Endler, 2000), and fear of 

negative evaluation (Izgiç, Akyüz, Doğan, & Kuğu, 2004; Rapee & Lim, 1992; 

Rodebaugh & Chambless, 2002) are associated with those beliefs. Further studies proved 

that cognitive interventions can and do modify those issues (Wells, & Papageorgiou, 

2001). 

The current study focuses on the possible relationship between the ambiguous nature of 

engineering projects in capstone courses and fear of negative evaluation. A definition of 

fear of negative evaluation, according to Watson and Friend (1969, p. 449), is: 

“…defined as apprehension about others' evaluations, distress over their 

negative evaluations, avoidance of evaluative situations, and the 

expectation that others would evaluate oneself negatively.” 

Based on research completed by Jackson (1969), Watson and Friend (1969) developed a 

test to measure social anxiety. The test consisted of two independently employed sub-

tests: Social Avoidance and Distress (28 items scored true and false), and Fear of 

Negative Evaluation (30 items scored true and false) scales. The latter survey instrument, 

which became the most used instrument in measuring social phobia and social anxiety 

research (Leary, 1983; Orsillo, 2001), was utilized in the current study. The Fear of 

Negative Evaluation scale has proven to be highly reliable and able to predict a multitude 

of aspects of social anxiety (Friend & Gilbert, 1973; Smith & Sarason, 1975; Watson & 

Friend, 1969). 
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2.8 Instructional Design Framework 

Active learning, a selection of special methods where learners under the guidance of an 

instructor are responsible for their own learning, is not a new concept. Almost a hundred 

years ago, Charles Riborg Mann (1918) in his “A Study of Engineering Education” 

proposed a similar idea. In the last thirty years, active learning has gained momentum in 

many areas of teaching engineering science. In short, it is up to the students to create an 

individual list of topics that they want to explore and learn. In such a setting, an instructor 

is not acting as a presenter of knowledge, but instead serves as a facilitator or a guide for 

the students to reach their goals (Maudsley, 1999).  

The same concept was introduced by Dewey (1938), who believed that effective learning 

happens through experience. According to Dewey, learning is socially constructed and 

requires different freedoms, be it freedom of judgment or freedom of thought. In other 

words, Dewey connected education with real life and the presence of society. 

Additionally, he also emphasized collaboration as a tool to bring another dimension to 

understanding. By working in groups, students are exposed to alternative ideas, which 

function to widen learners’ view of a topic and the world in which it functions.  

Another theorist, Bruner, strongly opposed memorization of facts in the classroom. He 

promoted an active learning approach where a teacher brings structure to a course but 

does not just transfer his or her own knowledge through lectures. This would be done 

with the belief that students should be genuinely interested in new ideas and that this 

would spur the learning experience. The role of an instructor in such a school setting is to 
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encourage a center of facilitated learning and to find new, innovative teaching methods 

that are tailored to the students (Bruner, 1968).    

Over the last 30 years, the active learning approach has received wide recognition and 

application in various programs throughout the US and abroad (Pomberger, 1993; Thorpe, 

1984). Students, working in teams, are required to solve an ill-structured problem with no 

single, identifiable solution (Woods, 1994). For example, this approach was used in a 

curriculum at Massachusetts Institute of Technology in its Aeronautics and Astronautics 

program. Throughout their four years of study, students were to find solutions for 

different projects in many courses, starting with their freshman year and continuing 

through graduation. These future engineers designed, built, and tested radio-controlled 

lighter-than-air (LTA) aircraft, and worked on complex space systems (Brodeur, Young, 

& Blair, 2002). At Purdue University, students from the Department of Aviation 

technology work on numerous projects, starting with identifying a problem, specifying its 

requirements, planning its progress, and manufacturing a final product (Dubikovsky, 

Ropp, & Lesczynski, 2010). North Dakota State University’s Department of Civil 

Engineering and Construction also uses problem-based learning courses in its curriculum 

(McIntyre, 2003).  

During those and many more courses, traditional lectures are replaced by open-ended 

problems, where the students themselves are required to identify a problem and to 

subsequently solve it over a given period of time. Since the students are allowed to 

choose the topics, it is the instructor’s role to be a guide or facilitator in this unfamiliar 

process (Dewey, 1938; Kilpatrick, 1918, 1921; Maudsley, 1999). The students actively 
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and constantly engage in self-reflection during problem solving in order to promote 

higher-order thinking (Hmelo, & Ferrari, 1997).  

The main goal of active learning is to prepare students for future employment in industry. 

Another aim is to create opportunities for students to apply knowledge instead of simply 

acquiring it in the classroom setting. Problem-based learning concentrates on problem 

definition as well as problem-solving ability. Real-world engineering tasks and projects 

are then the best media to learn and develop these skills as opposed to the currently 

offered detached-from-reality “engineering” senior design problems (Jonassen, Strobel, 

& Lee, 2006).  

In the ideal learning environment, students would be required to contact stakeholders, 

research the market, and come up with functional design requirements. Moreover, it 

would be in the students’ best interests if they were required to use industry accepted 

standards, processes, and procedures, including establishing timelines and gate reviews’ 

deadlines, budget limitations, drawing generation, production of components and parts, 

and assembling a final product. In this case, students would greatly benefit from their 

own participation in the project (Massa, 2008). All of these activities will potentially help 

to extend the ability to tolerate ambiguity better, which is the goal of this research. 

 

2.9 Engineering Technology Curricula 

As one could imagine, the engineer must deal with many philosophical uncertainties 

listed above. In addition to those, there are many other more practical aspects the 

engineer must address, such as finding and keeping employment, keeping up with ever-
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changing technology, and maintaining professional growth. The engineer must be able to 

wear “many hats.” The current study’s main concern is about current engineering and 

engineering technology curricula and that many of those challenges are ignored or 

minimally addressed in most universities and colleges. Engineering and engineering 

technology students are tasked to solve mathematical problems, learn drafting and 

modeling skills. Expertise in those areas is important for future engineers, however, it 

does not prepare the students for challenges they will face in their day-to-day 

professional life. One of the “bright spots” in the curricula for technology programs, for 

example, is that ABET requires those programs to “prepare graduates with knowledge, 

problem-solving ability, and hands-on skills to enter careers in the design, installation, 

manufacturing, testing, evaluation, technical sales, or maintenance of 

aeronautical/aerospace systems” (ABET, 2015b, p. 5). Other programs seeking the ABET 

accreditation must fulfill similar requirements. In practical terms, this criterion leads to 

offering senior capstone design courses, which is a big step in introducing students to 

some of the future engineering everyday problems and to help the students develop 

strategies to cope with ambiguity and uncertainty.   

Most senior capstone design classes use elements of active learning, which allows 

students to become the driving force of their own learning. Traditional lectures are 

replaced by open-ended projects, which are perceived by learners as important and 

meaningful. The students choose topics they want to learn under the guidance of an 

instructor (Maudsley, 1999). To promote higher-order thinking, the students actively 

participate in self-reflection during a project (Hmelo, & Ferrari, 1997). By going through 

“real-life” problem-solving, which is better than many detached “academic only” 
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problems, students are getting ready for employment in industry (Jonassen, Strobel, & 

Lee, 2006).  

However, a danger exists in allowing too little or no guidance to the students in problem-

based, discovery, experimental, and inquiry-based learning (Kirschner, Sweller, & Clark, 

2006). According to these researchers, the main problem is that sometimes intricate 

relationships between long-term and working memories are ignored in human cognitive 

architecture. That potentially could lead to an ineffectiveness of any form of active 

learning. Learners must alter their long-term memory through working memory. No 

learning takes place if there is no change happening to long-term memory, retrieval, or 

storage of information. One needs to keep in mind that the human memory is unable to 

process an overly large amount of information. For example, the brain can process two to 

three items at a time and in no more than in thirty seconds. These conditions limit 

learning of new information. The working memory could be easily overwhelmed by an 

increasing amount of information during problem- or other based learning courses. This 

could be a potential problem for an active learning approach, if these facts are ignored. 

All the factors mentioned above dictate careful and thoughtful selection and 

implementation of learning activities during any form of active learning to make learning 

successful.  

Realizing this information, there are reasonable concerns about the implementation of 

senior capstone design courses. The students should not just be “cut loose,” trying to 

make sense of all required steps, starting with defining a problem, specifying design 

requirements, dealing with stakeholders, and many other complicated engineering tasks. 

An instructor must also resist the desires of universities and colleges to increase a 



39 

 

teaching load and the number of learners in a classroom. Both of these tendencies, in the 

current researcher’s opinion, negatively influence the quality of a teacher’s mentoring 

and guidance abilities. 

To cope with uncertainty and ambiguity during the senior capstone design courses, an 

instructor must introduce the students to many methodologies used in the industry, for 

example, Information-Gap Decision Theory (IGDT), an approach assisting decision 

making in uncertain situations, which determines if a “good enough” alternative of a 

given design could be more robust (Ben-Haim, 2001). Another useful tool is the Six 

Sigma methodology and project management instruments widely employed in industry. 

The author of the current study successfully introduced this particular approach in his 

senior capstone design courses (Dubikovsky & Kestin, 2012). All of the tools mentioned 

above and many others helped to reduce uncertainty and ambiguity by applying a 

systematic and logical approach, to slice a big problem into smaller, better managed 

pieces.   

An opportunity for students to actually work on a real product, process, or/and service 

under the guidance of an experienced instructor, provides first-hand experience on how to 

reduce both ambiguity and uncertainty and how to use many available tools when dealing 

with those topics. Future engineers should hear and relate to a quote of the famous 

engineer Theodore Von Karman that both Koen (2003) and Bucciarelli (2003) used in 

their papers: “Scientists discover the world that exists; engineers create the world that 

never was.”  
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2.10 Misconceptions 

The most important role of an instructor is to address the many misconceptions about the 

design process and project management the students may have. For example, many 

learners do not realize that the conceptual design phase takes time, and requires a deep 

and solid understanding of a task (Pahl, & Beitz, 1996). One of the most common 

misconceptions is that a well-done, detailed design could balance out the shortcomings of 

a selected and approved concept (Pahl, & Beitz, 1996). Another group of misconceptions 

is connected to the project management area; many students have the idea that 

management teams would lead them as engineers in step-by-step fashion and all that 

students should know is how to follow instructions (Rugirok, Peck, Fenton, & Conyon, 

1999; Turner, 1999; Whittington, 1999). There is also a misconception that engineers are 

given unlimited resources, time and funds, to achieve the final design (Payne, 1995). 

 

2.11 Summary 

As it was stated earlier, many studies have not specifically target engineering, 

engineering technology, and engineering/engineering technology education. However, 

most studies mentioned operated with unfamiliar, partial and complex information in 

unrestricted situations. Those attributes are clearly present in the design process, where 

engineers must deal with insufficient information and provide “the best” possible solution 

(Koen, 2003). 

Another topic mentioned in the literature is cognitive complexity, which is also 

connected to the design process and functions performed by engineers. Feedback-seeking 
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behavior is another attribute of design: on one hand, it is required by individuals with 

lower tolerance for ambiguity; on the other hand, the feedback is needed to make sure the 

design is still “on track” and is fulfilling a certain need and/or want of the customer. That 

issue shapes management style used in engineering departments and companies. It is also 

affects specific areas of engineering professions, such as field, test, liaison, and other 

forms of engineering.  

To sum up, the literature review show that even though some research on tolerance for 

ambiguity was done over the course of many years, the areas of engineering, engineering 

education, and engineering design are still largely unexplored in this regard. However, 

many attributes explored in earlier studies are equally important for engineers as they are 

for medical personnel and managers. It was also discovered that tolerance for ambiguity 

is an important ability for an engineer; this includes the ability to encounter, evaluate, and 

successfully cope with the discomfort of unknown situations or situations with 

insufficient information.  

Based on the literature, it is possible to manage, keep the same, and even possibly 

improve, this ability by offering senior capstone design classes that utilize an active, and 

more specifically problem-based, learning approach. By examining a body of knowledge 

related to tolerance and intolerance for ambiguity, it is possible to identify and select an 

appropriate, sufficient, and easy to use instrument for this purpose. The goal of the 

current study is to examine students’ perceptions on their capstone design experiences 

and to record effects of previous exposure to ambiguity. 
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CHAPTER 3. METHODS 

3.1 Methodological and Theoretical Framework 

One of the most established scientific methods is a quantitative approach, where a survey 

and/or other instruments are used to collect data/responses from a large pool of 

participants. Johnson and Onwuegbuzie (2004) listed advantages and disadvantages of 

this approach: “The major characteristics of traditional quantitative research are a focus 

on deduction, confirmation, theory/hypothesis testing, explanation, prediction, 

standardized data collection, and statistical analysis” (p. 18). Since the current study has a 

hypothesis that can be tested, that a relationship between fear of negative evaluation and 

tolerance for ambiguity exists, a quantitative approach was used for the current study. 

The statistical method applied was multiple regression, where fear of negative evaluation 

is a predictor and tolerance for ambiguity is an outcome. To understand the relationship 

better, exposure to ambiguity prior to a capstone course served as a moderator for this 

relationship.   

A moderator is a variable that increases or decreases intensity of the relation between a 

predictor and an outcome (Baron & Kenny, 1986; Holmbeck, 1997; James & Brett, 1984). 

A moderator effect is an interaction itself, which can and does alter one variable based on 

the strength of another. Strong relationships are the best application to discover  
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moderator effects (Chaplin, 1991; Jaccard, Turrisi, & Wan, 1990). Use of moderators is 

widely used in social science and reflects depth of the field (Aguinis, Boik, & Pierce, 

2001; Cohen & Cohen, 1975; Cohen, Cohen, West, & Aiken, 2003; Judd, McClelland, & 

Culhane, 1995).  

As in all quantitative studies, a larger number of research participants is desirable to 

increase statistical power (Cohen, 1990; Cohen, 1992). However, it is not always 

practical or even possible to do so. If the number of predictors is greater than one, the 

recommended number of participants is equal or greater than 50 + 8 x number of 

independent variables as suggested by Green (1991). This procedure is similar to a 

recommendation by Harris (1985), who suggests using the number of predictor variables 

plus 50. Other sources recommend 10 responses per predictor variable, if six or more 

predictors are used for regression (VanVoorhis & Morgan, 2007). To make sure that the 

results are not established by chance, the likelihood of a false positive result should be 

equal to or less than 0.05 (Aron & Aron, 1999). 

 

3.2 Research Questions 

• What is the association between tolerance for ambiguity and fear of negative 

evaluation at the beginning and the end of engineering technology capstone 

courses? 

• How does exposure to ambiguity prior to capstone courses and during them affect 

tolerance for ambiguity? 
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3.3 Research Hypotheses 

• Tolerance for ambiguity will increase after completion of a capstone course. 

• Fear of negative evaluation will decrease after completion of a capstone course. 

• Earlier exposure to ambiguity in a curriculum will decrease fear of negative 

evaluation during a capstone course. 

• Earlier exposure to ambiguity in a curriculum will increase tolerance for ambiguity 

during a capstone course. 

• Fear of negative evaluation will be negatively related to tolerance for ambiguity.  

 

3.4 Research Design 

To answer the first of research questions, autoregressive cross-lagged model was utilized 

as the best fit. It is a statistical method for predicting the change in the dependent variable 

(in the case of the current study, post-project Tolerance for Ambiguity) due to the change 

in multiple independent variables (pre-project Tolerance for Ambiguity, Pre- and post-

project Fear of Negative Evaluation, instructor effect, and Exposure to Ambiguity prior to 

the project). The model also allowed examining moderation or if the relation between the 

final Tolerance for Ambiguity and the final Fear of Negative Evaluation depends on 

Exposure to Ambiguity prior to the project (Bollen & Curran, 2006). To examine the 

second research question, correlations were employed because it is the best statistical 

method to test association or lack of the relationship between Tolerance for Ambiguity 

and Fear of Negative Evaluation (Aiken & West, 1991). 
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In total, three survey instruments were used for the current study. Two of them collected 

data on subjects’ tolerance for ambiguity and fear of negative evaluation at the beginning 

and the end of the project. Both instruments were previously developed, validated, and 

widely used in the field of psychology. The first one, the Fear of Negative Evaluation 

scale, has proven to be highly reliable and able to predict a multitude of aspects of social 

anxiety (see Appendix A for full version of the survey) (Friend & Gilbert, 1973; Smith & 

Sarason, 1975; Watson & Friend, 1969). The second one, the MacDonald survey, was 

chosen because it was relatively short, reliable, and multidimensional (see Appendix B 

for full version of the survey). MacDonald’s survey selection was also based on work by 

Furnham (1994), who examined Walk’s A Scale (O’Connor, 1952), Budner’s scale 

(Budner, 1962), Rydell’s scale (Rydell & Rosen, 1966), MacDonald (1970), and Norton 

(1975). The third newly developed survey instrument took place in the middle of the 

experience to measure students’ exposure to ambiguity prior to the capstone course. The 

latter instrument was developed during the current study. It is based on Furnham’s (1994) 

emerged six factors: (1) problem-solving (most important), (2) anxiety, (3) desire to 

complete a problem, (4) adventurousness, (5) uncertainty seeking, and (6) problem 

fragmentation (least important). The purpose of the survey is to measure students’ 

exposure to ambiguity, establishing levels of exposure to ambiguous situations and 

projects prior to a capstone course, during first three years in a curriculum and before 

enrolment in college. More information on the instrument will be provided later in this 

section. The responses to these questions were used to determine if exposure to ambiguity 

moderates the relationship between fear of negative evaluation and tolerance for 

ambiguity in the end of projects, and if so, how those interactions qualify any main 
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effects. Controlling for instructors was added to the second phase of the study as an 

additional predictor, but the effect of difference in the instructors was not in the scope of 

the original study. Grades earned by the students in the courses were not taken into the 

current study, because of difficulty associated with problem- and project-based team-

based learning (Kilpatrick, 1921). The research design is represented in Figure 3.1.  

Because of the size of the population in a single capstone course, multiple groups of 

students from different courses were combined to draw conclusions.  This aggregation 

was possible because the very nature of engineering work, as it was discussed before, 

includes a high level of ambiguity in each and every project, regardless of school, 

department, or program. The capstone courses studied were limited to engineering 

technology programs only, where the process of ABET accreditation helps to ensure 

similarity because the programs must fulfill similar requirements. The programs in this 

study have different industry specific curricular focuses and carriers, but they all must be 

evaluated and accredited by the same commission and concentrate on practical 

application and employment (ABET, 2015b). 
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Figure 3.1: Relationship between Tolerance for Ambiguity, Fear of Negative Evaluation, 

Instructors, and Historical Exposure to Ambiguity instruments 

 

3.5 Research Site 

The primary research was the Purdue Polytechnic Institute (PPI). The PPI, formerly 

known as the College of Technology, is in the process undergoing a major transformation 

for all its programs. It will be an institution where theory-based learning merges with 
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applied engineering and industry-sponsored senior capstone projects in the team 

environment. The deadline to implement all new curricula will be August of 2017. 

Students’ learning in technical disciplines is supplemented with humanities studies. 

Competency-based outcomes ensure that students are ready for the global workplace. 

Such activities as certification opportunities, internships, and international immersions 

help the students to be successful after graduation. The PPI was also chosen because 

capstone projects in technology programs are, in general, more hands-on than in many 

engineering programs. Most of the courses in PPI require tangible final deliverables, 

which could be finished final assemblies or prototypes. While some technology programs 

accept final reports to meet the requirements of the capstone project, all participants in 

this study will have been engaged in designing and creating a tangible artifact. 

 

3.6 Course Selection Criteria 

In the current study, courses were identified that would be able to examine participations’ 

perceptions in a senior design project, their ability to tolerate ambiguity, and how anxiety 

becomes a major factor in this experience. The primary study courses were selected from 

newly renamed Purdue Polytechnic Institute (PPI), formerly Purdue University’s College 

of Technology. The PPI currently is going through transformation from structured and 

lecture-based learning to a more desirable active learning model. This transformation 

allows for better reflect on a changing workplace and the mission of the institution. At 

that time, many common initiatives were implemented across the PPI, including common 

criteria for senior capstone courses: “Team-based, learn-by-doing activities will be 
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formally integrated throughout the Polytechnic Institute curriculum from freshman year 

through industry-sponsored, senior capstone projects and internship experiences. When 

we combine these with an integration with humanities, students will build their 

understanding of the complex nature of applying technology to social issues, problems 

and solutions at varying scales” (Purdue University, May 15, 2015). This idea is even 

better described in the PPI’s Polymeter, which is the document addressing all curricula 

changes requirements:  

“Capstone Experience: Every program should have a capstone experience 

in which students work on real-world problems of significance that require 

a synthesis of disciplinary knowledge acquired through their plan of study.  

While each department may implement this in varying ways, the ideal 

capstone experience would be a year-long, industry driven project that 

could be individual or group-based  (depending on discipline, type and 

scope of the project). Creativity and innovation in problem solving should 

be evident in the solutions, processes and products developed and 

implemented by students in these capstone experiences” (PPI, 2015, p. 5). 

According to the Polymeter, by the fall of 2016 all capstone courses must be offered in 

two consecutive semesters, which provides a yearlong experience to students. Most PPI 

schools and departments already follow this structure. For example, the capstone course 

in Aeronautical Engineering Technology program is structured as a mock “independent 

business”, such as a research, design and engineering enterprise or firm (Debelak, & Roth, 

1982; Howerton, 1988). Students must be “hired” to perform specific tasks according to 

necessity and their own wishes and abilities (Dubikovsky, 2014). All PPI students must 
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take the pre-requisite courses and should possess knowledge of the discipline-specific 

critical basics of procedures, logistics, and the reasoning behind them. This particular 

understanding is crucial for active learning (Shakirova, 2007). Based on this previous 

knowledge, students would be able to create new instructions, service, or product. During 

a project, student teams must identify a problem, along with its severity level and 

importance. The project’s purpose, goals, and the scope must be examined and specified 

by the students themselves. The main goal of this exercise is to find projects that are 

useful, meaningful, and necessary to conduct technical research or improve learning 

activities, preferably guided by industry representatives (PPI, 2015). Ideally, “general 

topic” lectures have been significantly reduced or completely eliminated and replaced by 

requirements for results that were driven by the projects. There is still need for topic-

specific lectures such as project management and industry restricted practices and 

policies. It might best to involve industry representatives, who have the direct knowledge 

of the topics. However, students’ self-study activities could be another avenue to learn.  

At the end of the class, students are expected to manufacture parts and assemblies per 

developed specifications, successfully apply project management tools, and to provide 

tangible deliverables to their customers and stakeholders.  

The engineering capstone course employs and brings together the most complicated and 

misunderstood components such as design elements and project management (Brown, 

2009; Christensen & Rundus, 2003; Eisner, 1997; Hales & Gooch, 2004; Pahl & Beitz, 

1996; PMI, 2000; Thomke & Reinersten, 2012). In many cases, capstone is the only place 

in a program where most of those elements are present in a form of an application of 

them (Middleton & Burch, 1996; Todd, Magleby, Sorensen, Swan, & Anthony, 1995; 
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Todd, & Magleby, 2005). The problem-based approach allows students to receive the 

first-hand project-oriented experience using an application of everything the students 

learned during their tenure at a college level institution (Callele, & Makaroff, 2006; 

Lehman, & Belady, 1985; National Research Council, 1991). It integrates the use of 

formal design methods with additional information and project management tools on how 

to deal with uncertainty and incomplete information (Courter, Millar, & Lyons, 1998; 

Dutta, Geister, & Tryggvason, 2004).  

 

3.7 Participating Students 

The primary students participating in the current study were seniors enrolled in the 

Purdue Polytechnic Institute who are required to take the capstone design course to 

graduate (ABET, 2015b). The subjects were mostly 20-22 year-olds with the exception of 

some older students who came to the programs from industry looking for advancement or 

changing a field of employment. The number of students in the courses varies from 40 to 

140. The students were most likely interested in hands-on, practical application of 

engineering science. This conclusion was based on the recruitment messages reflected on 

Purdue University admission website dedicated to the Purdue Polytechnic Institute: 

“You’ll learn side-by-side with professors who have worked in the industry and thrive on 

combining theory, imagination and real-world application. In this innovative environment, 

you'll learn by doing - gaining deep technical knowledge and applied skills in your 

chosen discipline as well as the problem-solving, critical-thinking, communication and 

leadership skills employers desire” (Purdue University, 2015). 
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Most programs at the Purdue Polytechnic Institute are accredited by the Technology 

Accreditation Commission of ABET or in process to get the accreditation. Some 

programs have unique accreditations required by different fields of expertise. However, 

many requirements of those accreditation bodies are similar in nature, because the main 

purpose of any accreditation is to provide  “assurance that a college or university program 

meets the quality standards of the profession for which that program prepares graduates” 

(ABET, 2015a). This is another reason that all seniors in the Purdue Polytechnic Institute 

have a common background and are going through similar experiences with ambiguous 

and uncertain learning activities and projects, as well as dealing with constant evaluation 

of their work. This applies not just to engineering technology students but also to 

engineering students from Purdue University and other institutions. Such students are 

more theory focused, however, the very nature of engineering activities and similarity of 

programs’ accreditations make it possible to combine courses from different departments, 

schools, and institutions. 

 

3.8 Tolerance for Ambiguity Survey Instrument Selection 

There are at least five major survey instruments available to measure tolerance for 

ambiguity: Walk’s A Scale (O’Connor, 1952), Budner’s scale (Budner, 1962), Rydell’s 

scale (Rydell & Rosen, 1966), MacDonald (1970), and Norton (1975). Which one is the 

most appropriate for the study? To answer this question, the researcher used findings of 

Furnham (1994), who combined Rydell and Rosen scale with MacDonald test, compared 

and analyzed the resulting four tests. The results can be found in Table 3.1. 
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Table 3.1 

Internal Reliability of the Survey Scales 

(N=243) 

  No. of items Reversed item Alpha 
        

Norton (1975) 69 7 0.89 

Walk (O'Connor, 1952) 8 3 0.58 

Rydell & Rosen (1966)    

      MacDonald (1970) 20 5 0.78 

Budber (1962) 16 8 0.59 

    

  Intercorrelations  

 N W R 
        

1.  Norton (N) - - - 

2.  Walk (W) 0.54 - - 

3.  Rydell & Rosen (R )/MacDonald 0.82 0.62 - 

4.  Budner (B) 0.47 0.44 0.57 

 
Note. From “A content, correlational and factor analytic study of four tolerance of 
ambiguity questionnaires,” by A. Furnham, 1994, Personality and Individual Differences, 
16(3), p. 406. Copyright 1994 by Elsevier Science Ltd.  
 

The MacDonald survey was selected because it was relatively short, reliable, and the 

most multidimensional. This conclusion was based on work which was done by Furnham 

(1994), who examined all of the most-used instruments, Walk’s A Scale (O’Connor, 

1952), Budner’s scale (Budner, 1962), Rydell’s scale (Rydell & Rosen, 1966), 

MacDonald (1970), and Norton (1975), by applying a Varimax factor analysis rotation. 

The results revealed six factors: (1) problem-solving (most important), (2) anxiety, (3) 
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desire to complete a problem, (4) adventurousness, (5) uncertainty seeking, and (6) 

problem fragmentation (least important). This information is presented in Table 3.2.  

 

Table 3.2 

Factors and Their Labels Assigned by Furnham (1994) 

Factor Factor's labels per Furnham 
    

Factor 1 problem-solving  

Factor 2 Anxiety 

Factor 3 desire to complete a problem 

Factor 4 Adventurousness 

Factor 5 uncertainty seeking 

Factor 6 problem fragmentation  

 
 

3.9 Development of Exposure to Ambiguity Instrument  

The study focuses on the application Furnham’s work in higher education specifically. 

He used 243 subjects, from which “about half completed secondary schooling and the 

remainder had some post-work qualification” (Furnham, 1994, p. 406). In the current 

study all subjects were college students enrolled in ABET accredited programs at Purdue 

University. Based Furnham’s emerged factors, a new instrument was developed to 

measure exposure to ambiguity, both prior to capstone courses and during them. Table 

3.3 maps Furnham’s factors to MacDonald’s survey. It also provides a rationale and basic 

questions of the study for the instrument. Only one basic question per factor was selected 

to limit the number of questions in the survey to 36, because each question would be 

determinated for six different contexts, which will be discussed later. 
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Table 3.3 

Mapping Furnham’s Factors, MacDonald’s Questions, Rationale and Basic Exposure 

to Ambiguity Survey Questions 

Furnham’s 
factors 

MacDonald's Survey Questions Rationale Basic Question 

problem-

solving (most 

important) 

3 There’s a right way and a wrong 
way to do almost everything. 

Only Q19 
seemed easy to 
document 
experientially 

I have solved 
problems that 
lacked a clear-cut 
and unambiguous 
answer.  7 Practically every problem has a 

solution. 
 

 9 I have always felt that there is a 
clear difference between right and 
wrong. 

 

 11 Nothing gets accomplished in this 
world unless you stick to some 
basic rules. 

 

 16 Perfect balance is the essence of 
all good composition. 

 

  19 I don’t like to work on a problem 
unless there is a possibility of 
coming out with a clear-cut and 
unambiguous answer. 

  

anxiety 2 I am just a little uncomfortable 
with people unless I feel that I can 
understand their behavior. 

Using Q6 
because 
engineers tend 
to be 
concerned 
about control 
(citation) 

I have been in 
social situations 
over which I had 
no control. 

 6 I get pretty anxious when I’m in a 
social situation over which I have 
no control. 

 

 8 It bothers me when I am unable to 
follow another person’s train of 
thought. 

 

  10 It bothers me when I don’t know 
how other people react to me. 
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Table 3.3 continued 

desire to 

complete a 

problem 

1 A problem has little attraction for 
me if I don't think it has a 
solution. 

 Q1 seemed 
more relevant 
to the topic 
and is easy to 
document 
experientially 

I have worked on 
problems to which 
I didn’t think there 
was a solution.  18 If I were a scientist, it would 

bother me that my work would 
never be completed (because 
science will always make new 
discoveries). 

 20 The best part of working a jigsaw 
puzzle is putting in that last piece. 

 

adventurousness 4 I would rather bet 1 to 6 on a long 
shot than 3 to 1 on a probable 
winner. 

 Q1 seemed 
more relevant 
to the topic 
and is easy to 
document 
experientially 

I have spent time 
fooling around 
with new ideas, 
even if I thought 
they might turn out 
to be a total waste 
of time. 

 14 Sometimes I rather enjoy going 
against the rules and doing things 
I’m not supposed to do. 

 15 I like to fool around with new 
ideas, even if they turn out later 
to be a total waste of time. 

 

uncertainty 

seeking 

13 Before an examination, I feel 
much less anxious if I know how 
many questions there will be. 

None of the 
questions 
seemed easy to 
document 
experientially 

Sometimes, I have 
chosen to work on 
something simply 
because I didn’t 
know anything 
about it.  17 If I were a doctor, I would prefer 

the uncertainties of a psychiatrist 
to the clear and definite work of 
someone like a surgeon or X-ray 
specialist. 

 

problem 

fragmentation 

(least important) 

5 The way to understand complex 
problems is to be concerned with 
their larger aspects instead of 
breaking them into smaller 
pieces. 

 Q1 seemed 
more relevant 
to the topic 
and is easy to 
document 
experientially 

In the past, I have 
been on a team 
that has split up 
tasks to make it 
easier to finish a 
project. 12 Vague and impressionistic 

pictures really have little appeal 
for me. 

 

After the basic questions were determinated, the following contexts were used for the 

survey (Table 3.4): 
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Table 3.4 

Contexts Applied to Basic Exposure to Ambiguity Survey Questions 

Survey Contexts 

Pre-capstone project  

In high school 

In extracurricular activities in high 
school 

In classes outside of my major 

In classes in my major (except this 
capstone) 

In extracurricular activities in college 

In internships or cooperative education 
experiences 

  
 

The full version of the survey can be found in the Appendix C. 

 

3.10 Summary of Data Collection and Analysis 

MacDonald’s scale (1970) was selected for the current study to measure change or lack 

of it in the ability to tolerate ambiguity and uncertainty in design. The Fear of Negative 

Evaluation survey instrument was added to the MacDonald tool to measure levels of 

anxiety associated with capstone design experience. An IRB approval was received for 

this study. All students’ identifiers were removed after the data was collected. Students 

were advised not to mention projects they were working on, their names and their 

teammates’ names. As an instructor in one course, the researcher might affect data 

collected. However, it is less critical in a quantitative study. Also, most of the data was 

collected by other instructors in their courses.  
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All characteristics of the study, instruments, and goals are listed in Table 3.5:  

 

Table 3.5 

Quantitative research method, its characteristics, instruments used, and goals, 

(based on Sieber (1973) and Johnson & Onwuegbuzie (2004)) 

Method Instruments Characteristics Goals 

Quantitative 
Tolerance for 
Ambiguity/ True/False responses 

Change or lack of it over 
time 

Survey/MacDonald 
(1970) 

Standardized data 
collection 

Statistical analysis 

Fear of Negative 
Evaluation 

Significance should be 
equal or less than 0.05 

Scale (Watson, & 
Friend, Deduction 

1969) Confirmation 

Theory/hypothesis testing 

  Prediction   

Exposure to Ambiguity 
(to be developed) 

Normal data distribution is 
desired 

Moderator to the 
relationship  

Data depends on quality of 
survey 

Limited view 

Ease of data collection 
Limited influence of 
researcher 
Strong theoretical 
expectations 

        

 

A quantitative study of data collected on subjects’ tolerance for ambiguity and fear of 

negative evaluation at the beginning and the end of the project, were performed. A 

newly-developed Exposure to Ambiguity survey took place in the middle of the 

experience. Introduction of additional data collection, instead of increasing number of 

questions of the initial survey, reduced a possible “survey fatigue.” The purpose of the 
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survey was to establish levels of exposure to ambiguous situations and projects in 

different contexts: prior to enrollment in the college, during first three years in college, 

and during internships or cooperative education experiences.  

The statistical method applied to analyze the study data was multiple regressions, where 

fear of negative evaluation is a predictor and tolerance for ambiguity is an outcome. To 

understand the relationship better, global exposure to ambiguity (effect of overall 

experience in a curriculum prior to a capstone course) can serve as a moderator for this 

relation.  The SAS/STAT 9.3_M1 statistical software was used to analyze the data. 
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CHAPTER 4. RESULTS AND DISCUSSION 

4.1 Survey Administration and Data Collected 

The literature suggests that online surveys result in lower response rate than face-to-face 

paper surveys: 43% vs. 75% (Dommeyer, Baum, Hanna, & Chapman. 2004), 30% vs. 65% 

(Ogier, 2005); 31% vs. 56% (Nair, Wayland, & Soediro, 2005). Because of that, data 

collection was administered by a face-to-face method. The researcher visited each course 

considered in the current study and distributed Scantron forms to students to record their 

responses. The questionnaires were presented via MS PowerPoint slides. Information 

about the courses, semesters, instructors, total number of students, and number of 

responses is shown in Tables 4.1 through 4.5: 
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Table 4.1 

Relationship between Courses and Curricula 

  Capstone 1/proposal phase Capstone 2/implementation phase 

School 
Course 
number  

Course Description 
 Course 
number 

 Course Description 

School of 
Engineering 
Technology 

ECET43000 
Electrical And Electronic 
Product And Program 
Management 

ECET46000 
Project Design And 
Development 

ECET43100 
International Capstone 
Project Planning And 
Design 

ECET46100 
International Capstone 
Project Execution 

MET40000 Mechanical Design MET49000 Special Topics In MET 

School of 
Aviation and 
Transportation 

AT49600 
Applied Research 
Proposal  

AT49700 Applied Research Project 

 
 

Table 4.2 

Information on Surveys, Timeframe and Instructors of the Courses 

Survey School Course(s) Date Instructor 

Pre-project TfA and 
FNE 

School of Engineering 
Technology 

ECET43000 

09/23/2015 
Instructor A 
Instructor B 

ECET43100 

MET40000 

Pre-project TfA and 
FNE 

School of Aviation and 
Transportation 

AT49600 09/21/2015 Instructor C 

Exposure to 
Ambiguity 

School of Engineering 
Technology 

ECET46000 

02/05/2016 
Instructor A 
Instructor B 

ECET46100 

MET49000  

Exposure to 
Ambiguity 

School of Aviation and 
Transportation 

AT49700 01/28/2016 
Instructor 
D* 

Post-project TfA and 
FNE 

School of Engineering 
Technology 

ECET46000 

04/15/2016 
Instructor A 
Instructor B 

ECET46100 

MET49000  

Post-project TfA and 
FNE 

School of Aviation and 
Transportation 

AT49700 04/26/2016 
Instructor 
D* 

Notes: * Instructor D is the author of this study 
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Table 4.3 

Response Rate of the Pre-project Tolerance for Ambiguity and Fear of Negative 

Evaluation Surveys 

Pre-project TfA and FNE surveys, Fall 2015   

Course 
Number of 
students  

Notes 
Number of 
responses 

Response 
rate  

MET 
40000 

27 

All three courses 
are combined for 

lectures 
107 91% 

ECET 
43000 

66 

ECET 
43100 

25 

AT 49600 42 - 41 98% 

 
 

Table 4.4 

Response Rate of the Exposure to Ambiguity Survey 

Exposure to Tolerance survey, Spring 2016   

  
Number of 
students  

Notes 
Number of 
responses 

Response 
rate  

MET 
49000 

27 Two courses are 
combined for 

lectures 
76 82% 

ECET 
46000 

66 

ECET 
46100 

25 - 10 40% 

AT 49700 42 - 38 90% 
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Table 4.5 

Response Rate of the Post-project Tolerance for Ambiguity Survey and Fear of 

Negative Evaluation Surveys 

Post-project TfA and FNE surveys, Spring 2016   

  
Number of 
students  

Notes 
Number of 
responses 

Response 
rate  

MET 
49000 

27 Two courses are 
combined for 

lectures 
39 42% 

ECET 
46000 

65 

ECET 
46100 

24 - 13 54% 

AT 49700 39 - 38 97% 

 

In the beginning of the proposal phase semester, the response rate was high in all student 

groups. All capstone courses in the School of Engineering Technology were combined in 

one lecture, most students were present, and their response rate was 91%. The School of 

Aviation and Transportation Technology’s students are required to attend lectures, even 

though problem-based learning method was selected. As a result, all administered 

surveys yielded high response rates: 98% for the Pre-project Tolerance for Ambiguity 

survey; 90% for the Exposure to Tolerance survey, and 97% for the Post-project 

Tolerance for Ambiguity survey. The second semester, in the implementation phase of 

these capstone courses, was different for the School of Engineering Technology’s 

students. Their instructor spent many days traveling and many lectures were cancelled, 

sometimes without warning. Per observations of the current study’s researcher, this 

affected their attendance and, subsequently, their participation rates. For example, the 

Exposure to Ambiguity survey was administered to only 10 ECET46100 students (only 

40% response rate), who were present at an optional laboratory section. Plus, the shift to 
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a focus on delivering project reports, tangible goods, and perceived overload resulted in a 

reduction in focus on the importance of lecture attendance (Cerrito & Levi, 1999). This 

situation is also consistent with courses with unpredictable time dedicated to coursework 

(Chambers, 1992; Garg, Tuimaleali’ifano, & Sharma, 1998; Garg, Vijayshre, & Panda, 

1992). The latter surveys were also more likely to have missing data, which made some 

surveys unusable.  

To ensure that the smaller pool of research subjects is still representing the population of 

the current study, series of t-tests with two-tail distributions and equal variance assumed 

were performed. The tests compared responses of the students, who participated in both, 

pre- and post-, Tolerance for Ambiguity and Fear of Negative Evaluation surveys, with 

the students, who took part in the initial surveys only at the beginning of the first 

semester. Each test examined initial participation for both groups of students.   

For Tolerance for Ambiguity pre-project survey, no statistical difference was found 

between the groups: subjects participating in both TfA surveys (M = 9.63, SD = .48) and 

those who took part in initial TfA survey only (M = 9.51, SD = .48), t(97) = .84, p = n.s. 

For Fear of Negative Evaluation pre-project survey, the first group (M = 12.11, SD = 1.30) 

and the second group (M = 10.85, SD = .82) did not differ significantly on their responses, 

t(97) = .86, p = n.s. Based on those findings, it is possible to claim that final pool of 

research subjects from the School of Engineering Technology represent the initial group 

of students from that school. 
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4.2 Data Reduction to Achieve Quality of Input 

In addition to the class cancellations and pressure to deliver the projects on time that 

plagued response rates in the second semester, eight students in the first semester did not 

record their identification numbers and one was entered incorrectly. While it is possible 

that most of them participated in the subsequent surveys, it is impossible to verify, so 

those data were also removed from the sample. Tables 4.6 and 4.7 summarize 

information presented above. 
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Table 4.6 

Response Rate and Missing Data of the Pre-project Tolerance for Ambiguity Survey 

and Fear of Negative Evaluation Surveys 

Pre-project TfA and FNE surveys, Fall 2015     

Course 
Number of 
responders 

Notes 
No 
ID 

Missing 
points 

% of 
usable data 

MET 40000 

107 
All three courses are 
combined for lectures 

9 1 90.7% ECET 43000 

ECET 43100 

AT 49600 41 - 1 0 97.6% 

 

Table 4.7 

Response Rate and Missing Data of the Post-project Tolerance for Ambiguity Survey 

and Fear of Negative Evaluation Surveys 

Post-project TfA and FNE surveys, Spring 2016     

Course 
Number of 
responders 

Notes 
No 
ID 

Missing 
points 

% of 
usable data 

MET 49000 
39 

Two courses are 
combined for lectures 

0 2 94.9% 
ECET 46000 

ECET 46100 13 - 0 3 76.9% 

AT 49700 38 - 0 0 100.0% 

 
 
It is not uncommon to receive responses with information missing. For example, Szilagyi 

and Sims (1975) described the study where 230 out of 1161 were removed because of 

incomplete information. If multiple rounds of surveys are involved, the number with 

missing data is typically higher. Caplan and Jones (1975) started with a 94% response 

rate, which dropped to 60% when only those completing the follow up survey were 

included.  
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After cleaning data by discarding responses with incomplete data and counting only 

responses that could be matched from Fall 2015 to Spring 2016, the total number of 

complete responses was 62 (see Table 4.8). This is above the recommended minimum 

number of subjects, which is 10 responses per predictor variable, if six or more predictors 

are used for regression (Wilson VanVoorhis & Morgan, 2007). Another source (Harris, 

1985) suggests using 50 participants plus the number of predictors (which in this study is 

four). The number of responses in the current study meets both of these criteria. 

Table 4.8 

Total Number of Students, Number of Responses, and Number of Full Datasets 

Summary of all surveys 

Fall 2015 Spring 2016   

Course 
Number 

of 
students 

Number 
of 

responses 
Discarded Course 

Number 
of 

students  

Number 
of 

responses 
Discarded 

Full 
datasets 

MET 
40000 

27 

107 9 

MET 
49000 

27 
39 2 

26 
ECET 
43000 

66 
ECET 
46000 

65 

ECET 
43100 

25 
ECET 
46100 

24 13 3 

AT 49600 42 41 1 AT 49700 39 38 0 36 

 
 
 

4.3 Descriptive Statistics and Correlations between Variables 

Descriptive statistics are presented in Table 4.9. Table 4.10 shows that strong positive 

correlation exists between levels of Fear of Negative Evaluation at the beginning and the 

end of the projects. Also, there were weak negative correlations between the initial and 

final Fear of Negative Evaluation and both levels of Tolerance for Ambiguity throughout 
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the projects. Pre- and post- Tolerance for Ambiguity exhibited moderate positive 

correlation (Evans, 1996). All mentioned correlations were significant.  

 

Table 4.9 

Sample Sizes, Means, Standard Deviations, Minimum and Maximum Values of 

Variables   

Variables N Mean 
Std 
Dev 

Minimum Maximum 

1. Pre-project 
FNE 

146 11.26 7.44 0 30 

2. Post-project 
FNE 

86 12.80 8.02 0 30 

3. Pre-project TfA 147 9.39 2.89 2 17 

4. Post-project 
TfA 

86 9.21 2.94 2 16 

5. Exposure to 
Ambiguity  

124 25.78 5.95 11 36 

 
 

Table 4.10 

Pre- and Post-project Survey Instruments: Correlations  

Variables N 1 2 3 4 5 

1. Pre-project 
FNE 

146 -         

2. Post-project 
FNE 

86    .78*** -       

3. Pre-project 
TfA 

147   -.33***   -.23**** -     

4. Post-project 
TfA 

86   -.36**   -.34**    .54*** -   

5. Exposure to 
Ambiguity 

124   -.08   -.14    .04    .22 - 

Note: *p<.05, **p<.01, ***p<.001, ****p=.05 
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Individuals with low scores in the pre-project Fear of Negative Evaluation are considered 

relaxed in social situations; people with middle scores could experience fear in some 

social situations. High scores mean that subjects are concerned about what other people 

think about them (Watson & Friend, 1969). The scale of the instrument, and data 

collected, range from 0 to 30 points maximum. The mean of pre-project FNE was 11.26 

(SD = 7.44) and mean of post-project FNE was 12.80 (SD = 8.02), which means that 

observed Fear of Negative Evaluation increased almost 14% throughout the capstone 

experience. This is not what was expected, however, one possible explanation of this 

phenomenon is that the students were exposed to complex problem-based learning for the 

first time. It could be that they did not anticipate the complexity of the projects and 

overestimated their social abilities at the beginning of the class. In spite of this possible 

explanation for an increase in FNE, the measured difference is not significant. The fact 

that pre- and post-FNE results are strongly and positively correlated was not 

unanticipated, because the same students provided this data over a year and it is logical 

that a student’s disposition at the start of the year would be related to their disposition at 

the end.  

Since Tolerance for Ambiguity (TfA) is a positive attribute, a greater score means higher 

tolerance for ambiguity, and a lower number indicates lower tolerance for ambiguity. The 

score can range from 0 to 20 points (MacDonald, 1970). In this sample, the data ranges 

from 2 to 17 (pre-project TfA) and from 2 to 16 (post-project TfA). The sample means 

for Tolerance for Ambiguity decreased from 9.39 (SD = 2.89) at the beginning of the 

project to 9.21 (SD = 2.94), which is only a 2% observed reduction and not statistically 
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significant. As expected, pre- and post- Tolerance for Ambiguity results were positively 

correlated, since radical changes in this construct are unlikely.  

Lastly, while the Exposure to Ambiguity scale ranges from 0 to 36 possible points, the 

sample minimum was 11, which means all students reported previous exposure to 

ambiguous projects prior to the capstone courses. The sample mean of 25.78 (SD = 5.95) 

is 72% of the instrument’s maximum, which suggests that students generally reported a 

high level of prior exposure.   

It was hypothesized that both pre- and post-Tolerance for Ambiguity would be negatively 

correlated with both sets of Fear of Negative Evaluation, and the results bore out this 

hypothesis. It was anticipated that individuals with higher levels of tolerance for 

ambiguity are more relaxed in social situations (Dadds, Barrett, Rapee, & Ryan, 1996).  

 

4.4 Regression Analysis 

Two regression models are represented in Figures 4.1 and 4.2 detailed views of the 

hypothesized model in Figure 3.1 of Chapter 3:  
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Figure 4.1: Using Fear of Negative Evaluation to Predict Tolerance for Ambiguity at the 

End of Project Courses 

 

The regression analysis showed that the initial model (see Figure 4.1) significantly 

predicted Tolerance for Ambiguity at the end of the projects: F (4, 57), p <.001, R2 = .40. 

The only significant predictor in the model was Tolerance for Ambiguity at the beginning 

of the projects: b = .55, SE = .12, t = 4.56, p < .001. So in this model, past behavior is the 

best predictor.  

 
 

  

Tolerance for Ambiguity, 

Beginning of Capstone 

(M=9.39, SD=2.89) 

Fear of Negative  

Evaluation, 

Beginning of Capstone 

(M=11.26, SD=7.44) 

  

Tolerance for Ambiguity, 

End of Capstone 

(M=9.21, SD=2.94) 

Fear of Negative  

Evaluation, 

End of Capstone 

(M=12.80, SD=8.02) 

  

Exposure to Ambiguity, 

Prior to Capstone 

b = .55, SE = .12, t = 4.56, p < .001 

b = -.01, SE = .07, t = -.09, p = .93 

b = .09, SE = .05, t = 1.66, p = .10 

b = -.08, SE = .06, t = -1.27, p = .21 
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Figure 4.2: Using Fear of Negative Evaluation to Predict of Tolerance for 

Ambiguity at the End of Project Courses with Exposure to Ambiguity as 

Moderator 

 

The result from the regression model shown in Figure 4.1 would be disappointing, except 

that the more important hypothesis in this study was whether prior Exposure to 

Ambiguity, or number of experiences to ambiguous situation outside of the capstone 

courses, would have a moderating effect. The model shown in Figure 4.2 tested if the 

Exposure to Ambiguity moderated the relationship between the Tolerance for Ambiguity 

at the end of the projects and other predictors. In other words, the goal was to test if the 

  

Tolerance for 

Ambiguity, 

Beginning of Capstone 

(M=9.39, SD=2.89) 

Fear of Negative  

Evaluation, 

Beginning of Capstone 

(M=11.26, SD=7.44) 

  

Tolerance for 

Ambiguity, 

End of Capstone 

(M=9.21, SD=2.94) 

Fear of Negative  

Evaluation, 

End of Capstone 

(M=12.80, SD=8.02) 

  

Exposure to Ambiguity, 

Prior to Capstone 

b = .55, SE = .12, t = 4.48, p < .001 

b = -.01, SE = .07, t = -.15, p = .88 

b = .09, SE = .05, t = 1.74, p = .09 

b = -.08, SE = .06, t = -1.30, p = .20 

b = -.00, SE = .01, t = -.66, p = .51 
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association between the Post-project Tolerance for Ambiguity and Pre-project Tolerance 

for Ambiguity, Pre- and Post-project Fear of Negative Evaluation varied by level of 

Exposure to Ambiguity. All four predictor variables were centered and the interaction of 

the new variables was tested. The results exhibited that overall new model remained 

statistically significant: F (5, 56) = 7.59, p < .001, R2 = .40, but the model did not 

significantly improve the prediction of Post-project Tolerance for Ambiguity: F (1, 56) 

= .43, p = .51, ∆R
2 = 0. The results are presented in Table 4.11.  

 

Table 4.11 

Predictors for Post-project Tolerance for Ambiguity 

Model R2 
Pre-project 

TfA 
Exposure to 
Ambiguity 

A 0.40 p<.001 p = .10 

B 0.40 p<.001 p = .09 

 

While not originally hypothesized, the different instructor practices observed suggested 

the possibility that instructor differences could affect the study, so instructor effects were 

explored. The introduction of instructor effects results in updated models, which are 

shown in Figures 4.3 and 4.4. 

The regression analysis on updated model A’ (see Figure 4.3) showed that it predicted the 

Tolerance for Ambiguity in the end of the projects: F (5, 56), p <.001, R2 = .43. Again, 

only Tolerance for Ambiguity in the beginning of the projects was statistically significant: 

b = .54, SE = .12, t = 4.49, p < .001.  
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Figure 4.3: Instructor Effects in Predicting of Tolerance for Ambiguity in the End of the 

Project Courses 

 
The model B’ shown in Figure 4.4 tested if the Exposure to Ambiguity moderated the 

relationship between the Tolerance for Ambiguity in the end of the projects and other 

predictors in the expended model. All five predictor variables were centered and the 

interaction of the new variables was tested. The new model was statistically significant: F 

(6, 55) = 7.05, p < .001, R2 = .43. While this revised model did not significantly improve 

the prediction of Post-project Tolerance for Ambiguity: F (1, 55) = .24, p = .62, ∆R
2 = .03, 

this model did show that the Exposure to Ambiguity was statistically significant: b = .11, 

  

Tolerance for Ambiguity, 

Beginning of Capstone 

 Fear of Negative  

Evaluation, 

Beginning of Capstone 

  

Tolerance for Ambiguity, 

End of Capstone 

Fear of Negative  

Evaluation, 

End of Capstone 

  

Exposure to Ambiguity, 

Prior to Capstone 

  
Instructor 

b = .54, SE = .12, t = 4.49, p < .001 

b = -.02, SE = .06, t = -.30, p = .77 

b = .10, SE = .05, t = 1.99, p = .05 

b = -.08, SE = .06, t = -1.29, p = .20 

b = 1.15, SE = .64, t = 1.79, p = .08 
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SE = .05, t = 2.02, p < .05 while controlling for instructor differences. This means that 

one unit increase in Exposure to Ambiguity leads to .11 units increase in Post-project 

Tolerance for Ambiguity. On its own, the direct effect of instructor on Tolerance for 

Ambiguity was not statistically significant: b = 1.12, SE = .65, t = 1.72, p = .09. This 

suggests that the instructors did not affect student attitudes directly, but influenced how 

they processed their previous experiences with ambiguity. Again, to measure this effect 

was not in the scope of this study. To help to facilitate this future work, additional 

information on differences in instructional methods is presented in Table 4.12. The 

combined results are presented in Table 4.13. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4: Instructor Effects in Predicting Tolerance for Ambiguity at the End of Project 

Courses when Exposure to Ambiguity is included as a Moderator 

 

Tolerance for Ambiguity, 

Beginning of Capstone 

 Fear of Negative  

Evaluation, 

Beginning of Capstone 

 

Tolerance for Ambiguity, 

End of Capstone 

Fear of Negative  

Evaluation, 

End of Capstone 

  

Exposure to Ambiguity, 

Prior to Capstone 

  
Instructor 

b = .53, SE = .12, t = 4.42, p < .001 

b = -.02, SE = .07, t = -.34, p = .73 

b = .11, SE = .05, t = 2.02, p < .05 

b = -.08, SE = .06, t = -1.30, p = .20 

b = -.00, SE = .01, t = -.49, p = .62 

b = 1.12, SE = .65, t = 1.72, p = .09 
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Table 4.12 

Summary of Differences and Similarities in Instructional Methods in the Study 

Attributes 
School of Engineering 

Technology 

School of Aviation and 
Transportation 

Technology 

Active learning Problem-based Problem-based 

Project management 
Six Sigma/Gate 

reviews 
Six Sigma/Gate 

reviews 

Number of students in the courses 118 40 

Number of teams per mentor/instructor 1 to 2 10 

Number of students per 
mentor/instructor 

up to 15 40 

Monetary reward for mentoring $2,000 per team None 

 

Table 4.13 

Combined Results for Predictors for Post-project Tolerance for Ambiguity, Initial and 

Updated Models 

Model R2 
Pre-project 

TfA 
Exposure to 
Ambiguity 

Instructor Moderator 

A 0.40 p<.001 p = .10 - - 

B 0.40 p<.001 p = .09 - Exposure 

A' 0.43 p<.001 p = .05 p = .08 - 

B' 0.43 p<.001 p < .05 p = .09 Exposure 
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CHAPTER 5. CONCLUSIONS 

The study was designed to test the following research hypotheses: 

• Tolerance for ambiguity will increase after completion of a capstone course. 

• Fear of negative evaluation will decrease after completion of a capstone course. 

• Earlier exposure to ambiguity in a curriculum will decrease fear of negative 

evaluation during a capstone course. 

• Earlier exposure to ambiguity in a curriculum will increase tolerance for 

ambiguity during a capstone course. 

• Fear of negative evaluation will be negatively proportional to tolerance for 

ambiguity.  

From the previous chapter, one can notice that the first two hypotheses were rejected. The 

students demonstrated that the capstone courses had no significant effect on their 

Tolerance for Ambiguity or their Fear of Negative Evaluation, which was not expected. 

A possible explanation for this finding is that the students experienced such intense 

involvement in their own education for the very first time. That is, at the beginning of 

their projects, they did not expect to experience either negative evaluation or ambiguity. 

If this were the case, the potential improvement that might have resulted from the project 
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experiences was countered by the resistance due to their novelty. This is consistent with 

the literature that active learning tends to receive resistance form students, because it is 

very different from the traditional lecture-based courses. Students go through all or, most 

likely, the initial stages of grief, such as shock, denial, and resistance (Felder & Brent, 

1996; Woods (1994). Unfortunately, it seems that the other, more advanced stages of this 

process, such as acceptance, exploration, implementation, and success could not be 

reached by all students in a single course.  

As it was shown in the previous chapter, without controlling for instructors only one 

variable, Tolerance for Ambiguity at the beginning of the projects, predicted Tolerance 

for Ambiguity at the end of the projects. No other variables were statistically significant, 

including Fear of Negative Evaluation at both time points. However, Exposure to 

Ambiguity was a significant predictor of Tolerance for Ambiguity at the end of the 

projects when controlling for instructor. There was no evidence that the previous 

exposure to ambiguity altered Fear of Negative Evaluation throughout the projects. The 

effect of difference in the instructors was not in the scope of this study. However, it 

suggests that the instructors themselves did not directly affect the students, but they 

influenced learners’ previous experiences with ambiguity.  

Lastly, the study verified that Fear of Negative Evaluation and Tolerance for Ambiguity 

were negatively correlated, but the former could not be used to predict the latter, because 

its effect was not statistically significant.  
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As it was stated, this study examined the main topics: 

• What is the association between tolerance for ambiguity and fear of negative 

evaluation at the beginning and the end of engineering technology capstone 

courses? 

• How does exposure to ambiguity prior to capstone courses affect tolerance for 

ambiguity? 

Both questions were answered. Fear of Negative Evaluation surveys in the beginning and 

the end of the projects did not predict the final Tolerance for Ambiguity. Fear of Negative 

Evaluation does not affect Tolerance for Ambiguity in senior engineering capstone 

courses. This is an important finding, because it indicates that social anxiety, as measured 

by fear of negative evaluation, does not play a major role in capstone courses. When 

students are working in teams, it was predicted that social interactions between group 

members and possibility of anxiety could potentially reduce the effectiveness of problem-

based learning. This study suggests that this may not be a concern—that this is not likely 

to be an impediment to implementing active learning.  

The second finding is that a single course, even if it was administered as a problem-based 

senior class, failed to increase students’ tolerance for ambiguity. Students with low 

tolerance have more problems with ambiguity, whereas students with high tolerance can 

more easily endure changes and find it easier to act in the absence of complete 

information. This is in line with previously mentioned lack of time needed to fulfil the 

whole cycle of the grieving process associated with active learning. For future work, it is 

important to investigate if a multitude of project- and problem-based courses throughout 
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curricula would better condition students to tolerate ambiguity and prepare them for an 

ever-changing profession.  

The third important finding was that exposure to ambiguity prior to capstone courses 

does affect tolerance for ambiguity while controlling for instructor and if exposure to 

ambiguity is included as a moderator. This recalls earlier research findings that the 

guidance of an experienced instructor helps to reduce or maintain both ambiguity and 

uncertainty (Klahr & Nigam, 2004; Mayer, 2004). It was not in the scope of this study to 

explore the effect of instructor more deeply, but this provides a direction for future 

research, especially in this time of expanding implementation of project- and problem-

based learning methods in technical curricula.  

The findings of the current study have a potential to enrich expected curricular changes 

for many engineering technology programs in general and for the Purdue Polytechnic 

Institute, as the research site for the study, in particular. There is much reliance in lecture-

based and project- and problem-based courses on grades. Grades earned by the students 

in the courses were not taken into consideration in the current study, because of difficulty 

of grading students’ contribution in active learning (Kilpatrick, 1921). However, there are 

many ways exist to assess students’ performance using peer evaluation, which is a 

preferred method of assessment in active learning (Kaufman, Felder, & Fuller, 2000; 

Kelley, 2015; Ohland, Loughry, Woehr, Layton, & Ferguson, 2015).  

For future work, it is needed to investigate this effect by collecting data on differences in 

teaching methods applied, or, even better, by implementing a shared pedagogical 

approach administering courses. The latter will be preferred and already partially took 

place in the current study. The observed classes have many common elements, like using 
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the gate review system, Six Sigma methodology and common tools, and similar elements 

of project management. It would be beneficial to standardize the course requirements and 

final deliverables. Also, it might be possible to consolidate the courses. This action would 

bring diversity to student teams and better represent participation in industry projects. It 

could also address the differences in mentoring techniques. In the School of Engineering 

Technology, most mentoring was provided by the designated paid mentors, who worked 

with fewer students. This was different from the School of Aviation and Transportation 

Technology, where the course instructor provided most of support to the whole class.  

Another item to consider is to take into account the difference in complexity of the 

projects. During the current study, it was noted that students with higher tolerance for 

ambiguity selected more complex and less defined projects. Less adventurous students 

tried to stay with less ambitious problems. However, lack of experience in recognizing 

engineering complexity did not necessary allowed the students to make their choice 

accurately. One is approaches for future investigation could be involving a panel of 

experts to review complexity of the problem or projects. In this case, more objective 

representation of difficulty could be reached. Another method could be allowing 

instructors, mentors, sponsors, and students themselves to rate the projects and problems. 

Combining responses and evaluating them would give the better understanding of the 

topic. This could be an additional independent item in the follow-up studies, as well as 

students’ grades as described before.  

 



 

 

 

LIST OF REFERENCES 

 

 



82 

 

LIST OF REFERENCES 

ABET (2015a). Setting the standard worldwide. Retrieved from 

http://www.abet.org/accreditation/ 

Adorno, T. W., Frenkel-Brunswik, E., Levinson, D. J. & Sanford, N. (1950). The 

authoritarian  personality. New York, NY: Harper.  

Aguinis, H., Boik, R. J., & Pierce, C. A. (2001). A generalized solution for 

approximating the power to detect effects of categorical moderator variables using 

multiple regression. Organizational Research Methods, 4(4), 291-323. 

Ahmed, S., Wallace, K. M., & Blessing, L. T. (2003). Understanding the differences 

between how novice and experienced designers approach design tasks. Research 

in engineering design, 14(1), 1-11. 

Aiken, L. S., & West, S. G. (1991). Multiple regression: Testing and interpreting 

interactions. Newbury Park, CA: Sage. 

Ashford, S. J., & Cummings, L. L. (1985). Proactive feedback seeking: The instrumental 

use of the information environment. Journal of Occupational Psychology, 58(1), 

67-79. 

American Psychiatric Association. (1994). Diagnostic and statistical manual of mental 

disorders (4th ed.). Washington, DC: Author. 

 



83 

 

American Society for Engineering Education. (2010). The Green Report – Engineering 

Education for a Changing World. Retrieved from https://www.asee.org/papers-

and-publications/publications/The-Green-Report.pdf 

Amir, N., Beard, C., & Bower, E. (2005). Interpretation bias and social anxiety. 

Cognitive Therapy and Research, 29, 433–443. 

Aron, A., & Aron, E. N. (1999). Statistics for psychology (2nd ed.). Upper Saddle River, 

NJ: Prentice Hall. 

Atkinson, P. (1984). Training for certainty. Social science & medicine, 19(9), 949-956. 

Augustine, N. (2005). Rising Above The Gathering Storm: Energizing and Employing 

America for a Brighter Economic Future, Washington, DC: National Academy of 

Science, National Academy of Engineering, Institute of Medicine, National 

Academy Press. 

Ayokanmbi, F.M. (2011). Competencies for global engineers and technologists. Journal 

of Industrial Technology, 27(1), 2-6. 

Baron, R. M., & Kenny, D. A. (1986). The moderator-mediator variable distinction in 

social psychological research: Conceptual, strategic, and statistical considerations. 

Journal of Personality and Social Psychology, 51, 1173–1182 

Beidel, D. C., Christ, M. A. G., & Long, P. J. (1991). Somatic complaints in anxious 

children. Journal of Abnormal Child Psychology, 19, 659-670. 

Beidel, D. C., & Morris, T. L. (1995). Social phobia. In J. S. March (Ed.), Anxiety 

disorders in children and adolescents (pp. 181-211). New York: The Guilford 

Press. 



84 

 

Beidel, D. C., & Turner, S. M. (1998). Shy children, phobic adults: Nature and treatment 

of social phobia. Washington, DC: American Psychiatric Association. 

Ben-Haim, Y. (2001). Information-gap decision theory: decisions under severe 

uncertainty. San Diego, CA: Academic Press. 

Bennett, N., Herold, D. M., & Ashford, S. J. (1990). The effects of tolerance for 

ambiguity on feedback-seeking behavior. Journal of Occupational Psychology, 

63(4), 343-347.   

Bhushan, L., & Amal, S. B. (1986). A situational test of intolerance of ambiguity. 

Psychologia: An International Journal of Psychology in the Orient, 29(4), 254–

261. 

Bollen, K. A., & Curran, P. J. (2006). Latent curve models: A structural equation 

approach. Hoboken, NJ: Wiley 

Brendle, J. R., & Wenzel, A. (2004). Differentiating between memory and interpretation 

biases in socially anxious and nonanxious individuals. Behaviour Research and 

Therapy, 42, 155–171. 

Brodeur, D., Young, P.W., & Blair, K.B. (2002). Problem-based learning in aerospace 

engineering education. Proceedings of the American Society for Engineering 

Education Annual Conference and Exposition, Montreal, Canada. 

Brown, T. (2009). Change by design: How design thinking transforms organizations and 

inspires innovation. New York: HarperCollins. 

Bruner, J. S. (1968). The process of education. Cambridge, MA: Harvard University 

Press. 



85 

 

Bucciarelli, L. L. (1988). An ethnographic perspective on engineering design. Design 

studies, 9(3), 159-168. 

Bucciarelli, L.L. (1994): Designing Engineers. Cambridge, MA: MIT Press. 

Bucciarelli, L.L. (2003). Engineering Philosophy. Delft: Delft University Press.  

Budner, J. (1962) Tolerance of ambiguity as a personality variable. Journal of 

Personality, 30, 29-40. 

Callele, D., Makaroff, D. (2006). Teaching requirements engineering to an unsuspecting 

audience. In Proceedings of the 37th SIGCSE technical symposium on Computer 

science education.  

Caplan, R. D., & Jones, K.W. (1975). Effects of work load, role ambiguity, and type A 

personality on anxiety, depression, and heart rate. Journal of Applied Psychology, 

60(6), 713–719. 

Cardella, M. E., & Lande, M. (2007). Ambiguity as a bridge between mathematical 

thinking and design. In Proceedings of the Design Thinking Research Symposium. 

Carmel-Gilfilen, C., & Portillo, M. (2010). Developmental trajectories in design thinking: 

an examination of criteria. Design studies, 31(1), 74-91. 

Chambers, E. (1992). Work-load and the quality of student learning. Studies in Higher 

Education, 17(2), 141-153. 

Chaplin, W. F. (1991). The next generation in moderation research in personality 

psychology. Journal of Personality, 59, 143–178 

Chi, M. T. H., DeLeeuw, N., Chiu, M., and LaVancher, C. (1994). Eliciting self-

explanations improves understanding. Cognitive Science, 18, 439–477. 



86 

 

Christensen, C.M. (1997). The Innovator’s Dilemma: When New Technologies Cause 

Great Firms to Fail, Harvard, MA: Harvard Business School Press. 

Christensen, K., & Rundus, D. (2003). The capstone senior design course: an initiative 

with partnering with industry. In Proceedings of the 2003 ASEE/IEEE Frontiers 

in Education. 

Clark, D. M., & Wells, A. (1995). A cognitive model of social phobia. In G. Heimberg, & 

M. R. Liebowitz (Eds.), Social phobia: Diagnosis, assessment, and treatment. 

New York: The Guilford Press. 

Cohen, J. (1990). Things I have learned (so far). American Psychologist, 45, 1304‐1312.  

Cohen, J. (1992). A power primer. Psychological Bulletin, 112, 155‐159. 

Cohen, J., & Cohen, P. (1975). Applied multiple regression/correlation analysis for the 

behavioral sciences. Hillsdale, NJ: Erlbaum. 

Cohen, J., Cohen, P., West, S. G., & Aiken, L. S. (2003). Applied multiple 

regression/correlation analysis for the behavioral sciences (3rd ed.). Mahwah, NJ: 

Erlbaum. 

Courter, S. S., Millar, S. B., & Lyons, L. (1998). From the students' point of view: 

Experiences in a freshman engineering design course. Journal of engineering 

education, 87(3), 283-288. 

Coyne, R. (1995). Designing information technology in the postmodern age: From 

method to metaphor. Cambridge, MA: MIT Press. 

 

 



87 

 

Criteria for Accrediting Engineering Technology Programs 2015-2016 (2015b). 

Baltimore, MD: Engineering Accreditation Commission, ABET, Inc. 

http://www.abet.org/wp-content/uploads/2015/05/T001-15-16-ETAC-Criteria-05-

04-15.pdf 

Cross, N. (1982). Designerly ways of knowing. Design studies, 3(4), 221-227. 

Cross, N. (1984). Developments in design methodology. Chichester: John Wiley & Sons. 

Cross, N, & Cross, A. C. (1998). Expert designers. In E. Frankenberger, P. Badke-Schaub, 

& H. Birkhofer (Eds.), Designers, the key to successful product development (pp. 

1–16). London: Springer Verlag.  

Dadds, M. R., Barrett, P. M., Rapee, R. M., & Ryan, S. (1996). Family process and child 

anxiety and aggression: An observational analysis. Journal of Abnormal Child 

Psychology, 24, 715-734. 

Debelak, K. A., & Roth, J. A. (1982). Chemical Process Design: An Integrated Teaching 

Approach. Chemical Engineering Education, 16(2), 72-75. 

Department of Aviation Technology. (n.d.). The History of the Department of Aviation 

Technology. Retrieved October 31, 2014, from 

http://www.tech.purdue.edu/AT/About_Us/athistory.cfm 

Dewey, J. (1938). Experience and education. New York, NY: Simon and Schuster. 

Dods, R. F. (1997). An Action Research Study of the Effectiveness of Problem-Based 

Learning in Promoting the Acquisition and Retention of Knowledge. Journal for 

the Education of the Gifted, 20(4), 423-37. 



88 

 

Dommeyer, C. J., Baum, P., Hanna, R.W., & Chapman, K. S. (2004). Gathering faculty 

teaching evaluations by in-class and online surveys: their effects on response rates 

and evaluations. Assessment & Evaluation in Higher Education 29(5), 611–623. 

Dorst, K. (2003). The problem of design problems. Expertise in design, 135-147. 

Dossani, R., & Kenney, M. (2006). Reflections upon “Sizing the Emerging Global Labor 

Market.” Academy of Management Perspectives, 20(4), 35–41. 

Downey, G., & Lucena, J. U. A. N. (2003). When students resist: Ethnography of a senior 

design experience in engineering education. International Journal of Engineering 

Education, 19(1), 168-176. 

Dubikovsky, S., Ropp, T. D., & Lesczynski, T. (2010). Developing next generation 

research competencies through collaborative student design and advanced 

manufacturing projects. International Journal of Applied Aviation Studies, 10(1), 

219-225. 

Dubikovsky, S. & Kestin, J. (2012). Project management as an active component of the 

Aeronautical Engineering Technology program. Journal of Aviation Technology 

and Engineering, 1(2), 58-62. 

Dubikovsky, S. (2014). AT497, Inc .trainee (student) orientation manual. AT497 Course 

syllabus. West Lafayette, IN: Purdue University. 

Durrheim, K., & Foster, D. (1997). Tolerance of ambiguity as a content specific construct. 

Personality and Individual Differences, 22(5), 741-748. 

Dutta, D., Geister, D. E., & Tryggvason, G. (2004). Introducing hands-on experiences in 

design and manufacturing education. International Journal of Engineering 

Education, 20(5), 754-763. 



89 

 

Dym, C. L. (2006). Engineering design: So much to learn. International Journal of 

Engineering Education, 22(3), 422-428. 

Eckert, C. (1997). Intelligent support for knitwear design (Doctoral dissertation, The 

Open University). 

Eckert, C. (1999). Managing effective communication in knitwear design. The Design 

Journal, 2(3), 29-42. 

Eckert, C. (2001). The communication bottleneck in knitwear design: analysis and 

computing solutions. Computer Supported Cooperative Work (CSCW), 10(1), 29-

74. 

Eisner, H. (1997). Essentials of project and systems engineering management. Hoboken, 

NJ: John Wiley & Sons. 

Ericsson, K. A., & Charness, N. (1997). Cognitive and development factors in expert 

performance. In P. J. Feltovich, K. M. Ford, R. R. Hoffman RR (eds), Expertise in 

context (pp. 3–41). Menlo Park, CA: AAAI. 

Evans, J. D. (1996). Straightforward statistics for the behavioral sciences. Pacific Grove, 

CA: Brooks/Cole Publishing. 

Farrell, D., Laboissie`re, M. A., & Rosenfeld, J. (2006). Sizing the emerging global labor 

market: Rational behavior from both companies and countries can help it work 

more efficiently. Academy of Management Perspectives, 20(4), 23–34. 

Feather, N. T. (1971). Value differences in relation to ethnocentrism, intolerance of 

ambiguity, and dogmatism. Personality, 2, 349-366. 

Felder, R. M., & Brent, R. (1996). Navigating the bumpy road to student-centered 

instruction. College teaching, 44(2), 43-47. 



90 

 

Finke, R.A. (1990): Creative Imagery: Discoveries and Inventions in Visualization. 

Hillsdale, NJ: Lawrence Erlbaum Associates. 

Fox, R. C. (1957). Training for Uncertainty. In Merton, R.K., Reader, G., and Kendall, 

P.L. (eds.), The Student-Physician, 207-241. Cambridge, MA.: Harvard 

University Press. 

Foxman, P. (1976). Tolerance for ambiguity and self-actualization. Journal of 

Personality Assessment, 40(1), 67-72. 

Freeston, M. H., Rhéaume, J., Letarte, H., Dugas, M. J., & Ladouceur, R. (1994). Why do 

people worry?. Personality and individual differences, 17(6), 791-802. 

Frenkel-Brunswik, E. (1949). Intolerance of ambiguity as an emotional and perceptual 

personality variable. Journal of Personality, 18(1), 108-143. 

Friend, R. M., & Gilbert, J. (1973). Threat and fear of negative evaluation as 

determinants of locus of social comparison. Journal of Personality, 41, 328–340 

Furnham, A. (1994). A content, correlational and factor analytic study of four tolerance 

of ambiguity questionnaires. Personality and Individual Differences, 16(3), 403–

410. 

Furnham, A., & Ribchester, T. (1995). Tolerance of ambiguity: A review of the concept, 

its measurement and applications. Current Psychology, 14(3), 179-199.  

Gadamer, H. G. (1986). The relevance of the beautiful and other essays. Trans. Robert 

Bernasconi. Cambridge: Cambridge University Press. 

Garg, S., & Tuimaleali'ifano, E.  Sharma, S.C. (1998). A study of student workload for 

USP physics foundation courses offered at a distance. Indian Journal of Open 

Learning (ISSN: 0971-2690), 7(3), 301-312. 



91 

 

Garg, S., Vijayshre, & Panda, S. (1992). A preliminary study of student workload for 

IGNOU physics elective courses. Indian Journal of Open Learning, 1(2), 19-25. 

Geller, G., Faden, R. R., & Levine, D. M. (1990). Tolerance for ambiguity among 

medical students: implications for their selection, training and practice. Social 

science & medicine, 31(5), 619-624. 

Goldschmidt, G. (1997). Capturing indeterminism: representation in the design problem 

space. Design Studies, 18(4), 441-455. 

Green, S. B. (1991). How many subjects does it take to do a regression analysis? 

Multivariate Behavioral Research, 26, 499‐510. 

Greeno, J. G., Collins, A., and Resnick, L. B. (1996). Cognition and learning. In Berliner, 

D. C., and Calfee, R. C. (eds.), Handbook of Educational Psychology, Macmillan, 

New York, pp. 15–46. 

Gregory, S. A. (Ed.). (1966). The design method. London: Butterworth Press. 

Hales, C., & Gooch, S. D. (2004). Managing engineering design (2nd ed.). London: 

Springer-Verlag. 

Harris, R. J. (1985). A primer of multivariate statistics (2nd ed.). New York: Academic 

Press. 

Harvard Office of News and Public Affairs (May 27, 1999). Memorial Minute: William 

Graves Perry Jr. Retrieved from 

http://news.harvard.edu/gazette/1999/05.27/mm.perry.html   

Henderson, K. (1999): On Line and On Paper. Cambridge, MA: MIT Press. 



92 

 

Higa, C. K., & Daleiden, E. L. (2008). Social anxiety and cognitive biases in non-referred 

children: the interaction of self-focused attention and threat interpretation biases. 

Journal of Anxiety Disorders, 22, 441–452. 

Hmelo, C. E. & Ferrari, M. (1997). The problem-based learning tutorial – cultivating 

higher order thinking skills. Journal for the Education of the Gifted, 20(4), 401–

422. 

Hmelo-Silver, C. E. (2002). Collaborative ways of knowing: Issues in facilitation. In 

Stahl, G. (ed.), Proceedings of CSCL 2002, Erlbaum, Hillsdale, NJ, pp. 199–208. 

Hmelo-Silver, C. E. (2004). Problem-based learning: what and how do students learn? 

Educational Psychology Review, 16(3), 235-266. 

Hmelo-Silver, C. E. & Barrows, H. S. (2006). Goals and strategies of a problem-based 

learning facilitator. Interdisciplinary Journal of Problem-based Learning, 1, 21-

39.  

Hofstede, G. (2001). Cultures consequences, comparing values, behaviors, institutions, 

and organizations across nations. Thousand Oaks, CA: Sage. 

Holmbeck, G. N. (1997). Toward terminological, conceptual, and statistical clarity in the 

study of mediators and moderators: Examples from the child-clinical and pediatric 

psychology literatures. Journal of Consulting and Clinical Psychology, 65, 599–

610. 

Howerton, C. P. (1988, February). “Cactus Systems”: a computer science practicum that 

is more than a capstone. ACM SIGCSE Bulletin, 20(1), 176-180). 



93 

 

Izgic¸, F., Akyuz, G., Dogan, O., & Kugu, N. (2004). Social phobia among university 

students and its relation to self-esteem and body image. Canadian Journal of 

Psychiatry, 49, 630–634. 

Jaccard, J., Turrisi, R., & Wan, C. K. (1990). Interaction effects in multiple regression. 

Newbury Park, CA: Sage. 

Jackson, D.N. (1966). A Modern Strategy for Personality Assessment: The Personality 

Research Form, Research Bulletin No. 33c, University of Western Ontario, 

London. 

James, L. R., & Brett, J. M. (1984). Mediators, moderators, and tests for mediation. 

Journal of Applied Psychology, 69, 307–321 

Johnson, R. B., & Onwuegbuzie, A. J. (2004). Mixed methods research: A research 

paradigm whose time has come. Educational researcher, 33(7), 14-26. 

Jonassen, D., Strobel, J., & Lee, C. B. (2006). Everyday problem solving in engineering: 

lessons for engineering educators. Journal of Engineering Education, 95(2), 139–

151. 

Judd, C. M., McClelland, G. H., & Culhane, S. E. (1995). Data analysis: Continuing 

issues in the everyday analysis of psychological data. Annual review of 

psychology, 46(1), 433-465. 

Katsaros, K. K., & Nicolaidis, C. S. (2012). Personal traits, emotions, and attitudes in the 

workplace: their effect on managers' tolerance of ambiguity. The Psychologist-

Manager Journal, 15(1), 37-55. 

Katz, J. (1984). The Silent World of Doctor and Patient. New York, NY: Free Press. 



94 

 

Kaufman, D. B., Felder, R. M., & Fuller, H. (2000). Accounting for individual effort in 

cooperative learning teams. Journal of Engineering Education, 89(2), 133-140. 

Kelley, D. (2015). Peer evaluation within a team design project. Journal of Engineering 

Technology, 32(1), 44. 

Kilpatrick, W. H. (1918). The project method. Teachers College Record, 19 (4), 319–335. 

Kilpatrick, W. H. (1921). Dangers and difficulties of the project method and how to 

overcome them - a symposium. A review and summary. Teachers College Record, 

22(4), 310-321. 

Kirschner, P. A., Sweller, J., & Clark, R. E. (2006). Why minimal guidance during 

instruction does not work: An analysis of the failure of constructivist, discovery, 

problem-based, experiential, and inquiry-based teaching. Educational 

Psychologist, 41(2), 75-86.  

Kirton, M. J. (1981). A reanalysis of two scales of tolerance of ambiguity. Journal of 

Personality Assessment, 45(4), 407–414. 

Kitchener, K S and King, P M (1989) The reflective judgment model: ten years of 

research. In M L Commons, C Armon, L Kohlberg, F A Richards, T A Grotzer, & 

D Sinnott (Eds.), Adult development, Vol. 2 (pp. 63-78). New York, NY: Praeger.  

Klahr, D., & Nigam, M. (2004). The equivalence of learning paths in early science 

instruction: Effects of direct instruction and discovery learning. Psychological 

Science, 15, 661–667. 

Kocovski, N. L., & Endler, N. S. (2000). Social anxiety, self-regulation, and fear of 

negative evaluation. European Journal of Personality, 14, 347–358. 



95 

 

Koen, B. V. (2003). Discussion of the method: Conducting the engineer's approach to 

problem solving. Oxford, United Kingdom: Oxford University Press. 

Koretsky, M., Kelly, C., & Gummer, E. (2011). Student perceptions of learning in the 

laboratory: Comparison of industrially situated virtual laboratories to capstone 

physical laboratories. Journal of Engineering Education, 100(3), 540-573. 

Koschmann, T. D., Myers, A. C., Feltovich, P. J., & Barrows, H. S. (1994). Using 

technology to assist in realizing effective learning and instruction: A principled 

approach to the use of computers in collaborative learning. The Journal of the 

Learning Sciences, 3(3), 227-264. 

Krohne, H. W. (1989). The concept of coping modes: Relating cognitive person variables 

to actual coping behavior. Advances in Behaviour Research and Therapy, 11(4), 

235-248. 

Ladouceur, R., Gosselin, P., & Dugas, M. J. (2000). Experimental manipulation of 

intolerance of uncertainty: A study of a theoretical model of worry. Behaviour 

Research and Therapy, 38(9), 933-941. 

Leary, M. R. (1983). A brief version of the Fear of Negative Evaluation Scale. 

Personality and Social Psychology Bulletin, 9(3), 371-375. 

Lehman, M. M., & Belady, L. A. (1985). Program evolution: processes of software 

change. Academic Press Professional, Inc.: San Diego, CA. 

Leiblein, M. J. (2003). The choice of organizational governance form and performance: 

Predictions from transaction cost, resource-based, and real options theories. 

Journal of Management, 29(6), 937–961 



96 

 

Lesgold, A., Rubinson, H., Feltovich, P., Glaser, R., Klopfer,D., & Wang,Y. (1988). 

Expertise in a complex skill: Diagnosing x-ray pictures. In Chi, M. T. H., Glaser, 

R., and Farr, M. J. (eds.), The Nature of Expertise, Erlbaum. Hillsdale, NJ, pp. 

311–342. 

Lewin, A. Y., & Peeters, C. (2006). The top-line allure of offshoring. Harvard Business 

Review, 84(3), 22–24 

Lundh, L., & Sperling, M. (2002). Social anxiety and the post-event processing of 

socially distressing events. Cognitive Behaviour Therapy, 31, 129–134. 

MacDonald, A. P. (1970) Revised scale for ambiguity tolerance: reliability and validity. 

Psychological Reports, 26, 791-798. 

Maher, M.L. and S.J. Simoff (2000): Collaboratively Designing within the Design. In L.J. 

Ball (ed.): Collaborative Design: Proceedings of CoDesigning 2000, Coventry 

University (pp. 391-399). London, UK: Springer-Verlag. 

Mann, C. R. (1918). A study of engineering education. New York, NY:Carnegie 

Foundation for the Advancement of Teaching.  

Maskell, P., Pedersen, T., Petersen, B., & Dick-Nielsen, J. (2006). Learning paths to 

offshore outsourcing: From cost reduction to knowledge seeking (CBS Center for 

Strategic Management and Globalization Working Paper 13/2006). Copenhagen, 

Denmark: Copenhagen Business School. 

Massa, N. M. (Winter, 2008). Problem-based learning (PBL): A real-world antidote to 

the standards and testing regime. New England Journal of Higher Education, 22 

(4), 19-20. 



97 

 

Maudsley, G. (1999). Roles and responsibilities of the problem based learning tutor in the 

undergraduate medical curriculum. British Medical Journal, 318(7184), 657–661. 

Mayer, R. (2004). Should there be a three-strikes rule against pure discovery learning? 

The case for guided methods of instruction. American Psychologist, 59, 14–19. 

McIntyre, C. (2003). Problem-based learning as applied to the construction and 

engineering capstone course at North Dakota State University. Proceedings of the 

2003 Frontiers in Education Conference, Boulder, CO. 

McLain, D. L. (1993). The MSTAT-I: A new measure of an individual’s tolerance of 

ambiguity. Educational and Psychological Measurement, 53(1), 183–189. 

Meijers, A. W. (2000). The relational ontology of technical artifacts. Research in 

philosophy and technology, 20, 81-98. 

Mellings, T. M. B., & Alden, L. E. (2000). Cognitive processes in social anxiety: The 

effects of self-focus, rumination and anticipatory processing. Behaviour Research 

and Therapy, 38, 243–257. 

Merleau-Ponty M. (1962). Phenomenology of Perception. Trans. Colin Smith. Trans. rev. 

Forrest Williams and David Guerrière. London: Routledge. 

Merriam-Webster (n.d.) Ambiguity. Retrieved from http://www.merriam-

webster.com/dictionary/ambiguity 

Middleton, N.T. & Burch, L. R. (1996). Experimental Engineering Management in 

Collaborative Graduate-Undergraduate Projects. In Proceedings of the 1997 

Frontiers in Education Conference. 

Minneman, S. L. (1991). The social construction of a technical reality: empirical studies 

of group engineering design practice (Doctoral dissertation, Stanford University). 



98 

 

Nair, C. S., Wayland, C., & Soediro, S. 2(005). Evaluating the student experience: a leap 

into the future. Proceeding of the 2005 Australasian Evaluations Forum: 

University Learning and Teaching: Evaluating and Enhancing the Experience, 

UNSW, Sydney. 

National Research Council (1991). Improving Engineering Design: Designing for 

Competitive Advantage, Washington DC: National Academy Press. 

Neilson, I., & Lee, J. (1994). Conversations with graphics: implications for the design of 

natural language/graphics interfaces. International Journal of Human-Computer 

Studies, 40(3), 509-541. 

Norman, G. R., Brooks, L. R., Colle, C., & Hatala, H. (1998). Relative effectiveness of 

instruction in forward and backward reasoning. In Annual Meeting of the 

American Educational Research Association, San Diego, CA. 

Norton, R. W. (1975). Measurement of ambiguity tolerance. Journal of personality 

assessment, 39(6), 607-619. 

Novick, L. R., & Hmelo, C. E. (1994). Transferring symbolic representations across 

nonisomorphic problems. Journal of Experimental Psychology: Learning, 

Memory, and Cognition, 20(6), 1296. 

O'Connor, P. (1952). Ethnocentrism," intolerance of ambiguity," and abstract reasoning 

ability. The Journal of Abnormal and Social Psychology, 47(25), 526. 

Ogier, J. (2005). The response rates for online surveys - a hit and miss affair. Proceeding 

of the 2015 Australasian Evaluations Forum: University Learning and Teaching: 

Evaluating and Enhancing the Experience, UNSW, Sydney. 



99 

 

Ohland, M. W., Loughry, M. L., Woehr, D. J., Layton, R., & Ferguson, D. M. (2015). 

Optimizing Student Team Skill Development Using Evidence-Based Strategies. 

In Proceedings of the 122nd American Society for Engineering Education Annual 

Conference. 

Orsillo, S. M. (2001). Measures for social phobia. In M. M. Antony, S. M. Orsillo, & E. 

Roemer (Eds.), Practitioner’s guide to empirically based measures of anxiety (pp. 

165–187). New York: Kluwer. 

Pahl, G. & Beitz, W. (1996). Engineering design-A systematic approach, London: 

Springer-Verlag.  

Payne, J. H. (1995). Management of multiple simultaneous projects: a state of the art 

review. International Journal of Project Management, 13(3), 163–168. 

Perkins, D. N. (2009). Making learning whole: How seven principles of teaching can 

transform education. San Francisco, CA: Jossey-Bass. 

Perry, W. (1999). Forms of intellectual and ethical development in the college years: A 

scheme (2nd ed.). San Francisco, CA: Jossey-Bass. 

Piaget, J. (1969). Science of education and the psychology of the child. New York: 

Viking. 

Pomberger, G. (1993). Software engineering education—adjusting our sails. Education 

and Computing, 8(4), 287-294. 

Prichard, K. W., & Sawyer, R. M. (eds) (1994) Handbook of college teaching: theory and 

applications. Westport, CT: Greenwood Press.  



100 

 

Project Management Institute. (2000). A guide to the Project Management Body of 

Knowledge-PMBOK® Guide: 2000 Edition. Newtown Square, PA: Project 

Management Institute 

Purdue University. (2015). Purdue Polytechnic Institute. Retrieved from 

http://www.admissions.purdue.edu/majors/colleges.php?ClgCd=TECH 

Purdue University News. (May 15, 2015). Trustees approve Purdue Polytechnic Institute 

name. Retrieved from 

http://www.purdue.edu/newsroom/releases/2015/Q2/trustees-approve-purdue-

polytechnic-institute-name.html 

Purdue Polytechnic Institute. (2015). Polymeter: Criteria and guidelines for the 

polytechnic curricula in the College of Technology at Purdue University. 

Retrieved from 

https://polytechnic.purdue.edu/sites/default/files/files/Polymeter%20version%207

.pdf 

Rapee, R. M., & Lim, L. (1992). Discrepancy between self- and observer ratings of 

performance in social phobics. Journal of Abnormal Psychology, 101, 728–731. 

Rapee, R. M., & Heimberg, R. G. (1997). A cognitive-behavioral model of anxiety in 

social phobia. Behaviour Research and Therapy, 35(8), 741–756. 

Rodebaugh, T. L., & Chambless, D. L. (2002). The effects of video feedback on self-

perception of performance: a replication and extension. Cognitive Therapy and 

Research, 26, 629–644. 

Roozenburg, N. F., & Eekels, J. (1995). Product design: fundamentals and methods (Vol. 

2). Chichester: John Wiley & Sons. 



101 

 

Rotter, N. G., & O'Connell, A. N. (1982). The relationships among sex-role orientation, 

cognitive complexity, and tolerance for ambiguity. Sex Roles, 8(12), 1209-1220. 

Rugirok WPA, Peck S, Fenton E, & Conyon M. (1999). Corporate restructuring and new 

forms of organizing: evidence from Europe. Management International Review, 

39(2), 41–64. 

Rydell, S. T., & Rosen, E. (1966) Measurement and some correlates of need-cognition. 

Psychological Reports, 19, 139-165. 

Schere, J. L. (1982, August). Tolerance of ambiguity as a discriminating variable 

between entrepreneurs and managers. In Academy of management proceedings 

(Vol. 1982, No. 1, pp. 404-408). Academy of Management. 

Schwartz, D.L., & Bransford, J.D. (1998). A Time For Telling, Cognition and Instruction, 

16, 4, 475–522. 

Schwartz, D.L., & Martin, T. (2004). Inventing To Prepare For Learning: The Hidden 

Efficiency of Original Student Production in Statistics Instruction, Cognition and 

Instruction, 22, 2, 129–184. 

Scott, W. A. (1966). Brief report: Measures of cognitive structure. Multivariate 

Behavioral Research, 1, 391-395. 

Scott, W. A. (1969). Structure of natural cognitions. Journal of Personality and Social 

Psychology, 12, 261-278. 

Shakirova, D. M. (September 2007). Technology for the shaping of college students’ and 

upper-grade students’ critical thinking, Russian Education and Society, 9 (9), 42–

52. 



102 

 

Sieber, S. D. (1973). The integration of fieldwork and survey methods. American Journal 

of Sociology, 73, 1335–1359. 

Simpson, D. E., Dalgaard, K. A., & O'Brien, D. K. (1986). Student and faculty 

assumptions about the nature of uncertainty in medicine and medical education. 

The Journal of family practice, 23(5), 468-472. 

Schön, D.A. (1983): The Reflective Practitioner: How Professionals Think in Action. 

NewYork, NY: Basic Books. 

Smith, R. E., & Sarason, I. G. (1975). Social anxiety and the evaluation of negative 

interpersonal feedback. Journal of Consulting and Clinical Psychology, 43, 429. 

Stacey, M., & Eckert, C. (2003). Against ambiguity. Computer Supported Cooperative 

Work (CSCW), 12(2), 153-183. 

Stopa, L., & Clark, D. M. (1993). Cognitive processes in social phobia. Behaviour 

Research and Therapy, 31, 255–267. 

Strahan, E., & Conger, A. J. (1998). Social anxiety and its effects on performance and 

perception. Journal of Anxiety Disorders, 12(4), 293–305. 

Szilagyi, A. D., & Sims, H. P. (1975). Locus of control and expectations across multiple 

occupational levels. Journal of Applied Psychology, 60(5), 638–640. 

Tang, J.C. (1989): Listing, Drawing, and Gesturing in Design: A Study of the Use of 

Shared Workspaces by Design Teams (Doctoral dissertation, Stanford University). 

Tang, J. C. (1991). Findings from observational studies of collaborative work. 

International Journal of Man-machine studies, 34(2), 143-160. 



103 

 

Tang, J. C., & Leifer, L. J. (1988, January). A framework for understanding the 

workspace activity of design teams. In Proceedings of the 1988 ACM conference 

on Computer-supported cooperative work (pp. 244-249). ACM. 

Tatzel, M. (1980). Tolerance for ambiguity in adult college students. Psychological 

Reports, 47(2), 377-378. 

Thomke, S., & Reinertsen, D. (2012). Six myths of product development, Harvard 

Business Review, 90(5), 84–94. 

Thorpe, J. F. (1984). Design of mechanical systems: A capstone course in mechanical 

engineering design. In Proceedings of the 1984 ASEE Annual Conference. 

Todd, R. H. & Magleby, S. P. (2005) Elements of a successful capstone course 

considering the needs of stakeholders. European Journal of Engineering 

Education, 30(2), 203-214.  

Todd, R. H., Magleby, S. P., Sorensen, C. D., Swan, B. R., & Anthony, D. K. (1995). A 

survey of capstone engineering courses in North America. Journal of Engineering 

Education, 84(2), 165-174. 

Trapnell, P. D. (1994). Openness versus intellect: A lexical left turn. European Journal of 

Personality, 8, 273-290. 

Turner R. (1999). Handbook of project based management (2nd ed.). London: McGraw-

Hill. 

VanVoorhis, C. R. W., & Morgan, B. L. (2007). Understanding power and rules of thumb 

for determining sample sizes. Tutorials in Quantitative Methods for Psychology, 

3(2), 43-50. 



104 

 

Varela, F. J., Thompson, E., & Rosch, E. (1991). The embodied mind: Cognitive science 

and human experience. Cambridge MA: MIT press. 

Voncken, M. J., Bogels, S. M., & de Vries, K. (2003). Interpretation and judgmental 

biases in social phobia. Behaviour Research and Therapy, 41, 1481–1488. 

Vygotsky, L. S. (1978). Mind in society: The development of higher psychological 

processes. Cambridge, MA: Harvard University. 

Waldron, M. B., & Waldron, K. J. (1996) The influence of the designer’s expertise on the 

design process. In M. B. Waldron, & K. J. Waldron (eds), Mechanical design: 

theory and methodology (pp. 5–20). New York, NY: Springer. 

Watson, P., & Friend, R. (1969). Measurement of social-evaluative anxiety. Journal of 

Consulting and Clinical Psychology, 33(4), 448-457.  

Wells, A., & Papageorgiou, C. (2001). Brief cognitive therapy for social phobia: a case 

series. Behaviour Research and Therapy, 39(6), 713–720. 

Wenzel, A., Finstrom, N., Jordan, J., & Brendle, J. R. (2005). Memory and interpretation 

of visual representations of threat in socially anxious and nonanxious individuals. 

Behaviour Research and Therapy, 43, 1029–1044. 

Whittington R, Pettigrew A, Peck S, Fenton E, Conyon M. (1999). Change and 

complementarities in the new competitive landscape: a European panel study, 

1992-1996. Organization Science; 10(5), 583–600. 

Wise, J. C., Lee, S. H., Litzinger, T., Marra, R. M., & Palmer, B. (2004). A report on a 

four-year longitudinal study of intellectual development of engineering 

undergraduates. Journal of Adult Development, 11(2), 103-110. 



105 

 

Wittchen, H. U., Stein, M. B., & Kessler, R. C. (1999). Social fears and social phobia in a 

community sample of adolescents and young adults: prevalence, risk factors and 

comorbidity. Psychological Medicine, 29, 309–323. 

Woods, D. R. (1994). Problem-based learning: How to gain the most from PBL. 

Waterdown, Ontario: DR Woods. 

Yurtsever, G. (2001). Tolerance of Ambiguity, Information, and Negotiation. 

Psychological Reports, 89, 57-64. 

.  

 

 



 

 

 

 

 

 

 

 

 

 

APPENDICES



106 
 

 

Appendix A Fear of Negative Evaluation Survey 

 
Last 4 Digits of your PU ID: ________________________ Date: __________________ 

 
This questionnaire is composed of 30 statements regarding your confidence with other 
people.  Circle YES if you consider that the statement if true of your feelings most of the 
time.  Circle NO if you consider that the statement is rarely true of you.  Remember that 
this information is completely confidential 

 

  

Please 

circle  

 

I rarely worry about seeming foolish to others YES     

NO 

 

I worry about what people will think of me even when I know it doesn’t make 
any difference 

YES     

NO 

 

I become tense and jittery if I know that someone is sizing me up YES     

NO 

 

I am unconcerned even if I know that people are forming an unfavorable 
impression of me 

YES     

NO 

 

I feel very upset when I commit some social error YES     

NO 

 

The opinions that people have of me cause me little concern YES     

NO 

 

I am often afraid that I may look ridiculous or make a fool of myself YES     

NO 

 

I react very little when other people disapprove of me YES     

NO 

 

I am frequently afraid of other people noticing my shortcomings YES     

NO 
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The disapproval of others would have little effect on me YES     

NO 

 

If someone is evaluating me I expect the worst YES     

NO 

 

I rarely worry about what kind of impression I am making on someone YES     

NO 

 

I am afraid that others will not approve of me YES     

NO 

 

I am afraid that others will find fault with me YES     

NO 

 

Other people’s opinions of me do not bother me YES     

NO 

 

I am not necessarily upset if I do not please someone YES     

NO 

 

When I am talking to someone, I worry about what they may be thinking of 
me 

YES     

NO 

 

I feel that you can’t help making social errors sometimes, so why worry about 
it 

YES     

NO 

 

I am usually worried about what kind of impression I make YES     

NO 

 

I worry a lot about what my superiors think of me YES     

NO 

 

If I know someone is judging me, it has little effect on me YES     

NO 

 

I worry that others will think I am not worthwhile YES     

NO 

 

I worry  very little about what others may think of me YES     

NO 
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Please 

circle 

 

Sometimes I am too concerned with what other people may think of me YES     

NO 

 

I often worry that I will say or do the wrong things YES     

NO 

     

I am often indifferent to the opinions others have of me YES     

NO 

 

I am usually confident that others will have a favorable impression of me YES     

NO 

 

I often worry that people who are important to me won’t think very much of 
me 

YES     

NO 

 

I brood about the opinions my friends have about me YES     

NO 

 

I become tense and jittery if I know I am being judged by my superiors YES     

NO 

 

 
 
.  
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Appendix B MacDonald Survey 

Last 4 Digits of your PU ID: ________________________ Date: ___________________ 

 

Instructions: Please do not spend too much time on the following items. There are no 

right or wrong answers and therefore your first response is important. Mark T for true and 

F for false. Be sure to answer every question. 

 

Statements: 

____ 1.  A problem has little attraction for me if I don't think it has a solution.  

____ 2.  I am just a little uncomfortable with people unless I feel that I can understand  

 their behavior.  

____ 3.  There’s a right way and a wrong way to do almost everything.  

____ 4.  I would rather bet 1 to 6 on a long shot than 3 to 1 on a probable winner.  

____ 5.  The way to understand complex problems is to be concerned with their larger  

 aspects instead of breaking them into smaller pieces.  

____ 6.  I get pretty anxious when I’m in a social situation over which I have no control.  

____ 7.  Practically every problem has a solution.  

____ 8.  It bothers me when I am unable to follow another person’s train of thought.  

____ 9.  I have always felt that there is a clear difference between right and wrong.  

____ 10.  It bothers me when I don’t know how other people react to me.  
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____ 11.  Nothing gets accomplished in this world unless you stick to some basic rules. 

____ 12.  If I were a doctor, I would prefer the uncertainties of a psychiatrist to the clear  

 and definite work of someone like a surgeon or X-ray specialist.  

____ 13.  Vague and impressionistic pictures really have little appeal for me.  

____ 14.  If I were a scientist, it would bother me that my work would never be  

 completed (because science will always make new discoveries).  

____ 15.  Before an examination, I feel much less anxious if I know how many questions  

 there will be.  

____ 16.  The best part of working a jigsaw puzzle is putting in that last piece.  

____ 17.  Sometimes I rather enjoy going against the rules and doing things I’m not  

 supposed to do.  

____ 18.  I don’t like to work on a problem unless there is a possibility of coming out  

with a clear-cut and unambiguous answer.  

____ 19.  I like to fool around with new ideas, even if they turn out later to be a total  

 waste of time.  

____ 20.  Perfect balance is the essence of all good composition. 
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Appendix C Exposure to Ambiguity survey 

Course 
_______________ Last 4 Digits PUID    ___________________ 

Date 
___________ 

Instructions: Please do not spend too much time on the following items. There are no right or 
wrong answers and therefore your first response is important. Be sure to answer every question. 
Remember that participation in this survey is voluntary and information is completely 
confidential. You must be over 18 years old to participate. 

 

Question Contexts Answer 

I have solved 
problems that 
lacked a clear-cut 
and unambiguous 
answer 

In high school Yes No 

In extracurricular activities in high school Yes No 

In classes outside of my major Yes No 

In classes in my major (except this capstone) Yes No 

In extracurricular activities in college Yes No 

In internships or cooperative education experiences Yes No 

I have been in 
social situations 
over which I had 
no control 

In high school Yes No 

In extracurricular activities in high school Yes No 

In classes outside of my major Yes No 

In classes in my major (except this capstone) Yes No 

In extracurricular activities in college Yes No 

In internships or cooperative education experiences Yes No 

I have worked on 
problems to which 
I didn’t think 
there was a 
solution 

In high school Yes No 

In extracurricular activities in high school Yes No 

In classes outside of my major Yes No 

In classes in my major (except this capstone) Yes No 

In extracurricular activities in college Yes No 

In internships or cooperative education experiences Yes No 

I have spent time 
fooling around 
with new ideas, 
even if I thought 
they might turn 
out to be a total 
waste of time 

In high school Yes No 

In extracurricular activities in high school Yes No 

In classes outside of my major Yes No 

In classes in my major (except this capstone) Yes No 

In extracurricular activities in college Yes No 

In internships or cooperative education experiences Yes No 
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Sometimes, I have 
chosen to work on 
something simply 
because I didn’t 
know anything 
about it 

In high school Yes No 

In extracurricular activities in high school Yes No 

In classes outside of my major Yes No 

In classes in my major (except this capstone) Yes No 

In extracurricular activities in college Yes No 

In internships or cooperative education experiences Yes No 

In the past, I have 
been on a team 
that has split up 
tasks to make it 
easier to finish a 
project 

In high school Yes No 

In extracurricular activities in high school Yes No 

In classes outside of my major Yes No 

In classes in my major (except this capstone) Yes No 

In extracurricular activities in college Yes No 

In internships or cooperative education experiences Yes No 

If you are interested in being interviewed to help us 
understand your capstone course  

experiences, please provide your email address in the text 
box below. 
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