
HAL Id: hal-01663668
https://hal.inria.fr/hal-01663668

Submitted on 14 Dec 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Sensitivity analysis and metamodels for the bulk
parameterization of turbulent air-sea fluxes

Charles Pelletier, Florian Lemarié, Eric Blayo

To cite this version:
Charles Pelletier, Florian Lemarié, Eric Blayo. Sensitivity analysis and metamodels for the bulk
parameterization of turbulent air-sea fluxes. Quarterly Journal of the Royal Meteorological Society,
Wiley, 2018, 144 (712), pp.658-669. �10.1002/qj.3233�. �hal-01663668�

https://hal.inria.fr/hal-01663668
https://hal.archives-ouvertes.fr


Sensitivity analysis and metamodels for the bulk
parameterization of turbulent air-sea fluxes

C. Pelletier∗, F. Lemarié, and E. Blayo
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Abstract

State-of-the-art climate models rely on bulk formulae arising from the Monin-Obukhov semi-
empirical theory to estimate turbulent air-sea fluxes. The mathematical structure of those formulae
implies several difficulties when trying to study the numerical properties of coupling algorithms
used for practical applications. This paper introduces a methodology for building physically realistic
approximations of existing bulk formulae that would also satisfy suitable mathematical properties
(explicit character, regularity, differentiability). This is achieved by applying the Sobol’ method to
compute sensitivity indices in order to reduce the number of inputs and derive a simple metamodel
for the parameterization of turbulent air-sea fluxes. Numerical results show excellent agreement
between our approximations and the standard bulk formulae. In particular, single column simulations
using the TOGA-Coare experiment within the LMDZ atmospheric model show negligible changes in
numerical results.

1 Introduction

1.1 Context

Owing to advances in computational power and in the understanding of key physical processes, most
global and regional climate models routinely include a dynamical coupling between several earth
system compartments (e.g., atmosphere, waves, ocean and/or sea-ice, etc). Historically confined to
long-term climatic applications, coupled models are now also increasingly used for shorter seasonal
forecasts or to study extreme events (e.g. tropical cyclones). Despite the level of physical refinement of
these models, the representation of coupling loops remains a fundamental issue which raises several
challenges of physical and numerical nature. At a physical level, existing interfacial turbulent flux
parameterizations (a.k.a. bulk formulations) must be adapted to include formerly neglected processes
(e.g. Bao et al., 2000; Andreas et al., 2010; Edson et al., 2013; Kudryavtsev et al., 2014). At a numerical
level, the stability and the mathematical consistency of the coupling (i.e. the fact that the coupling
method provides the solution to the correct coupled problem) must be carefully studied. Indeed, re-
cent studies by Connors and Ganis (2011), Lemarié et al. (2015) or Beljaars et al. (2017) have clearly
identified various numerical issues in existing practices (e.g. stability issues in atmosphere-ice cou-
pling, lack of phasing of the diurnal cycle in air-sea coupling in climate models, etc). Those issues arise
from the use of ad hoc coupling algorithms which may lead to imperfect coupling.
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In this context, our final objective is to study more systematically the numerical properties of cou-
pling algorithms used for practical applications to clarify their merits and flaws and establish more
robust methods. This task is not straightforward since the continuous form of the interfacial turbulent
flux parameterizations is extremely complicated and defined empirically, making it tedious to conduct
thorough numerical analysis of the coupling. A first step toward our objective is thus to derive a meta-
model representative of the behavior of the full parameterization but with a mathematical form that is
both easy to manipulate and differentiable.

Such metamodel could also be useful to enable the differentiation of interface conditions for vari-
ational data assimilation methods or to investigate more systematically physics-dynamics coupling
issues (Janiskov et al., 1999; Gross et al., 2017).

1.2 Bulk parameterization of turbulent air-sea fluxes

We will consider the case of the ocean-atmosphere coupling in the remaining. Note, however, that
the proposed methodology can be applied to any type of coupling occurring through bulk formulae.
Our understanding of the turbulence in the atmospheric surface layer is based on the Monin-Obukhov
(MO) semi-empirical theory (Monin and Obukhov, 1954) which is a generalization of the classical law
of the wall to stratified conditions. The MO theory predicts that the mean (in the sense of the usual
Reynolds decomposition) horizontal wind uh = (u, v), potential temperature θ and humidity q at a
given altitude za > 0 within the atmospheric surface layer is given by

JuhKza
zm

=
u∗
κ
{ln (za/zm)− ψm(za/L(u∗ ,θ∗ ,q∗))} eτ (1a)

JθKza
zθ
=

θ∗
κ
{ln (za/zθ)− ψh(za/L(u∗ ,θ∗ ,q∗))} (1b)

JqKza
zq
=

q∗
κ
{ln (za/zq)− ψh(za/L(u∗ ,θ∗ ,q∗))} (1c)

where JXKz2
z1

= X(z2) − X(z1) is the difference of a variable between two vertical levels, zrgh =

(zm, zθ , zq) is a set of “roughness lengths”, ψm and ψh are so-called stability functions for momen-
tum and scalars (e.g. Högström, 1988), κ is the von Kármán constant, and eτ is the unit vector in the
direction of JuhKza

zm
. In (1) the three “star variables” (u∗, θ∗, q∗) and the Obukhov length L are turbulent

scales arising from a dimensional analysis (Monin and Obukhov, 1954). The star variables are directly
related to the turbulent components of ocean-atmosphere fluxes, namely the wind stress vector τ, the
sensible heat flux QH and the latent heat flux QL:

τ = ρau2
∗eτ (2a)

QH = ρacpu∗θ∗ (2b)

QL = ρaΛu∗q∗ (2c)

with ρa the air density in the surface layer, cp the specific heat of air, Λ the latent heat of vaporization,
and eτ the unit vector in the direction of JuhKza

zm
. The determination of (u∗, θ∗, q∗) requires solving

(1), once an adequate closure assumption is made for zrgh. Since L is a function of the star variables,
and the stability functions are nonlinear, this system is nonlinear and can be solved by fixed point
iterations. Direct methods (e.g. Kondo, 1975; Louis, 1979) also existed prior to iterative ones, but they
tend to be progressively abandoned in modern models. It is worth noting at this point that relatively
large uncertainties (20− 30%) still persist within turbulent air-sea fluxes parameterizations (hereafter,
bulk formulae, e.g. Brodeau et al., 2017).

In (1), several choices exist for the stability functions, which are calibrated empirically by fitting inde-
pendent measurements, and several approaches are possible to estimate zrgh, thus leading to apprecia-
ble differences between bulk formulations. Moreover, the iterative resolution of the nonlinear system
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has been rather poorly studied in terms of uniqueness of its solution and of numerical convergence (see
Pagowski, 2006, for a counter example). Since earth system models are configured with increasingly
higher resolution, it is expected that more and more significant departures from the neutrally-stratified
case will be present in numerical simulations, potentially requiring numerous iterations to obtain the
solution of (1).

1.3 Outline of the paper

Our objective is to present a step by step methodology to derive a direct formulation of air-sea tur-
bulent fluxes. On top of mitigating the burden of an iterative resolution of the nonlinear system (1)
and allowing an adequate treatment for asymptotics (e.g., in the case of very strong winds), the main
objective is to derive a formulation that would be differentiable and make tractable the study of math-
ematical and numerical aspects of multiphysics coupling methods used within earth system models.
It should be clear that our ambition is not to improve the physical content of current bulk formulae
but to show that classical bulk formulae can be approximated by regular, explicit functions with ac-
ceptable numerical accuracy. Our approximations are not meant to be implemented within existing
models; their main objective is to show that for the mathematical study of the air-sea coupled problem,
considering bulk formulae as explicit, differentiable functions of physical inputs is numerically viable.
Our work is similar to that of Kara et al. (2005), except that we have taken into account 3 referent bulk
formulae, and built approximations that are continuous and differentiable.

The paper is organized as follows. In Section 2 the procedure to numerically solve the nonlinear system
arising from the MO theory is described and three widely used bulk formulae are introduced. Then,
in Section 3, we proceed to a sensitivity analysis of those three bulk formulae with respect to their
inputs, to reduce the parameter space by keeping only the input variables that have been considered
sufficiently influent. Thanks to this analysis based on Sobol’ indices, the derivation of a metamodel is
presented in Section 4 as well as numerical results with a single-column atmospheric model to illustrate
that the use of a metamodel for estimating the turbulent air-sea fluxes does not significantly modify
the physical results. Finally, in Section 5 we summarize our findings and conclude.

2 Numerical evaluation of interfacial turbulent fluxes

The determination of turbulent fluxes can be formalized as a multivariate non-linear problem which
is solved via fixed point iterations. Numerical difficulties associated with this resolution are empha-
sized.

2.1 Bulk formulae

As said earlier, the turbulent components of the air-sea fluxes are directly computed from the star
variables (u∗, θ∗, q∗) which are commonly related to transfer coefficients for momentum, heat and
moisture (CD, CH , CE) by

u2
∗ = CD

∥∥JuhKza
zm

∥∥ (JuhKza
zm
· eτ) (3a)

u∗θ∗ = CH

∥∥∥JuhKza
zθ

∥∥∥ JθKza
zθ

(3b)

u∗q∗ = CE

∥∥∥JuhKza
zq

∥∥∥ JqKza
zq

(3c)

In theory, the terms JXKza
zX

in (1) and (3) should be obtained from extrapolating each variable from the
shallowest ocean level to its roughness length, which is located above the ocean surface. In practice,
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most numerical models neglect extrapolating in the ocean and consider solution profiles to be constant
in the oceanic surface layer and the atmospheric viscous sublayer, therefore using solely the difference
between the quantities at the height of the lowest model level in the atmosphere (typically around
10 m) and at the depth of the shallowest model level in the ocean (∼ 1m). In (3a), setting eτ = eJuhKza

zm

yields u∗2 = CD
∥∥JuhKza

zm

∥∥2. By identification we easily get that

CD(za) = κ2 {ln (za/zm)− ψm(ζ(za))}−2 (4a)

CH(za) = κ
√

CD(za) {ln (za/zθ)− ψs(ζ(za))}−1 (4b)

CE(za) = κ
√

CD(za) {ln (za/zq)− ψs(ζ(za))}−1 (4c)

where the stability parameter ζ has been introduced

ζ(za) =
za

L(u∗, θ∗, q∗)
= g

κza

u∗2

[
θ∗

θv(za)
+

q∗
q(za) + q0

]
(5)

with θv = θ(1 + q/q0) the virtual potential temperature and q0 the constant saturation humidity. ζ is
a dimensionless parameter characterizing the fluid stratification due to the density gradient in a given
air column: ζ and JθvKza

zo
are both 0 under neutral stratification, (ζ, JθvKza

zo
) > 0 under stable stratification

and (ζ, JθvKza
zo
) < 0 under unstable one. Once the macroscopic variables JuKza

zo
, JθKza

zo
, JqKza

zo
, θv(za), and

q(za) are known 1, an additional closure hypothesis is needed since we get six unknowns (i.e. u∗, θ∗,
q∗, and zrgh) for only three equations (1). There are generally two strategies employed to overcome this
issue:

(i) Express the roughness lengths zrgh in terms of u∗ (e.g. Smith, 1988; Beljaars, 1995)

(ii) Use empirically defined neutral transfer coefficients CN
D , CN

H and CN
E (e.g. Large, 2006).

These two strategies are formally equivalent since roughness lengths and neutral transfer coefficients
can directly be diagnosed from one another, by assuming neutral stratification at a fixed height zN :

CD(zN) = CN
D = κ2 {ln (zN/zm)}−2 (6a)

CH(zN) = CN
H = κ2 {ln (zN/zm) ln (zN/zθ)}−1 (6b)

CE(zN) = CN
E = κ2 {ln (zN/zm) ln (zN/zq)}−1 (6c)

2.2 Fixed-point problem

All bulk formulae can be formalized as multivariable fixed point problems. Indeed, injecting (3),
combined with (5), into (4) yields

[
u∗
/∥∥JuhKza

zo

∥∥]2 = CD (u∗, θ∗, q∗) (7a)
[
u∗θ∗

]/[∥∥quh
yza

zo

∥∥qθ
yza

zo

]
= CH (u∗, θ∗, q∗) (7b)

Attempts to analytically solve (7) have not been successful yet. Therefore, the “bulk problem” is
generally solved using an iterative fixed point algorithm for determining the scales (u∗, θ∗, q∗) that

1Throughout this study we assume that the atmospheric variables uh, θ, and q are available at a common altitude za, which
is always the case when considering the coupling between the ocean and the atmosphere. The case where the atmospheric
variables are not at the same altitude requires additional shifts in the vertical during the computation of the star variables, see
Large (2006)

4



C. Pelletier et al. Sensitivity analysis and metamodels of bulk formulae

are consistent with (7). Figure 1 displays a schematic representation of such algorithms. While their
convergence has been studied numerically (see Pagowski, 2006), it has yet to be proved mathemati-
cally.

(zx){0} =
(
z0x
)
, x ∈ {m, θ}

ζ{0} = 0

(zx){k} , ζ{k}
eq. (4)−→ (CX){k} , X ∈ {D,H}

k = 0

u∗{k+1} =
√
CD,{k} × ‖JuhKza0 ‖

θ∗{k+1} = CH,{k}× ‖JuhKza0 ‖
u∗{k+1}

JθvKza0
u∗{k+1}, θ

∗
{k+1}

eq. (5)−→
param

ζ{k+1}
(zx){k+1}

k < kfu∗ = u∗{kf+1}
θ∗ = θ∗{kf+1} k = kf

k = k + 1

‖JuhKza0 ‖,
JθvKza0 ,

θv(za), za

model inputs

bulk outputs

Figure 1: Bulk formulae seen as iterative algorithms. The plain line bounding box contains the bulk
process in its entirety. The dashed bounding box contains the iterative loop nested within bulk formu-
lae, k denoting the iteration index; for any iterated variable X, X{k} denotes its kth iteration. (zx) is
the set of roughness lengths, which are initialised by a set of constant, predefined lengths named (z0

x).
For the sake of conciseness, the air moisture has been neglected; including it would keep the structure
similar. Described above is a bulk algorithm relying on the roughness lengths parameterization (eg:
Coare, ECMWF).

2.3 Specificities of three different bulk formula

Three bulk formulae will be used to numerically illustrate our approach. It should be emphasized that
these bulk formulae have been developed with different constraints in mind (e.g. by prioritizing accu-
racy for typical conditions over the ocean rather than land surfaces, etc) and using different datasets.
This translates into bulk formulae presenting non-negligible differences under certain conditions, as
shown in Figure 2.
Table 1 lists some criteria by which the three considered bulk formulae differ. The NCAR-developed

CORE Coare (3.0) ECMWF
gus. no yes yes

z0

diagnosed
from CN

x
(see (6))

Smith
(1988)

Smith
(1988)

CN
x

Large
(2006) unnecessary unnecessary

ψx
Högström

(1988)
Grachev

et al. (2000)
Högström

(1988)

Table 1: Main differences among studied bulk formulations. “gus.” stands for gustiness.

CORE formulation significantly differs from the other two formulations in that it directly fits the neutral
transfer coefficient. Coare and ECMWF formulations are very similar, both using roughness-lengths
following Smith (1988) and incorporating gustiness effects (Godfrey and Beljaars, 1991). This latter
feature is responsible for the relative similarity between Coare and ECMWF formulations under weak
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Figure 2: Comparison between different bulk algorithm output. Left panel: CD under unstable condi-
tion. JθK = −2 K. Right panel: CH under neutral condition. JθK = 0 K.

wind configurations. For other wind configurations, the main numerical differences between Coare
and ECMWF are due to their different choice of stability functions (ψm, ψh). Since the ECMWF formu-
lation is also designed to be used over land surfaces, the formulation of exchange coefficients slightly
differs2 from (4) to avoid singularities when zm becomes large compared to za. However, for typical
situations over the ocean this difference in the formulation of exchange coefficients is not expected to
be significant.

2.4 Numerical delicacies associated to bulk formulae

Some numerical difficulties specific to the bulk formulae are presented. First of all, using iterative
algorithms implies setting a stopping criteria. Although they tend to become rarer, there still subsists
models where the iterative process is arbitrarily stopped after a constant number of iterations (typically
between 2 and 5 iterations, e.g. Hourdin et al., 2006; Brodeau et al., 2017). If the maximum number of
iterations is too small to converge, the turbulent fluxes thus computed may be inconsistent with MO
theory. Although this tends to become less and less frequent, some numerical models still carry one
single iteration; Figure 3 shows the error made on the transfer coefficients when doing so.

Second, some bulk formulae have mathematical irregularities in the sense that their outputs (most
notably, CH and CE) are discontinuous with respect to their model inputs. For instance, in the CORE
algorithm, the neutral heat transfer coefficient is expressed as follows:

CN
H = χ

(
JθvKzN

zθ

)
× CN

D (8)

where χ is a piecewise constant function, discontinuous at JθvKzN
zθ

= 0.

Another common practice is to impose a minimal critical value to wind speed norm to avoid a “blow
up” when the wind is too low: this translates into a discontinuity in the gradient of the bulk formula
with respect to this input. From a functional analysis perspective, C1-regularity of the boundary value

2To avoid singularities in logarithmic profiles it is customary for atmospheric models to replace za by za + zm when building
the non-dimensional groups in the surface-layer theory. With this modification, instead of (4a) the drag coefficient would be

CD = κ2
{

ln
(

za+zm
zm

)
− ψm(ζ(za + zm)) + ψm(ζ(zm))

}−2
, same modifications apply to CH and CE.
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0 5 10 15 20∥∥JuhK
∥∥ (m s−1)
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∣ ∣ C
1 D
−
C
f D
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C
f D

CORE
Coare
ECMWF

Figure 3: Relative error for CD computation between the first and 20th bulk iteration, where the bulks
are assumed to be converged. It should be noted that the CORE bulk has an oscillatory behavior
when being iterated a significant number of times, never properly converging for certain physical
configurations, including the one shown above, for weak wind. Here, JθK = 2 K and JqK = 0.

with respect to the problem data is a desirable property for guaranteeing mathematical well-posedness.
Hence, for proper air-sea coupling, such irregularities must be avoided. At last, the implementation
of bulk formulations systematically involves setting up a certain number of thresholds, for avoiding
numerical “pits” where the iterative algorithm might have a divergent nature. Generally speaking,
bulk formulations uncertainties increase with decreasing wind speed norm. |ζ| → ∞ corresponds to
weak wind configurations; in CORE and Coare algorithms, |ζ| is bounded from above (respectively by
10 and 50) for avoiding |ζ| � 1, which stability functions have not been tuned for.

2.5 Assets of an explicit bulk formulae

Hereafter, “explicit bulk formula” will refer to a bulk formula that would behave as an explicit “black-
box” functional, taking as input solely macroscopic model variables. These can be formalized as
classical, mathematically explicit functions:

(
za,
∥∥JuhKza

zo

∥∥ , JθKza
zo

, JqKza
zo

, q(za), θ(za), ...
)
7→ (CD, CH , CE) (9)

where the input variables are yet to be determined. Using explicit approximations of bulk formulae
would have several advantages:

1. Iterative bulk formulae are generally non-differentiable and may thus be responsible for the
development and persistence of discontinuities in model variables (and their derivatives). A
mathematically differentiable form would escape those issues.

2. An explicit bulk formulae allows to avoid a cumbersome iterative process which can be some-
times costly given the complexity of stability functions and the uncertainty on the convergence
of the iterative process.

3. The proper asymptotics can be more easily enforced if they are not properly taken into account
in the original bulk formulation (e.g. the Coare formulation was mostly conceived for weak wind
configurations)

4. Several iterative bulk formulae could be approximated by explicit forms with the same mathe-
matical structure (the only difference would be in the values of some coefficients) which would
allow more modularity for their implementation and analysis.
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5. Simplification of the mathematical structure of bulk formulae would greatly facilitate the numer-
ical study of coupling algorithms.

From this list, it must be clear that those arguments are primarily motivated by practical and numerical
considerations. Since the physical content of the iterative bulk formulae is kept unchanged, the same
amount of bias and uncertainty is to be expected in explicit ones. We will now investigate the building
of such explicit numerical approximations. To do so, the first obstacle is that the bulk formulae use a
lot of model input variables. The next paragraph introduces a mathematical tool that allows to reduce
the number of inputs.

3 Sensitivity analysis

The main aim of sensitivity analysis is to determine which model inputs are the most influential on its
outputs. We will apply such an analysis on the bulk formulae, formalized in the same way as (9). The
first step for doing so is to determine which model inputs should be taken into consideration, which,
given the complex and intertwined nature of bulk formulations, is not as obvious as it might seem.
Our choice is described in Table 2.

Name Description Typical range
za first-level height [1; 20] m

JuhKza
zo

speed jump [0.5; 25] m s−1

JθvKza
zo

virtual potential
temperature jump [−10; 10] K

JqKza
zo

moisture jump [0; 10−2] kg kg−1

θv(za)
first-level virtual

potential
temperature

[270; 320] K

q(za) first-level moisture [0; 2 10−2] kg kg−1

P1 first-level pressure 105 Pa ± ∼
0.1%

Table 2: Choice of input variables for the sensitivity analysis of all bulk formulae.

3.1 Sobol’ indices

We will suppose that our model has n ∈ N∗ inputs, considered as random variables and denoted
(Xi)1≤i≤n, and that it has one sole output, called Y. In our bulk formulae, (Xi)i would be the variables
listed in Table 2 and Y one of the three transfert coefficients, (Cx)x∈{D,H,E}. Since standard Sobol’ index
(Sobol, 1993) computation methods require the independence of input variables, we will assume this
hypothesis to be true. While this is not the case when extracting Table 2 variables from atmosphere
models, our preliminary sensitivity analysis will be carried out using independently generated input
variables. Forthcoming numerical results will show that this choice leads to efficient approximations,
even within models concealing correlated variables. Moreover, there is inchoative literature on Sobol’
indices with correlated inputs (e.g. Chastaing et al., 2014).

We aim at evaluating, for each 1 ≤ j ≤ n, the influence of Xj on Y. This is done through computing
the conditional expectation E(Y|Xj = xj), which is the mean value of Y over the distribution of (Xi)i 6=j,
with Xj set to a particular value xj. Therefore, Zj = E(Y|Xj) can be seen as a random variable, now
considering the variations of Xj. The variance of Zj quantifies the influence of Xj on the dispersion

8
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of Y, which is precisely what we are looking for. The first-order Sobol’ indices are thus defined as
follows:

∀j = 1, . . . , n, S1
j =

Var
(
E
(
Y
∣∣Xj
))

Var (Y)
(10)

where it should be clear that E(Y|Xj) is a mean computation for Y over n− 1 inputs (all besides Xj),
and the upper variance computation is therefore done for the sole Xj variable. The normative division
by Var(Y) guarantees that S1

j ∈ [0; 1].

S1
j quantifies the influence of Xj taken alone on Y; first-order Sobol’ indices do not take into account

cross-effects between input variables, meaning that, for example, all terms due to XjXk (k 6= j) on Y
are not taken into account by first-order Sobol’ indices. Information about these effects are contained
within higher-order Sobol’ indices (in the former example, by the second-order Sobol’ index S2

j,k). For
each input Xj, there also exists a total Sobol’ index, which is the sum of any-order Sobol’ indices that
include this variable. Naturally, the sum of total Sobol’ indices is higher than 1, as cross-effects will be
accounted for several times.

3.2 Numerical protocol

This paragraph aims at presenting the numerical protocol that will be used in order to carry the
sensitivity analysis, which relies on the computation of Sobol’ indices through the sensitivity
package for R (Iooss et al., 2015).

The protocol is as follows:

1. Compute an estimate of the probability density function of all variable inputs from Table 2 from
the ERA-Interim re-analysis (Dee et al., 2011); data from years 2000 and 2006 have been used.

2. Extract means and standard deviations from all considered variables.

3. Simulate a large number of model inputs as independent random variables, using Gaussian
density functions (log-normal laws are used for positive inputs) with the previously computed
means and standard deviations.

4. Compute all three bulk formulae outputs (the star variables) for each model input.

5. With the sensitivity package, using a method derived from Tissot and Prieur (2015), compute
an estimate of the first and total Sobol’ indices of each input variable, for each bulk formulation.

Figure 4 shows the distribution of the first two input variables, as obtained from ERA-Interim data
reanalysis. Direct data from both years 2000 and 2006, which are climatologically standard in that they
contain few extreme events, have been used. The dashed line density functions drawn in Figure 4
correspond to the density functions that will be used for the computing of Sobol’ indices.

3.3 Results and interpretation

Figure 5 shows numerical results obtained on Sobol’ indices. While some numerical models diagnose
qs, the sea-level air moisture, from the sea-surface temperature and the first-level pressure in order to
evaluate JqKza

0 , we have considered this jump to be a “raw input” for the bulk formulae. This does not
impact the legitimacy of our study, as what we are interested in are the sole bulk formulae, not other
numerical treatments done prior to it.

9
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Figure 4: Normalized statistical distribution of some input variables as extracted from ERA-Interim
data reanalysis (bar diagrams), and the log-normal (a) and Gaussian (b) distribution with same mean
and variance.
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Figure 5: Sobol’ indices evaluation for the 7 inputs from Table 2. (a) represents the Sobol’ indices for
CD; (b), for CH . In each diagram, each rectangle contains the Sobol’ indices for one given variable. The
hatch pattern distinguishes, for each input and each output, which combination of bulk (Coare, CORE
or ECMWF) and index order (first or total) has been represented. For instance, the first-order Sobol’
index for JuhKza

zm
in the CORE algorithm is roughly 0.65, and its total order is roughly 0.95.
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Results clearly show that there are two important inputs for the bulk formulae: JuhKza
zm

and JθvKza
zθ

.
To some extent, JqKza

zq
can also be considered as influential, yet, judging by the numerical results, its

influence should be much weaker than the two other aforementionned variables. All four other input
variables are much less influential. Sobol’ indices for CE are not shown; they are very similar to CH
(indeed, in a few bulk formulae, both these coefficients are equal).

Therefore, our explicit approximations will incorporate two input variables, taking form as such:
(
JuhKza

zm
, JθvKza

zθ

)
7→ C̃X , X ∈ {D, H, E} (11)

It should be noted that while humidity is not shown in (11), part of its effect on transfer coefficients
will be rendered through using θv instead on θ. Moreover, while humidity is not explicitedly used for
computing CE, latent heat flux computation would still require JqKza

zq
.

4 Technical aspects and numerical results

Here we describe how our fit has been technically established. In particular, the asymptotic regimes
are discussed as well as the numerical strategy for fitting a given bulk formulae. Finally, numerical
results comparing our approximations with the standard bulk formulae are shown.

4.1 Asymptotic regime

As discussed earlier, proper asymptotic behavior for low wind speed regime is already built-in within
iterative bulk formulae. On the other hand, the standard formulations generally do not represent the
saturation of drag coefficients observed at very high winds. Such saturation has been shown using in
situ data (e.g. Powell et al., 2003) and justified theoretically by Bye and Jenkins (2006). Therefore, we
decided to impose this asymptotic behavior for extreme input variables and to ensure that the transition
to this asymptotic regime is done in a mathematically regular way. Note that our methodology is
flexible enough to implement any other type of behavior for high wind conditions since the values of
exchange coefficients in this case is still matter of debate.

4.2 Mathematical form

As shown in figure 6, our fitting formulations are based on regionwise polynomial approximations.
The regions are defined as follows:

(i) two “main” regions that account for over 93% of possible input configurations found in the
ERA-Interim reanalysis. These two regions are defined by 1.5 ≤ ‖ JuhKza

zm
‖
[
m s−1] ≤ 18, and

either −7.5 ≤ JθvKza
zθ
≤ −0.1 or 0.1 ≤ JθvKza

zθ
≤ 7.5 [K]. Unstable and stable configurations have

been separated in order to achieve better numerical accuracy. In each of these two regions, the
approximation is a 2-variable, nd-degree polynomial ( (nd + 1) (nd + 2)

/
2 degrees of freedom

each), with nd a constant parameter to be set by the user. Sensitivity to nd is discussed below.

(ii) a buffer zone in between those two regions, defined as a polynomial to ensure C1 regularity at
the connection, and also to ensure that the neutral case is accurately approximated.

(iii) four 1-dimensional fits for ‖ JuhKza
zm
‖ = 0.5 m s−1, ‖ JuhKza

zm
‖ = 20 m s−1, JθvKza

zθ
= ±10 K (solid

black lines in figure 6). Those particular values define the boundary between the region where
the bulk formulae are fitted and the asymptotic regime.
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asymp. behavior

buffer zone
C1 connection to
continuous line

Figure 6: Approximation strategy depending on the physical configurations.

(iv) a buffer zone whose main purpose is to ensure smooth transition between the main region and
the 1D-fits described in (iii). For instance, weak wind configurations will be accounted for by

computing CX

(
0.5m s−1, JθvKz1

a
0

)
and CX

(
1.5m s−1, JθvKz1

a
0

)
, and then connecting these two values

via a C1 connection over the ‖ JuhKz1
a

zm
‖ variable.

(v) asymptotic behaviors for input values outside of these input configurations:

• for ‖ JuhKza
zm
‖ > 20 ms−1, impose exponentially increasing CX , saturating at 2.5 × 10−3.

Exponentials have been used because they can easily simulate saturation regime, however,
other mathematical forms could have been chosen.

• for ‖ JθvKza
zθ
‖ > 10 K, impose CX = CX(±10K), which is consistent with the saturation of ζ

that is imposed in all iterative bulk formulae.

The iterative bulk formulae of reference have been computed using the aerobulk3 package (Brodeau
et al., 2017) which gathers CORE, Coare and ECMWF algorithms in a common computational frame-
work. This package is increasingly used for ocean-only global simulations and has been treated here
as a “black box”.

4.3 Numerical accuracy

The numerical accuracy of our approximation has been tested over 0.5 m s−1 ≤ ‖ JuhKza
zm
‖ ≤ 20 ms−1

and −10 K ≤ JθvKza
zθ
≤ +10 K. Figure 7 shows the relative error between two classical bulk algorithms

(CORE and ECMWF) and their respective explicit approximations, choosing nd = 6 for the 2-variable
polynomial region as described by Figure 6.

Numerical results show that our fits have excellent accuracy over the most frequent physical configura-
tions, which was expected by construction. Moreover, while not being as good, numerical accuracy is
also satisfying over rare physical configurations. We believe this can be explained by the fact that over
a 1D bounding-box, extreme values are very accurately fitted, and that the “buffer zones” (as shown

3https://brodeau.github.io/aerobulk/
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Figure 7: Numerical relative error of our approximations with regards to their respective bulk formulae.
The percentages given on the right hand side of the colorbar are the part of ERA-Interim bulk inputs
for which the numerical output error is less than the color’s upper boundary (eg: in (a), the numerical
relative error on CD is less than 10−2 for 96.84% of the ERA Interim data inputs). The typical margin
of error for bulk formulae is on the order of 30%; in our fitting routines, such errors are attained for
extremely rare input configurations, and small wind (especially for the CORE algorithm, which is less
mathematically regular).
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Figure 8: Relative error between the classical bulk formulae and our approximations. Results have
been averaged over 0.5m s−1 ≤ ‖ JuhKza

0 ‖ ≤ 20ms−1 and −10K ≤ JθvKza
0 ≤ +10K, weighted by the

ERA-Interim input occurencies.

in Figure 6) tend to nudge our fit back to these values.

As expected, less accuracy is obtained for weak-wind configurations over stable stratification. Classical
bulk formulations have very large uncertainties over these regions, which translate into irregularities
in their mathematical formulation. Considering our explicit approximation is by nature regular, such
errors are to be expected. The transition between unstable and stable configurations has large errors
for the heat coefficient of the CORE algorithm (see Figure 7e). This is because we try to approximate a
mathematically discontinuous function (at JθvKza

zθ
= 0) with a regular one.

Tests have also been carried out for assessing how accurate our fitting routines are with respect to the
degree of the 2-variable polynomial approximation. Figure 8 shows numerical results. As expected,
the numerical accuracy increases with increasing degree. The CORE formulation, which is the least
mathematically regular, has the largest error. The Coare and ECMWF formulations present similar
errors, although the ECMWF one tends to show steadier increase in accuracy over large degrees.
This can be explained by the complexity of stability functions in Coare which is more difficult to
approximate using polynomials. Generally speaking, our numerical approximations show satisfying
levels of accuracy, even for relatively small polynomial degrees. The computational cost of the 6-degree
polynomial approximation corresponds to the one of 1 iteration of the CORE algorithm and of half an
iteration of the Coare and ECMWF formulations (it is thus 10 times faster if we consider 5 iterations of
those two algorithms).

4.4 Numerical test: the TOGA experiment

Our numerical approximations have been implemented within the single-column version of the LMDZ
atmospheric model. We have used the default TOGA-Coare configuration of the 2014 trunk version
of the 1D version of the LMDZ model (Hourdin et al., 2006), only changing the drag coefficients
computation routines. The TOGA-Coare test case (Webster and Lukas, 1992) was used to test the
validity of our approximations against standard bulk formulae. This test case is characterized by weak
winds (‖ JuhKza

zm
‖ ≈ 2 ms−1) and unstable conditions (JθvKza

zθ
≈ −3 K). Table 3 shows some numerical

results from the LMDZ model using the non-iterative Louis (1979) formulation (the default option in
LMDZ), two iterative bulk formulae of reference (Coare and CORE) and their explicit approximations
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for nd = 2 and nd = 6.

Reference Coare CORE

Comparison LMDZ Fit LMDZ Fit
nd = 2 nd = 6 nd = 2 nd = 6

δu∗(
m s−1)

Mean 1.13e-02 -9.00e-03 -7.56e-03 1.39e-02 -1.92e-03 1.90e-03
S.D. 5.89e-03 4.09e-03 2.63e-03 8.89e-03 5.83e-03 1.50e-03
Max. 2.03e-02 1.78e-02 1.44e-02 2.45e-02 1.22e-02 5.22e-03

δT1
(K)

Mean 7.35e-06 -2.72e-06 -8.05e-07 4.59e-06 1.58e-06 1.23e-06
S.D. 1.00e-04 2.46e-05 1.11e-04 1.13e-04 3.37e-05 2.94e-05
Max. 9.39e-04 1.61e-04 1.00e-03 1.01e-03 3.77e-04 2.17e-04

δq1(
kg kg−1

) Mean 3.87e-03 -1.35e-03 3.46e-03 2.74e-03 1.95e-03 1.43e-03
S.D. 9.81e-02 1.23e-02 1.05e-01 1.01e-01 3.30e-02 1.80e-02
Max. 9.18e-01 7.98e-02 9.98e-01 9.28e-01 2.42e-01 1.37e-01

δ ‖uh (10 m)‖(
m s−1)

Mean -8.09e-04 -1.42e-04 7.63e-04 -9.75e-04 -2.10e-04 2.46e-05
S.D. 1.05e-02 4.05e-03 1.06e-02 1.11e-02 6.11e-03 4.06e-03
Max. 1.33e-01 6.26e-02 1.31e-01 1.47e-01 8.02e-02 6.14e-02

Table 3: Statistics for the physical variables u∗, T1, q1 and ‖uh (10 m)‖ during a 30-day TOGA-Coare
simulation carried with the LMDZ 1D model. For each variables, we show the mean, standard devia-
tion and maximum values of the absolute errors between a referent formulation (Coare or CORE) and
either the LMDZ formulation, either our explicit approximations for d = 2 and d = 6.

Several remarks can be drawn from Table 3:

1. The impact of using fitted formulations instead of the referring bulk formula is at worst of the
order of the uncertainty of bulk formulae itself. The difference between the outputs of a given
iterative formulation and its fitted one in is smaller than the difference between the LMDZ default
Louis (1979) formulation and the Coare and CORE iterative formulations.

2. While being very satisfying, the numerical accuracy displayed in Table 3 is not as good as what
Figure 7 shows. We believe that this is due to the influence of the air moisture which is only
taken into account via the virtual potential temperature in our approximations.

3. For physically realistic test cases, increasing the polynomial degree does not enhance accuracy as
significantly as expected from the conclusions drawn from Figure 8a and Figure 8b.

5 Conclusion and perspectives

5.1 Sum up

Standard bulk formulae used in ocean-atmosphere coupled models have been introduced from a math-
ematical point of view in Section 2 along with critical comments on their numerical properties. This
motivated the derivation of simple explicit approximations via polynomial functions based on the
same physical principles as the original formulae. Section 3 describes a sensitivity analysis of the
bulk problem thanks to Sobol’ indices, which has led to the proper building of a simple numerical
approximation in Section 4. Numerical results, showing satisfying accuracy, have been presented in
two different ways: first, considering bulk algorithms as a stand-alone “black boxes” (see Figure 7),
second, considering their interactions with a single column atmospheric model (see Table 3).
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5.2 Limitations

Aspects of the present study leave room for further improvement, as listed below.

1. Although the numerical accuracy of our approximations is globally very good for most of the
physical configurations, situations for which there are significant differences between our ap-
proximations and the approximated iterative bulk formula might be of great importance when
being incorporated into a GCM. However, our numerical results with the TOGA Coare test case
have shown that our approximations are overall robust.

2. Recent bulk formulation developments aim at more and more accounting for sea state in general
and wave characteristics in particular (see Mueller and Veron 2008, Donelan et al. 1993). While the
work presented above has ignored this source of information, our methodology is flexible enough
to incorporate additional input parameters. Of course, each time a new bulk formulation or a
new input parameter is considered the sensitivity analysis must be repeated since the sensitivity
of the outputs to the inputs can be different.

3. The choice of the physical inputs (i.e. the velocity jump and the virtual potential temperature
jump) for our approximations has been done in a somewhat ”non-physical” way via a sensi-
tivity analysis. However, other more thermodynamically meaningful variables could have been
considered, eg. the moist entropy potential temperature θs (Marquet, 2011). Choosing θv as an
appropriate temperature scale was done for the sake of simplicity since the standard bulk formu-
lae considered here use θv to diagnose stability. Once again, building approximations similar to
those presented above for alternative bulk formulae using a different temperature scale is possi-
ble. For example, additional tests that have been carried out using JθvKza

zθ
/‖ JuhKza

zm
‖2, which is

proportional to the bulk Richardson number, as a second input (instead of θv) gave very similar
results to those presented above. However with this choice the assumptions behind the Sobol’
analysis are no longer satisfied since input parameters are intrinsically correlated.

4. The LMDZ implementation of the TOGA-Coare 1D testcase used in Section 4.4 does not seem to
be as sensitive to turbulent fluxes as expected. This could be explained by lateral forcing terms
constraining the physics of a 1D column.

5.3 Perspectives

The FORTRAN90 routines used to derive the approximations presented in this study are available upon
request. Our main motivation for building these approximations was to express complicated itera-
tive bulk formulae with mathematically much simpler and differentiable forms. Since the physical
principles behind our approximations are the same as the bulk formulae we should expect the same
amount of bias and uncertainties, unless non-differentiabilities in the standard bulk formulation are
more harmful than they are thought to be. On a wider perspective, we believe that having a math-
ematically explicit form representative of the behavior of bulk formulae is a strong requirement for
the numerical study by applied mathematicians of coupling algorithms used in earth system models.
Nowadays there is a serious gap between the type of coupled problems that can be thoroughly an-
alyzed from a mathematical point of view, and the level of complexity reached by realistic coupled
models including physical parameterizations. In our opinion the reduction of this gap may require
the development of new mathematical tools, but more surely requires the derivation of convenient
mathematical formulations mimicking the behavior of the full physical parameterizations as closely as
possible.

Some aspects of the present work may also be useful for the calibration of bulk formulae with mea-
surements. First, in current practices all available data have the same weight when trying to fit them,
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the use of PDFs as done in Section 3 could improve the quality of the fit for particular physical con-
figurations. Second, assuming that sufficient data are available, application of the sensitivity analysis
(through Sobol’ indices) on turbulent flux measurements could be done. It could then be interesting
to compare the Sobol’ indices obtained from bulk formulations with the ones obtained from measure-
ments. Any significant mismatch between the two would indicate that the bulk formulations do not
properly represent the influence of physical inputs on the value of turbulent fluxes.
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