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# Cooperative Visual-Inertial Sensor Fusion: Fundamental Equations 

Agostino Martinelli ${ }^{1}$ and Alessandro Renzaglia ${ }^{1,2}$


#### Abstract

This paper provides a new theoretical and basic result in the framework of cooperative visual-inertial sensor fusion. Specifically, the case of two aerial vehicles is investigated. Each vehicle is equipped with inertial sensors (accelerometer and gyroscope) and with a monocular camera. By using the monocular camera, each vehicle can observe the other vehicle. No additional camera observations (e.g., of external point features in the environment) are considered. First, the entire observable state is analytically derived. This state includes the relative position between the two aerial vehicles (which includes the absolute scale), the relative velocity and the three Euler angles that express the rotation between the two vehicle frames. Then, the basic equations that describe this system are analytically obtained. In other words, both the dynamics of the observable state and all the camera observations are expressed only in terms of the components of the observable state and in terms of the inertial measurements. These are the fundamental equations that fully characterize the problem of fusing visual and inertial data in the cooperative case. The last part of the paper describes the use of these equations to achieve the state estimation through an EKF. In particular, a simple manner to limit communication among the vehicles is discussed. Results obtained through simulations show the performance of the proposed solution, and in particular how it is affected by limiting the communication between the two vehicles.


## I. Introduction

When a team of mobile robots cooperates to fulfill a mission, an optimal localization strategy must take advantage of relative observations (detection of other robots). This problem has been considered in the past by following different approaches and it is often referred as Cooperative Localization. In Cooperative Localization (CL), several communicating robots use relative measurements (such as distance, bearing and orientation between the robots) to jointly estimate their poses. This problem has been investigated for a long time and several approaches have been introduced in earlier works [5], [8], [17], [26], [35], [36], [37]. Then, a great effort has been devoted to decentralize the computation among the team members and, simultaneously, to minimize the communication among the robots without deteriorating the localization performance [2], [12], [18], [19], [20], [23], [24], [38]. Specific cases of cooperative localization have been considered both in 2D and in 3D. In the framework of Micro Aerial Vehicles (MAV), a critical issue is to limit the number of on-board sensors to reduce weight and power consumption. Several methods consider the use of bearing-only sensors [31], [34], [39], [40] or only

[^0]range measurements [41]. A common setup is to combine a monocular camera with an Inertial Measurements Unit (IMU). On top of being cheap, these sensors have very interesting complementarities. Additionally, they can operate in indoor environments, where Global Positioning System (GPS) signals are shadowed.

The problem of fusing visual and inertial data for single robots has been extensively investigated in the past [1], [3], [9], [15], [22]. Recently, this sensor fusion problem has been successfully addressed by enforcing observability constraints [7], [11], and by using optimization-based approaches [4], [10], [14], [21], [25], [32], [33]. These optimization methods outperform filter-based algorithms in terms of accuracy due to their capability of relinearizing past states. On the other hand, the optimization process can be affected by the presence of local minima. For this reason, a closed-form solution able to automatically determine the state without initialization has been introduced [16], [28], [29].

Any estimation approach, either filter-based or optimization-based, is built upon the fundamental equations that characterize the considered sensor fusion problem. These equations are the differential equations that describe the dynamics of the observable state together with the equations that express the observations in terms of this observable state. Hence, to successfully solve a given estimation problem, the first step to be accomplished is the determination of the observable state. Regarding the single-vehicle visual-inertial sensor fusion problem, this state has been analytically derived by many authors and it consists of the absolute scale, the speed expressed in the local frame and the absolute roll and pitch angles. This result even holds if only a single point feature is available in the environment.

In this paper we investigate the visual-inertial sensor fusion problem in the cooperative case. We assume that the IMU provides bias-free measurements (the case of a bias is addressed in [30]). We investigate the extreme case where no point features are available. Additionally, we consider the critical case of only two aerial vehicles. In other words, we are interested in investigating the minimal case. If we prove that the absolute scale is observable, we can conclude that it is observable in all the other cases. Each vehicle is equipped with an Inertial Measurement Unit (IMU) and a monocular camera. By using the monocular camera, each vehicle can observe the other vehicle. Note that, we do not assume that these camera observations contain metric information (due for instance to the known size of the observed vehicle). The two aerial vehicles can operate far from each other and a single camera observation only consists of the bearing of the
observed vehicle in the frame of the observer. In other words, each vehicle acts as a moving point feature with respect to the other vehicle.

The first questions we wish to answer are: Is it possible to retrieve the absolute scale in these conditions? And the absolute roll and pitch angles? More generally, we want to determine the entire observable state, i.e., all the physical quantities that it is possible to determine by only using the information contained in the sensor data (from the two cameras and the two IMUs) during a short time interval. In section II we provide a full answer to these fundamental questions.

Then, the basic equations that describe the cooperative visual-inertial sensor fusion problem are obtained (section III). These equations are:

- The differential equations that describe the dynamics of the observable state expressed only in terms of the components of the observable state and the accelerations and the angular speeds (i.e., the quantities measured by the two IMUs);
- The equations that provide the analytic expression of the two camera observations in terms of the components of the observable state.
These are the fundamental equations that fully characterize the problem of fusing visual and inertial data in the cooperative case. These equations can then be used to build any method (e.g., filter-based or optimization-based) to carry out the state estimation. In section IV we use them to introduce an EKF-based estimation method. Its performance is then evaluated through simulations and results are provided in section V. In particular, they show how the solution is affected by limiting the communication between the vehicles. Finally, in section VI we present our conclusion and the challenges that we are currently trying to address.


## II. Observable State

## A. The system

We consider two aerial vehicles that move in a $3 D$-environment. Each vehicle is equipped with an Inertial Measurement Unit (IMU), which consists of three orthogonal accelerometers and three orthogonal gyroscopes. Additionally, each vehicle is equipped with a monocular camera, which is assumed to be calibrated. We assume that, for each vehicle, all the sensors share the same frame. Without loss of generality, we define the vehicle local frame as this common frame. The accelerometer sensors perceive both the gravity and the inertial acceleration in the local frame. The gyroscopes provide the angular speed in the local frame. Finally, the monocular camera of each vehicle provides the bearing of the other vehicle in its local frame (see figure 1 for an illustration). Additionally, we assume that the $z$-axis of the global frame is aligned with the direction of the gravity. We adopt the following notations:

- $r^{1}=\left[x^{1}, y^{1}, z^{1}\right]$ and $r^{2}=\left[x^{2}, y^{2}, z^{2}\right]$ are the positions of the two vehicles in the global frame;


Fig. 1. The global frame and the two local frames (attached to the first and the second aerial vehicle, respectively). $r_{1}$ and $r_{2}$ are their position, expressed in the global frame. $R$ is the relative position of the second vehicle with respect to the first vehicle, expressed in the local frame of the first vehicle.

- $v^{1}=\left[v_{x}^{1}, v_{y}^{1}, v_{z}^{1}\right]$ and $v^{2}=\left[v_{x}^{2}, v_{y}^{2}, v_{z}^{2}\right]$ are the velocities of the two vehicles in the global frame;
- $q^{1}=q_{t}^{1}+q_{x}^{1} i+q_{y}^{1} j+q_{z}^{1} k$ and $q^{2}=q_{t}^{2}+q_{x}^{2} i+$ $q_{y}^{2} j+q_{z}^{2} k$ are the two unit quaternions that describe the rotations between the global and the two local frames, respectively ${ }^{1}$.
In the sequel, for each vector defined in the $3 D$ space, the subscript $q$ will be adopted to denote the corresponding imaginary quaternion. For instance, regarding the position of the first vehicle, we have: $r_{q}^{1}=0+x^{1} i+y^{1} j+z^{1} k$. Additionally, we denote by $A^{1}, A^{2}, \Omega^{1}$ and $\Omega^{2}$ the following physical quantities:
- $A^{i}=\left[A_{x}^{i}, A_{y}^{i}, A_{z}^{i}\right], \quad(i=1,2)$, is the vehicle acceleration perceived by the IMU mounted on the first and the second vehicle (this includes both the inertial acceleration and gravity);
- $\Omega^{i}=\left[\begin{array}{lll}\Omega_{x}^{i} & \Omega_{y}^{i} & \Omega_{z}^{i}\end{array}\right], \quad(i=1,2)$, is the angular speed of the first and the second vehicle expressed in the respective local frame (and $\Omega_{q}^{i}=0+\Omega_{x}^{i} i+\Omega_{y}^{i} j+$ $\left.\Omega_{z}^{i} k\right)$.
The dynamics of the first/second vehicle are:

$$
\left[\begin{array}{rl}
\dot{r}_{q}^{i} & =v_{q}^{i}  \tag{1}\\
\dot{v}_{q}^{i} & =q^{i} A_{q}^{i}\left(q^{i}\right)^{*}-g k \\
\dot{q}^{i} & =\frac{1}{2} q^{i} \Omega_{q}^{i}
\end{array}\right.
$$

where $g$ is the magnitude of the gravity, $i=1,2$, and $k$ is the fourth fundamental quaternion unit ( $k=0+0 i+0 j+1 k$ ).

The monocular camera on the first vehicle provides the position of the second vehicle in the local frame of the first vehicle, up to a scale. The position of the second vehicle in the local frame of the first vehicle is given by the three components of the following imaginary quaternion:

$$
\begin{equation*}
p_{q}^{1}=\left(q^{1}\right)^{*}\left(r_{q}^{2}-r_{q}^{1}\right) q^{1} \tag{2}
\end{equation*}
$$

[^1]Hence, the first camera provides the quaternion $p_{q}^{1}$ up to a scale. For the observability analysis, it is convenient to use the ratios of its components:

$$
\begin{equation*}
h^{1} \triangleq\left[h_{u}^{1}, \quad h_{v}^{1}\right]^{T}=\left[\frac{\left[p_{q}^{1}\right]_{x}}{\left[p_{q}^{1}\right]_{z}}, \frac{\left[p_{q}^{1}\right]_{y}}{\left[p_{q}^{1}\right]_{z}}\right]^{T} \tag{3}
\end{equation*}
$$

where the subscripts $x, y$ and $z$ indicate respectively the $i, j$ and $k$ component of the corresponding quaternion. Similarly, the second camera provides:

$$
\begin{equation*}
h^{2} \triangleq\left[h_{u}^{2}, h_{v}^{2}\right]^{T}=\left[\frac{\left[p_{q}^{2}\right]_{x}}{\left[p_{q}^{2}\right]_{z}}, \frac{\left[p_{q}^{2}\right]_{y}}{\left[p_{q}^{2}\right]_{z}}\right]^{T} \tag{4}
\end{equation*}
$$

where $p_{q}^{2}$ is the imaginary quaternion whose three components are the position of the first vehicle in the local frame of the second, namely:

$$
\begin{equation*}
p_{q}^{2}=\left(q^{2}\right)^{*}\left(r_{q}^{1}-r_{q}^{2}\right) q^{2} \tag{5}
\end{equation*}
$$

Note that, using the ratios in (3) and (4) as observations, can provide problems due to singularities and, when the camera measurements are used to estimate a state, it is more preferable to adopt different quantities (e.g., the two bearing angles, i.e., the azimuth and the zenith). For the observability analysis, this problem does not arise.

## B. Observability Analysis

The goal of this subsection is to obtain the entire observable state for the system defined in section II-A. First of all, we characterize this system by the following state:

$$
\begin{equation*}
X=\left[r^{1} v^{1} q^{1} r^{2} v^{2} q^{2}\right]^{T} \tag{6}
\end{equation*}
$$

The dimension of this state is equal to 20. Actually, the components of this state are not independent. Both $q^{1}$ and $q^{2}$ are unit quaternions. In other words, we have: $\left(q_{t}^{1}\right)^{2}+$ $\left(q_{x}^{1}\right)^{2}+\left(q_{y}^{1}\right)^{2}+\left(q_{z}^{1}\right)^{2}=\left(q_{t}^{2}\right)^{2}+\left(q_{x}^{2}\right)^{2}+\left(q_{y}^{2}\right)^{2}+\left(q_{z}^{2}\right)^{2}=1$.

The dynamics of the state defined in (6) are given by (1). The observation functions are the four scalar functions $h_{u}^{1} h_{v}^{1} h_{u}^{2} h_{v}^{2}$ given by equations (2-5). Additionally, we need to add the two observation functions, which express the constraint that the two quaternions, $q^{1}$ and $q^{2}$, are unit quaternions. The two additional observations are:

$$
\begin{equation*}
h_{\text {const }}^{i}(X) \triangleq\left(q_{t}^{i}\right)^{2}+\left(q_{x}^{i}\right)^{2}+\left(q_{y}^{i}\right)^{2}+\left(q_{z}^{i}\right)^{2}=1 \tag{7}
\end{equation*}
$$

$i=1,2$. We investigate the observability properties of this system. Since both the dynamics and the six observations are nonlinear with respect to the state, we use the observability rank condition in [6]. The dynamics are affine in the inputs, i.e., they have the expression

$$
\begin{equation*}
\dot{X}=f_{0}(X)+\sum_{i=1}^{12} f_{i}(X) u_{i} \tag{8}
\end{equation*}
$$

where $u_{i}$ are the system inputs, which are the quantities measured by the two IMUs. Specifically, we set:

- $u_{1}, u_{2}, u_{3}$ the three components of $A^{1}$;
- $u_{4}, u_{5}, u_{6}$ the three components of $\Omega^{1}$;
- $u_{7}, u_{8}, u_{9}$ the three components of $A^{2}$;
- $u_{10}, u_{11}, u_{12}$ the three components of $\Omega^{2}$;

Then, by comparing (1) with (8) it is immediate to obtain the analytic expression of all the vector fields $f_{0}, f_{1}, \cdots f_{12}$; for instance, we have:

$$
\begin{gathered}
f_{0}=\left[v_{x}^{1}, v_{y}^{1}, v_{z}^{1}, 0,0,-g, 0_{4}, v_{x}^{2}, v_{y}^{2}, v_{z}^{2}, 0,0,-g, 0_{4}\right]^{T} \\
f_{1}=\left[0_{3},\left(q_{t}^{1}\right)^{2}+\left(q_{x}^{1}\right)^{2}-\left(q_{y}^{1}\right)^{2}-\left(q_{z}^{1}\right)^{2}, 2\left(q_{t}^{1} q_{z}^{1}+q_{x}^{1} q_{y}^{1}\right)\right. \\
\left.2\left(q_{x}^{1} q_{z}^{1}-q_{t}^{1} q_{y}^{1}\right), 0_{14}\right]^{T} \\
f_{4}=\frac{1}{2}\left[0_{6},-q_{x}^{1}, q_{t}^{1}, q_{z}^{1},-q_{y}^{1}, 0_{10}\right]^{T}
\end{gathered}
$$

where $0_{n}$ is the $n$-line zero vector.
For systems with the dynamics given in (8) the application of the observability rank condition can be automatically done by a recursive algorithm. In particular, this algorithm automatically returns the observable codistribution ${ }^{2}$ by computing the Lie derivatives of all the system outputs along all the vector fields that characterize the dynamics. In the sequel, we provide a very simple description of the observability rank condition for systems with the dynamics given in (8), i.e., dynamics nonlinear in the state and affine in the inputs (for a detailed description the reader is addressed to the first chapter of [13]). In accordance with the observability rank condition, the observable codistribution provides all the observability properties. The dimension of this vector space (the observable coditribution) cannot exceed the dimension of the state $X$. If this dimension is equal to the dimension of the state $X$, this means that the entire state is observable (actually, weakly locally observable [6]). If this dimension is smaller than the dimension of the state $X$, the entire state is not observable and it is possible to detect the observable states by computing its Killing vectors in order to obtain the system symmetries [27]. The recursive algorithm that returns the observable codistribution, for systems with the dynamics given in (8), is the following:

## Algorithm 1 Observable codistribution $\Omega$

1) $\Omega_{0}=\operatorname{span}\left\{\nabla h_{u}^{1}, \nabla h_{v}^{1}, \nabla h_{u}^{2}, \nabla h_{v}^{2}, \nabla h_{\text {const }}^{1}, \nabla h_{\text {const }}^{2}\right\}$;
2) $\Omega_{m}=\Omega_{m-1}+\mathcal{L}_{f_{0}} \Omega_{m-1}+\sum_{i=1}^{12} \mathcal{L}_{f_{i}} \Omega_{m-1}$

We remind the reader that the Lie derivative of a scalar function $h(x)$ along the vector field $f(x)$ is defined as follows:

$$
\mathcal{L}_{f} h \triangleq \frac{\partial h}{\partial x} f
$$

[^2]which is the product of the row vector $\frac{\partial h}{\partial x}$ with the column vector $f$. Hence, it is a scalar function. Additionally, by definition of Lie derivative of covectors, we have: $\mathcal{L}_{f} \nabla h=$ $\nabla \mathcal{L}_{f} h$. Finally, given two vector spaces $V_{1}$ and $V_{2}$, we denoted by $V_{1}+V_{2}$ their sum, i.e., the span of all the generators of both $V_{1}$ and $V_{2}$.

In [13] it is proven that algorithm 1 converges. In particular, it is proven that it has converged when $\Omega_{m}=\Omega_{m-1}$. From this, it is easy to realize that the convergence is achieved in at most $n-1$ steps $^{3}$, where $n$ is the dimension of the state.

For the specific case, we obtain that the algorithm converges at the third step, i.e., the observable codistribution is the span of the differentials of the previous Lie derivatives up to the second order. In particular, its dimension is 11 and, a choice of eleven Lie derivatives is: $\mathcal{L}^{0} h_{u}^{1}, \mathcal{L}^{0} h_{v}^{1}, \mathcal{L}^{0} h_{u}^{2}, \mathcal{L}^{0} h_{v}^{2}, \mathcal{L}^{0} h_{\text {const }}^{1}, \quad \mathcal{L}^{0} h_{\text {const }}^{2}, \quad \mathcal{L}_{f_{0}}^{1} h_{u}^{1}$, $\mathcal{L}_{f_{0}}^{1} h_{v}^{1}, \mathcal{L}_{f_{0}}^{1} h_{u}^{2}, \mathcal{L}_{f_{0} f_{0}}^{2} h_{u}^{1}, \mathcal{L}_{f_{0} f_{1}}^{2} h_{u}^{1}$.

Once we have obtained the observable codistribution, the next step is to obtain the observable state. This state has eleven components. Obviously, a possible choice would be the state that contains the previous eleven Lie derivatives. On the other hand, their expression is too complex and it is much more preferable to find an easier state, whose components have a clear physical meaning. By analytically computing the continuous symmetries of our system (i.e., the Killing vectors of the previous observable codistribution, [27]), we detect the following independent observable modes:

- The position of the second vehicle in the local frame of the first vehicle (three observable modes);
- The velocity of the second vehicle in the local frame of the first vehicle (three observable modes);
- The three Euler angles that characterize the rotation between the two local frames (three observable modes);
- Trivially, the norm of the two quaternions (two observable modes).
Therefore, we can fully characterize our system by a state whose components are the previous observable modes. It must be possible to express the dynamics of this state only in terms of its components and the twelve system inputs. Additionally, also the camera observations must be expressed only in terms of these nine components. This is actually trivial, since the first camera provides the first three components of this state, up to a scale. The second camera, provides the same unit vector rotated according to the previous three Euler angles. Regarding the dynamics, its derivation is a bit more complex. We provide all these analytic expressions in the next section.

We conclude this section with the following remark. The absolute roll and pitch angles of each vehicle are not observable. This is a consequence of the fact that no feature in the environment has been considered. The observation consists only of the bearing angles of each vehicle in the local frame of the other vehicle. The presence of the gravity, which determines the observability of the absolute roll and

[^3]pitch in the case of a single vehicle, acts in the same way on the two IMU's and its effect on the system observability vanishes.

## III. Fundamental Equations

In accordance with the observability analysis carried out in the previous section, we characterize our system by the following state:

$$
S=\left[\begin{array}{lll}
R & V & q \tag{9}
\end{array}\right]^{T}
$$

where:

- $R$ is the position of the second vehicle in the local frame of the first vehicle;
- $V$ is the velocity of the second vehicle in the frame of the first vehicle (note that this velocity is not simply the time derivative of $R$ because of the rotations accomplished by the first local frame);
- $q$ is the unit quaternion that describes the relative rotation between the two local frames.
In other words, the imaginary quaternions associated to $R$ and $V$ are:

$$
\begin{align*}
& R_{q}=\left(q^{1}\right)^{*}\left(r_{q}^{2}-r_{q}^{1}\right) q^{1}  \tag{10}\\
& V_{q}=\left(q^{1}\right)^{*}\left(v_{q}^{2}-v_{q}^{1}\right) q^{1} \tag{11}
\end{align*}
$$

and

$$
\begin{equation*}
q=\left(q^{1}\right)^{*} q^{2} \tag{12}
\end{equation*}
$$

The fundamental equations of the cooperative visual-inertial sensor fusion problem are obtained by differentiating the previous three quantities with respect to time and by using (1) in order to express the dynamics in terms of the components of the state in (9) and the components of $A^{1}, A^{2}, \Omega^{1}, \Omega^{2}$. After some analytic computation, we obtain:

$$
\left[\begin{array}{rl}
\dot{R}_{q} & =\frac{1}{2}\left(\Omega_{q}^{1}\right)^{*} R_{q}+\frac{1}{2} R_{q} \Omega_{q}^{1}+V_{q}  \tag{13}\\
\dot{V}_{q} & =\frac{1}{2}\left(\Omega_{q}^{1}\right)^{*} V_{q}+\frac{1}{2} V_{q} \Omega_{q}^{1}+q A_{q}^{2} q^{*}-A_{q}^{1} \\
\dot{q} & =\frac{1}{2}\left(\Omega_{q}^{1}\right)^{*} q+\frac{1}{2} q \Omega_{q}^{2}
\end{array}\right.
$$

As desired, the dynamics of the state is expressed only in terms of the components of the state and the system inputs (the angular speeds and the accelerations of both the vehicles). Finally, the camera observations can be immediately expressed in terms of the state in (9). The first camera provides the vector $R$ up to a scale. Regarding the second camera, we first need the position of the first vehicle in the second local frame. The components of this position are the components of the following imaginary quaternion: $-q^{*} R_{q} q$. The second camera provides this position up to a scale.

In the last part of this section we provide the same equations, without using quaternions. We characterize our system by the two 3D vectors $R$ and $V$, as before. Instead
of the quaternion $q$, we use the matrix $O$ that characterizes the rotation between the two local frames. From (13) it is immediate to obtain the dynamics of this state. They are:

$$
\left[\begin{array}{l}
\dot{R}=\left[\Omega^{1}\right]_{\times} R+V  \tag{14}\\
\dot{V}=\left[\Omega^{1}\right]_{\times} V+O A^{2}-A^{1} \\
\dot{O}=\left[\Omega^{1}\right]_{\times}^{T} O+O\left[\Omega^{2}\right]_{\times}
\end{array}\right.
$$

where $\left[\Omega^{i}\right]_{\times}, i=1,2$, are the skew-symmetric matrices associated to the vectors $\Omega^{i}$ :

$$
\left[\Omega^{i}\right]_{\times}=\left[\begin{array}{ccc}
0 & \Omega_{z}^{i} & -\Omega_{y}^{i} \\
-\Omega_{z}^{i} & 0 & -\Omega_{x}^{i} \\
\Omega_{y}^{i} & -\Omega_{x}^{i} & 0
\end{array}\right]
$$

Finally, the two cameras provide the two vectors, $R$ and $-O^{T} R$, up to a scale.

The cooperative visual-inertial sensor fusion problem is fully characterized by the dynamics equations given in (14) and the two observations given by $R$ and $-O^{T} R$, up to a scale. These equations allow us to build any estimation strategy (filter-based, optimization-based or a closed-form solution, i.e. a deterministic solution that extends the solution given in [29] to the cooperative case). In the next section, we discuss the possibility of using these equations to build up an EKF. Future works will be devoted to obtain a closed-form solution starting from these equations.

## IV. Estimation based on an EKF

The goal of this section is to build an EKF that estimates a state that includes the two 3D vectors $R$ and $V$, and the three Euler angles $(\alpha, \beta, \gamma)$ that characterize the matrix $O$, introduced in the previous section. Specifically, we set:

$$
\begin{equation*}
O=O_{x}(\alpha) O_{z}(\beta) O_{x}(\gamma) \tag{15}
\end{equation*}
$$

where $O_{x}(\alpha), O_{z}(\beta), O_{x}(\gamma)$ are the matrices representing the rotations about the axes $x, z$ and $x$ of $\alpha, \beta$ and $\gamma$, respectively.

The filter estimates the state $[R, V, \alpha, \beta, \gamma]^{T}$. The dynamics of the system can be computed starting from (14). By discretizing the dynamics, we obtain the Jacobians necessary to build up the prediction phase of the filter.

The two cameras provide the two vectors $R$ and $-O^{T}(\alpha, \beta, \gamma) R$, up to a scale. We consider, as observations, the two scalar functions obtained by computing the two independent bearing angles of the corresponding vector.

Therefore, the filter has four scalar functions as observation functions. By computing their Jacobian with respect to the state, we have all the ingredients to implement this EKF.

We remark that this EKF presents an important drawback. The two vehicles must communicate to implement both the prediction and the estimation phase. This becomes an important issue because the data provided by the IMU are delivered at a very high frequency (more than 100 Hz ). Note that, in cooperative localization, most of the proposed strategies need communication among the team members
only at the frequency of the exteroceptive measurements (see for instance [36]). In the sequel, we propose a possible implementation that allows implementing the EKF by limiting the communication between the vehicles, in terms of frequency and amount of data. This solution is based on a suitable approximation, which regards the acceleration of the second vehicle.

Let us consider the case where the EKF runs on the first vehicle and let us highlight the quantities, measured by the second vehicle, needed to implement the prediction phase of the filter. The dynamics of $\alpha, \beta$ and $\gamma$ depend on $\Omega^{2}$ (see the third equation in (14)). The dynamics of $V$ depend on $A^{2}$ and $O$ (second equation in (14)). Finally, the dynamics of $R$ depend on $V$ (first equation in (14)). The most critical quantity is $O$, since it impacts the dynamics of all the remaining quantities and depends on the angular speed of the second vehicle.

Our idea is to eliminate the effect of the rotations by exploiting the fact that, during short time intervals, the IMU provides the angular speed with very high accuracy (provided that it is calibrated with respect to the bias). Let us denote by $T$ the length of a time interval for which the drift on the rotation, obtained by integrating the angular speed provided by an IMU, is negligible. Our method consists in defining new local frames (for both the vehicles) that do not rotate during each time interval of length $T$. For each time interval, an EKF is implemented in these coordinates. Then, at the end of each time interval, new local frames are re-defined and a new EKF is initialized.

Let us consider a given time interval $\left(T_{0}, T_{0}+T\right)$. At the initial time $\left(T_{0}\right)$, the two vehicles have given (unknown) orientations with respect to the global frame. The two new local frames maintain these orientations during the entire time interval. Let us denote by $\xi$ the position of the vehicle in the first new local frame and by $\eta$ its speed. We have:

$$
\left[\begin{array}{rl}
\dot{\xi} & =\eta  \tag{16}\\
\dot{\eta} & =O_{0}\left(\alpha_{0}, \beta_{0}, \gamma_{0}\right) \mathcal{A}^{2}-\mathcal{A}^{1} \\
\dot{\alpha}_{0} & =\dot{\beta}_{0}=\dot{\gamma}_{0}=0
\end{array}\right.
$$

where:

- $\alpha_{0}, \beta_{0}, \gamma_{0}$ are the three Euler angles that define the rotation between the first vehicle and the second vehicle at the initial time of the considered time interval $\left(T_{0}\right)$ and $O_{0}\left(\alpha_{0}, \beta_{0}, \gamma_{0}\right)$ is the corresponding rotation matrix;
- $\mathcal{A}^{1}$ is the acceleration (gravitational and inertial) of the first vehicle expressed in the first new local frame (in other words, it is the acceleration $A^{1}$ rotated by integrating $\Omega^{1}$ from the time $T_{0}$ up to the current time);
- $\mathcal{A}^{2}$ is the acceleration (gravitational and inertial) of the second vehicle expressed in the second new local frame (i.e., the acceleration $A^{2}$ rotated by integrating $\Omega^{2}$ from the time $T_{0}$ up to the current time).
Note that, in accordance with the observability analysis carried out in section II-B, the state $\left[\xi, \eta, \alpha_{0}, \beta_{0}, \gamma_{0}\right]^{T}$ is
observable ${ }^{4}$.
Now, the implementation of the prediction phase of an EKF that estimates $\left[\xi, \eta, \alpha_{0}, \beta_{0}, \gamma_{0}\right]^{T}$ only requires that the second vehicle communicates the 3D vector $\mathcal{A}^{2}$. Our approximation consists in communicating this vector not at the frequency of the IMU of the second vehicle but at a slower frequency. Let us denote by $\tau$ the elapsed time between two consecutive communications. The second vehicle provides the mean value of $\mathcal{A}^{2}$, where the mean is computed on the time interval $\tau$. In other terms, the vector provided by the second vehicle is $\overline{\mathcal{A}}^{2}(t)=\frac{1}{\tau} \int_{t-\frac{\tau}{2}}^{t+\frac{\tau}{2}} \mathcal{A}^{2}(s) d s$.

In this settings, the communication needed to implement the prediction phase of the filter is limited to three scalars for each time interval $\tau$. Namely, if $\tau=0.1 s$, the frequency is 10 Hz . Additionally, the communication to implement the estimation phase only consists of two scalars (the two bearing angles provided by the second camera) at the frequency of the camera observations.

## V. Simulations

## A. Simulated trajectories and sensors

The trajectories are simulated as follows. The equations in (1) are discretized with a time step of 0.01 s . Each trial lasts 100 s . The initial vehicle speed is set to $[0.1,0.1,0.1] \mathrm{ms}^{-1}$, for both vehicles. The initial position of the first vehicle is set equal to $[0,0,0] m$. For each trial, the initial position of the second vehicle and the initial roll, pitch and yaw angles of the two vehicles are randomly initialized. For the specific scenario reported in this section, the second vehicle initial position is $[0.20,-1.58,-0.68] m$ and the first and second vehicle angles are $[-0.2 \pi, 0.3 \pi,-0.8 \pi]$ and $[0.7 \pi, 0.2 \pi, 0.4 \pi]$ respectively.

The vehicle trajectories are randomly generated. The angular speeds, i.e. $\Omega^{1}$ and $\Omega^{2}$, are Gaussian. Specifically, their values at each step follow a zero-mean Gaussian distribution with covariance matrix equal to $(1 \mathrm{deg})^{2} I_{3}$, where $I_{3}$ is the $3 \times 3$ identity matrix. At each time step, the two vehicle speeds are incremented by adding a random vector with zero-mean Gaussian distribution. In particular, the covariance matrix of this distribution is set equal to $\sigma^{2} I_{3}$, with $\sigma=$ $2 * 10^{-3} \mathrm{~m}$. Typical trajectories obtained with this setting, are displayed in figure 2.
The vehicles are equipped with inertial sensors able to measure at each time step the acceleration (the sum of the gravity and the inertial acceleration) and the angular speed. These measurements are affected by errors. Specifically, each measurement is generated at every time step of 0.01 s by adding to the true value a random error that follows a Gaussian distribution. The mean value of this error is zero and the standard deviation is $0.01 \mathrm{~ms}^{-2}$ for the accelerometer and $1 \mathrm{deg} \mathrm{s}{ }^{-1}$ for the gyroscope.

Regarding the camera measurements, they are generated at a lower frequency. Specifically, the measurements are generated each 0.2 s . Also these measurements are affected

[^4]

Fig. 2. Typical simulated trajectories. In blue the first vehicle, in red the second vehicle.
by errors. Specifically, each measurement is generated by adding to the true value a random error that follows a zeromean Gaussian distribution, with variance $1 \mathrm{deg}^{2}$.

## B. Estimation results

We implement the EKF described in section IV. The parameter $T$ is set equal to $5 s$ for all the trials. We find similar results for values of $T$ that do not exceed 20 s . Regarding the parameter $\tau$, we consider three distinct values: $\tau=0.01 \mathrm{~s}, \tau=0.1 \mathrm{~s}$ and $\tau=0.2 \mathrm{~s}$. In practice, the first case ( $\tau=0.01 \mathrm{~s}$ ) corresponds to an implementation without approximation. The vector $\mathcal{A}^{2}$ is provided to the first vehicle at the same frequency of the inertial sensor. In the last case ( $\tau=0.2 s$ ), the communication occurs at the same frequency of the camera observations.

Figures 3-5 display the estimated relative position (the trajectory of the second vehicle in the local frame of the first vehicle, i.e., the vector $R$ ). The true trajectory is in blue. The black line is the trajectory obtained by only using the inertial measurements, while the red line is the trajectory obtained by the proposed EKF. Figure 3 is obtained by setting $\tau=0.01 \mathrm{~s}$, figure 4 by setting $\tau=0.1 \mathrm{~s}$ and figure 5 by setting $\tau=0.2 \mathrm{~s}$.


Fig. 3. Estimated trajectory of the second vehicle in the local frame of the first vehicle. In blue the ground truth, in black the trajectory obtained by only using the inertial measurements, in red the trajectory obtained by the proposed EKF. The parameter $\tau$ is set equal to 0.01 s .


Fig. 4. As in figure 3 but with $\tau=0.1 \mathrm{~s}$.


Fig. 5. As in figure 3 but with $\tau=0.2 \mathrm{~s}$.

The results shown in the previous figures regard a single trial. In table I we report the error on the final position averaged on 1000 trials.

## VI. Conclusion

In this paper we provided a new theoretical and basic result in the framework of cooperative visual-inertial sensor fusion. We considered two sensor suites that accomplish independent 3D motions (in general, these can be the sensor suites of two independent aerial vehicles). Each sensor suite consists of a monocular camera and an Inertial Measurement Unit. We assumed that, by using the monocular camera, each vehicle can observe the other vehicle. No additional camera observations (e.g., of external point features in the environment) were considered.

The first theoretical result was the analytic derivation of the entire observable state. Specifically, this state consists of the relative position between the two aerial vehicles (which includes the absolute scale), the relative velocity and the three Euler angles that express the rotation between the two vehicle frames. The absolute roll and pitch are not observable

| $\tau($ in $s)$ | Position Error (in $m$ ) |
| :--- | :---: |
| 0.01 | 0.67 |
| 0.1 | 2.0 |
| 0.2 | 4.7 |

TABLE I
Error on the final value of $R$ aVEraged on 1000 trials.
(note that this is true only when no point feature is observed in the environment).

The second theoretical result was the derivation of the fundamental equations that describe cooperative visual-inertial sensor fusion. Both the dynamics of the observable state and all the camera observations were expressed exclusively in terms of the components of the observable state and in terms of the inertial measurements. These are the fundamental equations that fully characterize the problem of fusing visual and inertial data in the cooperative case.

The last part of the paper provided a first simple use of these equations to perform the state estimation through an EKF. In particular, a simple manner to limit communication among the vehicles was proposed and discussed. Results obtained through simulations assessed the performance of this approach and the effect of the limitation in the communication between the two vehicles.

The importance of the results provided by this paper is that it is possible to retrieve the absolute scale, even when no feature is available in the environment.

Our current work is devoted to use these equations in order to derive a closed-form solution [30]. This is the extension of the closed-form solution provided in [29] to the cooperative case.
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[^1]:    ${ }^{1} \mathrm{~A}$ quaternion $q=q_{t}+q_{x} i+q_{y} j+q_{z} k$ is a unit quaternion if the product with its conjugate is 1, i.e.: $q q^{*}=q^{*} q=\left(q_{t}+q_{x} i+q_{y} j+\right.$ $\left.q_{z} k\right)\left(q_{t}-q_{x} i-q_{y} j-q_{z} k\right)=\left(q_{t}\right)^{2}+\left(q_{x}\right)^{2}+\left(q_{y}\right)^{2}+\left(q_{z}\right)^{2}=1$

[^2]:    ${ }^{2}$ The reader non-familiar with the concept of codistribution, as it is used in [13], should not be afraid by the term distribution and the term codistribution. Very simply speaking (and this is enough to understand the theory of nonlinear observability) they are both vector spaces. Specifically, a distribution is the span of a set of column-vector functions. A codistribution is the span of a set of line-vector functions. Hence, both a distribution and a codistribution can be regarded as vector spaces that change by moving on the space of the states $(X)$, namely, vector spaces that depend on $X$.

[^3]:    ${ }^{3}$ This is a consequence of lemmas 1.9.1, 1.9.2 and 1.9.6 in [13].

[^4]:    ${ }^{4}$ This result could also be obtained by computing the Lie derivatives of the system outputs along the vector fields that define the dynamics in (16).

