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Abstract

This papers presents a compositional seman-
tic analysis of interrogatives clauses in LTAG
(Lexicalized Tree Adjoining Grammar) that
captures the scopa properties of wh- and non-
wh-quantificational elements. It is shown that
the present approach derivesthe correct seman-
tics for examples claimed to be problematic
for LTAG semantic approaches based on the
derivation tree. The paper further provides an
LTAG semantics for embedded interrogatives.

1 Introduction.

Following (Karttunen, 1977), an interrogative clause Q
expresses a function from possible situations (or worlds)
to the set of true answers to that question Q in that situ-
aion. For example, the interrogative clause (1) has the
meaning (2), where who contributes the 3-quantification
Jz[person(z, so)]. In asituation so where Pat, Al, Kate
and nobody else called, [Q(so)] equalsthe set (3).

(1) who called?

(2) AsoAp.p(s0)A
Jz[person(z, sg) A p = As.call(z, s)]

(3) { As.call(pat, s), As.call(al, s), As.call(kate, s) }

The aim of this paper is to develop a compositional
semantic analysis of interrogative clauses in LTAG, with
two goals: (i) themain goal isto capture the scopal prop-
erties of quantificational elements within the question,
and (ii) the secondary goal is to achieve the correct se-
mantics for interrogatives embedded under e.g. know.

The scope data concerning goal (i) are the following.
When an interrogative clause contains a wh-element and
a non-wh quantificational element, as in (4), the seman-
tic contribution of who must be outside the proposition
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headed by As, whereas the semantic contribution of ev-
erybody must beinside that proposition, asshown in (5).1

(4) (John knows) who likes everybody

(5) (John knows) AsoAp.p(so)
A3z[person(z, so) A p = As.Vy[person(y, s)
— like(z,y, 9)]]

Note that, when we have more than one wh-phrase and
more than one non-wh-quantifier, the non-wh-quantifiers
can yield difference scope configurations among them-
selves (and so can the wh-phrases among themselves,
trivialy). But al the wh-phrases must take scope above
the As proposition and all the non-wh-quantifiers must
take scope below it. Thisisillustrated in (6), which has
the readings (7)-(8), but not e.g. the readings (9)-(10).

(6) (John knows) who seemed to introduce who to ev-
erybody

(7) (John knows) AsoAp.p(so)
AJzTy[person(z, so) A person(y, sq)
A p = As.seem(\s’.Vz[person(z,s’)
— introduce(z,y, 2, s")], s)]

(8) (John knows) AsoAp.p(so)
AJzJy[person(z, so) A person(y, sq)
A ‘p = As.Vz[person(z, s)
— seem(\s'.introduce(z, y, z, s")], s)]

(9) (John knows) AsoAp.p(so)
AJz[person(z, so) A p = As.Jy[person(y, s)
A seem(As’.Vz[person(z, s')
— introduce(z, y, 2, s")], s)]]

(20) (John knows) AsoAp-p(so)
AJzIJy[person(z, sg) A person(y, so)
AVz[person(z, so)
— p = As.seem(As’.introduce(z, y, 2, s')], 5)]

1We |eave aside the so-called pair-list readings arising when
everybody c-commands the trace of the wh-phrase and a specid
absorption operation takes place (Chierchia, 1993).
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Figure 1: Derivation for (13)

With respect to goal (ii), we need to construct a ques-
tion meaning that will be able to combinewith aquestion
taking verb like know. In the end, a sentence like (11)
must receive the truth-conditionsin (12). The expression
Doz ;(so) in (12) stands for the set of doxastic aterna-
tives of John in sg, that is, for the set of possible situa-
tions s’ that conform to John’s beliefsin sq. The formula
(12) statesthat we arein asituation sq such that, for all of
John's belief alternatives s’ in sq and for all propositions

p, p € [who called](s’) iff p € [who called](so).
(11) John knowswho called.

(12) Aso.Vs, € Dox;(s0)Vp<s,i>
[Fz[person(z, s') A p(s") Ap = As.call(z, s)]
+ Jz[person(z, so) Ap(so) Ap = As.call(z, s)]]

2 Semantic unification

For LTAG semantics, we use the semantic unification
framework described in (Kallmeyer and Romero, 2004)
that is very close to (Gardent and Kallmeyer, 2003): We
do compositional semantics on the derivation tree, i.e.,
each elementary tree has a semantic representation and
the derivation tree indicates how to do semantic computa-
tion. Semantic representations are equipped with seman-
tic feature structures. Semantic representations are sets
of formulas (typed \-expressions with labels) and scope
congtraints. A scope constraint is an expression z > y
where z and y are propositional labels or propositional
variables. Semantic feature structures have features p for
all node positions p that can occur in elementary trees.?
Thevalues of these features are feature structure that con-
sist of aT and a B feature (top and bottom) whose values
are feature structures with features | for individual vari-
ables, P for propositional labels and s for situations.
Semantic composition consists of unification: In the
derivation tree, elementary trees are replaced by their se-
mantic representations and their semantic feature struc-
tures. Then, for each edge from +; to , with position p:

2For the sake of readability, we use names np, vp, ... for the
node positions instead of the usual Gorn adresses.
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Figure 2: Semanticsfor (13)
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1. the T feature of position p in-y; andthe T feature of the
root of v, areidentified, and 2. if 5 isan auxiliary tree,
then the B feature of the foot node of v, and the B feature
of position p in v, areidentified. Furthermore, for all
occurring in the derivation tree and all positions p in «y
such that there is no edge from -y to some other tree with
position p: the T and B features of ~y.p are identified. By
these unifications, some of the variables in the semantic
representations get values. Then, the union of all seman-
tic representations is built which yields an underspeci-
fied representation. Finally, appropriate disambiguations
must be found, i.e., assignmentsfor the remaining propo-
sitional variables that respect the scope constraintsin the
sense of (Kallmeyer and Joshi, 2003). The disambiguated
representations are interpreted conjunctively. As an ex-
ample, Fig. 1 and 2 show the derivation and the semantics
for (13).

(13) John seemsto laugh

The feature identities because of unification are il =
z, 21 = Iy, [4 = [;which leads to (14). There is only
one disambiguation, [8] — [; which yields the semantics
john(z) A seem(laugh(z)).

Iy : laugh(z), john(z), > : seem(3]),

(14) >

3 Scopal properties of wh-phrases

3.1 Quantificational NPs

Following previous approaches ((Kallmeyer and Joshi,
2003; Joshi et a., 2003) and aso (Kallmeyer and
Romero, 2004)), we assume that quantifiers as everybody

3For simplification, in (14) situation variables are omitted.



in (15) have a multicomponent set containing an auxiliary
tree that contributes the scope part and an initial tree that
contributes the predicate argument part. Fig. 3 illustrates
this approach.

(15) everybody laughs
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Figure 3: Analysisof (15)

The analysis in Fig. 3 leads to the feature identities
= z,[6] = l;. As aresult one obtains (16). There
is one disambiguation, [8] — I3,[4] — 4, that yields the
semantics every(z, person(z,[6]), laugh(z, [2])).

Iy : laugh(z,2)), 2 : every(z,[3],[4]),

(16) l3 : person(z,[6l), B > l3,[A > I3

Following (Percus, 2000), situation variables in verbs
must be locally bound, and situation variablesin NPs can
be non-locally bound by any situation binder in the sen-
tence (e.g. by know in (4)). In the current example (15),
the situation variable 2] in the verb laugh and the situa-
tion variable [6] in everybody will default to s, (the situ-
ation of the whole proposition), since there is no situa-
tion binder in the formula. Thisyieldsthefinal semantics
every(z, person(z, sg), laugh(z, so)).

3.2 Wh-phrasesasquantifiers

Consider again example (4) who likes everybody? and its
Karttunen-style semantics in (5), repeated as (17) below.
To achievethisresult in LTAG, we propose the derivation
and the semantics in Fig. 4. The crucial ingredients are
asfollows.

(17) (John knows) AsoAp-p(so)
AJz[person(z, so) A p = As.Vy[person(y, s/so)
— like(z,y, 9)]]

The semantic representation for the interrogative ele-
mentary tree of like must include all the semantic infor-
mationin (5) except for 3z[person(z, so)] —coming from
who-and Vy[person(y, s/so)] —coming from everybody.
Sincethe wh- and non-wh-quantificational elements must
have scope over different portions of the formula, the se-
mantic representation of the interrogative tree for like is
split into several separate subformulae, each with its own
label and with constraints guaranteeing the correct scopal
configuration among them. First, it contains the formula
I; : like([, 2], [8]), shared by all the family trees for like.
Second, it contributes the formulals : p = As.[7], which
will take scope over 1, given that [7] = [4] and that [6] = [,
(by identification of T and B features in positions S and
VP respectively) and given the scope constraint [4) > [6] .
Finally, the interrogative tree for like contributes the ex-
pression g3 : Ap.[5], with scope over [, due to the scope
constraint[s] > [». (Notethat g3 isnot apropositional for-
mula and hence cannot be interpreted as conjoined with
the rest. See section 4 and footnote 6 on thisissue.)

What we need to achieve with respect to scope is that
all quantificational NPs take scope under [7] and over [y,
and that all wh-phrases take scope under [5] and over [,
We propose a multi-component analysis of wh-phrases
parallel to that of quantificational NPs, with the only dif-
ferencethat the scope part of awh-quantifier adjoinsto S
whereas the scope part of a non-wh-quantifier adjoins to
S, asshown in Fig. 3. Thisparallel treatment is appropri-
ate since the scope of wh-quantifiersis not strictly related
to their surface positions, e.g., in situ wh phrases can take
wide scope. We then define a “scope window” for wh-
and non-wh-quantificational NPs by using two semantic
features linked to the two parts of the multi-component:
MAXS islinked to the S* or S'* part and gives the upper
limit of the scope window, and P is linked to the NP-part
and determines the lower limit of the scope window. In
the case of everybody in Fig. 4, the value of MAXSis[i3],
then [13] = [4] (by adjunction to Sin like tree), and finally
= [@ (by T/B unification in s of likes). The value of
everybody's lower limit P is [16], and = 11 (by sub-
gtitution into position NP in like tree). This gives us the
desired result [7] > lg > [y, where lg introduces the V-
quantification corresponding to everybody.* The case of
who isparallel. Its MaXs feature, inthe S* part, hasthe
value[s], and[8] = [5] (by adjunctionto S'). Its lower limit
feature P, in the NP part, has the value [i1], and [i1] = I,
(by substituion into position wH of liketree). Thisyields
the desired scope[s] > 14 > [, where l4 correspondsto

4See aso (Kallmeyer and Romero, 2004) for further moti-
vation of the MAX s feature for quantifiers.
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the 3-quantification of who. Hence, by defining an upper
limit feature MAXS and a lower limit feature P for wh-
and non-wh-quantifiers, we can obtain the right scopal
configurations.

The semantic representation one obtainsfor (4) is (18):

Il : like(z,y,s),

lr:p=Asld, gs: Ap.p(0]) ALE,

ly : some(z,[9],[10]), I5 : person(wz,[17]),
l : every(y,[H],[5]), I7 : person(y,[18]),
>1,B> 1

14,091 > 15,010] > I

le,14 > I7,[18] > Iy

(18)

IVIVI

As intended, (18) allows only one disambiguation,
namely Bl — 4, B — s, = s, @M=,
- I, — I;. The situation indices
[0 and default to sg and the value of re-
mains underspecified (it could be sy or s). This
leads to ¢q3 : Ap.p(so) A some(z, person(z, so),p =
As.every(y, person(y, s/so), like(z, y, 5))).

3.3 Multiplewh-questions

A more complex example is (6) who seemed to intro-
duce who to everybody, where two wh-quantifiers (one
of them in situ) interact with a raising verb and a non-
wh-quantifier. In order to treat in situ wh-quantifiers cor-
rectly, it must be possible to obtain the minimal scope of
wh-quantifiersfrom any NP substitution node. Therefore,
in NP substitution nodes we have to provide both, the
minimal scope of wh-quantifiers and the minimal scope
of non-wh-quantifiers. In the case of likein Fig. 4 for ex-
ample, the minimal scope of who is i/, while the minimal
scope of everybody isl;. We will use the feature wp for
the first and the feature p for the second. For example,
at the object substitution node in the tree for introducein
Fig. 5 we put a P value (as before) and additionally awp
valuein case awh-quantifier is added.

The derivation of (6) who seemed to introduce who to
everybody and its semantic analysis are shown in Fig. 5.
The raising verb in (6) adjoins to the VP node. This
means that its label 1g will become the value of thetop P
feature[6] of the VP node, which is below the MAX S fea-
ture [4] for non-wh-quantifiers (see the constraint [4] > [6]
in the semantics of introduce in Fig. 5). The scope trees
of the wh-quantifiers adjoin both to the S' node, i.e,
their scopes are limited by the MAX s value[5] of the root.
And, because of the wp features, both wh-quantifierstake
scope over the proposition |, containing [7], equated in
turn with the non-wh MAXs value [4] ([7l= [4] by T/B uni-
fication in s of introduce). Consequently, we obtain the
following scope orders: the two wh-quantifiers have both
scope over seem and everybody, but the scope order of
the raising verb and the non-wh-quantifier is unspecified.

3.4 Long-distance wh-dependencies

In long-distance wh-dependencies as (19) one also wants
to obtain an interpretation where the wh-quantifier takes
scope over al verbs in the sentence while providing
the argument of the most embedded verb. Such exam-
ples have always been claimed to be problematic for
derivation tree based LTAG semantics approaches (see
(Kalmeyer and Romero, 2004) and the literature cited
there).

(19) Who does Paul think John said Bill liked?
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Figure 6: Derivation of (19)

The syntactic analysis of (19) (see (Kroch, 1987)) is
shown in Fig. 6, and the combination of like, say and
think in the semanticsis shown in Fig. 7. Each of the at-
titude verbs takes the bottom MAX s proposition of the S
node asitsargument and it givesalarger proposition with
anew (higher) bottom maxs value. In the end, the high-
est of these MAX s valuesis unified with the top MAXS of
the Snode (i.e., with [7]). Therefore, al attitude verbs are
embedded under thetop MAX s value of the S node of like
which isin the scope of any wh-quantifier added to like.
In this way the correct scope analyses for wh-quantifiers
in long-distance dependencies are obtained. The initial
NP tree of such a quantifier is of course as before sub-
stituted for the corresponding argument position in like
which leads to the correct predicate argument dependen-
cies.

3.5 Comparison with other approachesto the scope
of wh-phrases

The Karttunen-style semantic tradition ((Lahiri, 1991),
(Chierchia, 1993), among many others), within the Mon-
tagovian Formal Semantics framework, draws the dis-
tinction between wh-scope and non-wh-scope by basing
the semantics on the derived tree and using different se-
mantic types for the relevant nodes. The S node has the
propositional type <s,t>, and the semantics of non-wh-
quantificational elements operates on functions of that
type. The S' node (or, more specifically, the C' node) has
the type <s,<<st>,t>>> corresponding to functions
from situationsto sets of propositions, and wh-quantifiers
must combine with functions of such type. This derives
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the effect that all wh-quantifiers must scope over al the
non-wh-quantifiers.

A comparable approach using semantic featuresis de-
veloped in (Ginzburg and Sag, 2000), who make an on-
tological distinction between states-of-affairs (SOAS) and
propositions. A verb introducesa SOA, whichistheorig-
inal building block from which later one builds proposi-
tions, questions, outcomes and facts. The idea is that a
non-wh-quantifier has a SOA as its nuclear scope, and a
wh-phrase has a proposition asits nuclear scope. Hence,
wh-phrases necessarily have wider scope than non-wh-
quantifiersin their clause.

The present approach providesan account of the scopal
properties of wh- and non-wh-quantifiers within a 'flat’
semantics framework in the style of MRS (Copestake et
al., 1999) without invoking finer ontological distinctions.
The semantic contribution of each elementary and aux-
iliary tree is a set of formulae (type t, the extensional
version of propositions). Such aflat approach simplifies
the design of algorithmsfor semantic computation as ex-
plained in (Copestake et a., 1999). Since the semantic
material that will end up in the nuclear scope of a wh-
and non-wh-quantifier is invariably introduced as a for-
mula, no type distinction can be made to which the sco-

pal propertiesof wh- and non-wh-quantifierscould rel ate.
Furthermore, no ontological distinction between state-of -
affairs and propositions is used to make scope follow
from selectional properties. Instead, the present account
proposes to define appropriate scope windows using the
features MAXS, P and wp and feature unification.®

4 Embedded interrogatives

We have seen that the elementary tree for verbsincludes
formulae with situation arguments, e.g. I; : laugh({, 1)
inFig. 3and; : introduce([d, 2], 3], [40)) in Fig. 5. When
no operator bindsthat variable, it defaultsto the utterance
situation s, aswe saw for 2]in laughin (16), section 3.1.
Otherwise, the situation variable must be bound by some
operator, using feature unification: e.g., is bound by
the Vs'-quantifiction introduced by seemsin Fig. 5 ([40] =
s' by adjunction of seemsto VP).

Inthe case of g3 : Ap.p([0]) A[8]in an interrogative verb
tree, we also have a situation variable[o] that, if unbound,
will default to sg, as noted for (18). Theissueis how this
situation variable becomes bound when the interrogative
clause is embedded under, e.g., know. Notethat, in thefi-
nal semanticsfor John knowswho called in (12), repeated
as (20) below, the semantic contribution of the embed-
ded interrogative has to be used twice, once evaluated for
the doxastic situation s’ and once for the utterance situa-
tion sg. But, if we take g3 : Ap.p([]) A [8]in any of the
derivations above and we ssimply perform feature unifica-
tion to the extent that [o] = s', ¢3 will invariably amount
to A\p.p(s') A5l al thetimesit is used. The question is,
thus, how to achieve the effect that [0] is replaced by s’ in
one occurrence of the formulaand by sq in another.

(20) Aso.Vs, € Dox;(s0)Vp<st>
[3z[person(z, s') A p(s") Ap = As.call(z, s)]
< Jz[person(z, so) Ap(so) Ap = As.call(z, s)]]

_”/,/»“”[ I ]
NP} S
NP VP >
Tons S+ NP VP
L likes NP

Figure 8: Derivation of (4)

Our analysis of (4) John knows who likes everybody is
given in Fig. 8 and Fig. 9. To obtain the desired effect,
we propose that the semantics of the verb tree for know
includes a As” that will bind [o] in both occurrences of

SA third approach treats wh-phrases, along with indefinites,
as open formulae whose variable is bound by an unselective
binder (Berman, 1991). As we treat indefinites as contributing
their own quantificational force, we do the same for wh-phrases.
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q3. Thisis achieved by adding the situation feature s [0]
at the S' position of interrogative like, which will unify
with the feature s s” at the foot of know. As a result,
within g of know we have the newly created expression
As" Ap.p(s") AlB), arising from As” .[22] and from [22] = ¢3
by adjunction of knowtothe S' of like. Then, I3 includes
the new A-expression twice: onceit appliesit to the dox-
astic sitation s, and once it combinesit with the situation
index [21]. Index [21] (and [17] below) is left unbound and
will thus default to the situation sy of the whole propo-
sition. Finaly, by substitution of John, is identified
with z. The result of the computationis givenin (21).°

john(z), l; : like(z, y, s)
Iy :p=2XAsl1 g3 : Ap.p(s”) A5,
ly : some(z, (8], [10]), I5 : person(z, so),
l : every(y,[14],[15]), I7 : person(y,[18])
(21) | s : every(s,s € Doxz(so),
Vp'[(As" .g3)(s)(p")
< (Xs".g3)(s0) (")),
11,B1> 15,81 > 14,81 > 15,[10] > 1,

>
@[>l > 17,081 > 4

5 Conclusion

In sum, we have proposed an account for the seman-
tics of wh-questionsin LTAG that captures the different

81N the case of direct questions @, we can assume that their
truth-conditional content amounts to the proposition expressed
by | want to know @Q. For weaker degrees of exhaustivity of
direct and embedded questions compatible with the present ap-
proach, see (Beck and Rullmann, 1999) and (van Rooy, 2003).

scope properties of wh- and non-wh-quantifiers and that
derives the adequate semantics for embedded interroga-
tive clauses.
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