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Abstract

Vision based technology such as motion detectios lbag been limited to the domain of powerful
processor intensive systems such as desktop PCspauihlist hardware solutions. With the advent of
much faster mobile phone processors and memoryethopa of feature rich software and hardware is
being deployed onto the mobile platform, most nigtaimto high powered devices called smart phones.
Interaction interfaces such as touchscreens almwniproved usability but obscure the phone’s stree
Since the majority of smart phones are equippell wémeras, it has become feasible to combine their
powerful processors, large memory capacity andct#mera to support new ways of interacting with the
phone which do not obscure the screen. Howeves,ribt clear whether or not these processor intensi
visual interactions can in fact be run at an aa@ptspeed on current mobile handsets or whetbgntfil

offer the user a better experience than the cumember pad and direction keys present on the majufr
mobile phones. A vision based finger interactiochteque is proposed which uses the back of device
camera to track the user’s finger. This allowsuker to interact with the mobile phone with mouaseul
movements, gestures and steering based interact®dnsimple colour thresholding algorithm was
implemented in Java, Python and C++. Various bemcksnand tests conducted on a Nokia N95 smart
phone revealed that on current hardware and withesti programming environments only native C++
yields results plausible for real time interactigaskey requirement for vision based interactiofitss also
shown that different lighting levels and backgrowmyironments affects the accuracy of the systeth wi
background and finger contrast playing a large.rBleally a user study was conducted to ascertan t
overall user’s satisfaction between keypad intéwastand the finger interaction techniques conclgdhat

the new finger interaction technique is well suitedsteering based interactions and in time, maeige

movements. Simple navigation is better suited ¢éodinectional keypad.
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CHAPTER 1 — INTRODUCTION

Chapter 1 introduction

The current way of interacting with mobile phongglosely linked to the limitations of the currdwetypad
layout (Wisniewski, et al., 2005). The major factoniting the use of more precise, desktop-style
interactions has always been the small physical@ihandsets and digital buttons on the keypadatgile
phones (Forman & Zahorjan, 1994). This thesis ilbpose a new finger-tracking based interaction
technique which will involve using the available Itmedia technologies integrated in the mobile pkhon
unit, namely the camera. The camera will act asrtpet for back-of-device touchscreen style intdoans.

An implementation of this camera based interacsiggstem using a finger as the main interaction éoal
usability and user satisfaction are the final de=iables of this study. The implementation allowes dker to
interact with applications and games using theigdrs, creating a more rich and versatile intesacti

experience for certain types of interaction.
1.1. Introduction

Mobile phones have become a standard form of corwation and mobile computing in much of the
world. Current penetration worldwide is over 50%hnit estimated to rise to over 70% in 2010 (Hanlon
2008). In addition mobile phone hardware is indrgasn computing power at a rapid pace (Koprowski,
2007). Unfortunately the mobile handset hasn’t geanmuch from the traditional landline phone th#git s
primarily has a numerical keypad and some diredteys. Camera based mobile phones see a penetration
in the eighteen to thirty age bracket of over 96#@bally (Wirefly, 2008). As the hardware and featr
deployed on mobile phones improves, so too mustirtte¥faces which govern them (Kerr, Foster &
Thinyane, 2008). This improvement in technologipaver has not been accompanied by related changes
to the traditional 12 button interface. Some tedbgies such as trackballs, accelerometers and

touchscreens have been introduced, but are linotacsmall subset of mobile phones (JBenchmark900

Adapting the standard desktop mouse and keybogel aftinteraction to a mobile device often enceust
problems specifically in relation to the miniatwsze of mobile device input interfaces and scraea s
(Paelke, Reimann & Stichling, 2004). Adapting thealague sticks on gamepads (found primarily on
gaming consoles such as the Playstation and Xbmxheé mobile phone suffers from the same size
problems. Improvements are being made in increa$iagesolution on screens but the physical sizes o
these screens are constrained by the size of thdewtevice. Harper (2003) notes that increasimgsize

of the handset in order to deploy improved inteoactechniques could make mobile handsets burdeasom

~1~



CHAPTER 1 — INTRODUCTION

Another problem arises when the lack of standatidizais taken into account. Input methods, keypad
layout and pointing devices all differ from one matacturer to the next meaning a user is eitherksivith

one manufacturer or in the worst case has to learew interaction technique when moving to a neyety

of phone (Paelke, et al., 2004). Pointing deviaesnobile devices are also of a low resolution (juwel
accuracy) when compared to the accuracy which eaobtained on the larger touchscreens, with a laser
mouse and high resolution screen or with the angagicks available on major console gamepads asich
Playstation 2 and 3 and Xbox 360. To address sditieese problems related to mobile phone interaciio

computer vision approach is proposed.

The small size of mobile phones means that theeotimajor interaction technique to interact witarthis

the indirect key based input pad. The majority abite phones are equipped with the 12 key numerical
keypad and directional keypad (plus other phoratedl keys). Phones such as the LG K360 featuré a fu
gwerty keyboard as well as touch screen for nuraknmput and dialing. The Nokia 7380 features alscr
wheel interface similar to the Apple iPod. The usgeracts with the phone by scrolling in a cirecula
motion either clockwise or anti clockwise. Thissignilar to the original Blackberry phones which had
scroll wheels similar to those found on desktopeniBlackberry phones have always featured a qwerty
keyboard and a track wheel or ball. These havengive Blackberry series pseudo mouse based intamact
technigques. However these mouse based input tadsigre limited to the Blackberry range of phones
with the majority of phones using the simple nurarkeypad input method. Some new phones such as
the Samsung Omnia are adopting these types ohautien techniques but they are still limited tonaa#

subset of handsets.

The need to keep handsets small but increase ubkability has led to appropriately sized touchstsee
being deployed on some handsets, most notably gmeAPhoneand Nokia products such as thN81
(Lattimore, 2007) However, the main concern with these interfacebas the user obscures the phone’s
screen with their fingers (Jenabi & Reiterer, 2008)is is a major problem when dealing with devices
which are limited to a small screen size. As Watf®93, pp 14) points out: “Gestures are [...] tura

and intuitive form of both interaction and commuation” and hence should not impede on the very
interaction they wish to enhance. Thus it is plalesthat the convenience of mobile phones should be
coupled with the convenience of gesture controintbease ease of use and the scope of applications.
Various issues prevail with mobile interfaces aht tis apparent in the multiple and ever changing
interfaces which users are presented with. As Zekwi@999, pp 25) states: “Gesture control has high
potential to act as an input unit for predictakddyduse in computer systems with spatial useriates”.
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This need for more usable gestural and vision bastuifaces has led to several recent studies that
investigate appropriate vision based interactiahneues using the mobile phone platform (Bucolo &
Billinghurst, 2007; Bhandari & Lim, 2008; Jenabi Reiterer, 2008; Wang & Canny, 2006). However
further studies are needed in this area espegraliglation to finger based interactions. Findingadance
between speed and accuracy with the hardware bieait® mobile phones is of utmost importance fer th

user’s experience to improve in analogue basedsictiens (interactions which allow variable input).

As noted touchscreens provide a solution but thi meoblem with this style of interaction is ocdlus
which is exhibited when the user’s finger blockscimwf the content on mobile device screen. Hence
moving the touchscreen to the back of the handseddwegate this problem (Baudisch & Chu, 2009).
Unfortunately touchscreens have not been widelyloyed on the back of mobile handsets with only
prototypes showing the promise of this type of riatéon (Baudisch & Chu, 2009). A back-of-device
computer vision system would alleviate the problefmocclusion as well as the restrictions imposed on
applications by the current keypad and pointingriiaices. The viability of this method of controgin
mobile applications, as well as the benefits anskiibe problems are explored and an implementation
test this new technique of interacting with the mihas created. Certain difficulties encounteredhwit
current keypad interfaces such as lack of analaguét techniques could be alleviated by a usendtig
finger-tracking interface. This would allow a breadcope of applications and games to be deploged o

mobile phones.
1.2. Problem Statement

This study aims to investigate the viability ofiaion based interaction technique using the carsiéuated
on the back of the mobile handset. The techniquignack the position of the user’s finger to irdget with

basic phone functions and applications. This cabrbken into four sub-problems:

1. Determine the current state of computer vision othldesktop and mobile phone systems in
relation to deploying the finger interaction teajue. This was conducted in order to determine the
most suitable approach to deploy a mobile computgon algorithm which is capable of finger

tracking.

2. Design and implement an algorithm which will prawigkal time tracking via the camera on current
mobile phone hardware and software API's in ordedtétermine which software interfaces provide

support for computer vision.
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3. Once a suitable platform has been determined lit@ihecessary to test the robustness of the finger
interaction technique under different lighting caiiwhs and background complexities in order to

determine the most usable operational environment.

4. Investigate usability and user satisfaction with fimger interaction technique as compared to the

standard mobile keypad
1.3. Scope of Research

A back of device camera enabled phone was reqtrethis study. As mobile hardware differs greatly
between manufacturers, a specific platform wasireduo allow a prototype to be developed. In thissis

the Symbian OS version 60 (S60) was chosen dus hegh market penetration (Symbian, 2008). The N95
mobile phone was chosen because of its fast haedwdre N95 runs Symbian S60 with feature pack 1
installed. This thesis is therefore limited in sedp the S60 platform, although some software fates
can be deployed on all systems, such as Java. \§§ibrs four major software APIs, these are: Java,
Python S60, native C++ and Flash Lite. Flash Ldaesdnot provide any interface to the camera stiaaan

so will not be considered in this thesis. Many &/pé interactions could be implemented with theyén
interaction technique, however this thesis willdfs®n simple positional input and not interactisnsh as

text entry.
1.4. Research Methodology

Initially a literature study was conducted to explthe state of the art in mobile hardware andnsott,
motion detection systems and multimodal interfaecdated to finger interactions. These were crilycal
analyzed to determine the best way in which to @n@nt and deploy the system on a mobile phone. The
advantages and disadvantages of each motion aeteatid optical flow algorithm were analyzed and a
thresholding algorithm was chosen due to its ghititprovide real time interactions with no pre gssing
(such as applying filters to a frame to find thges) as this increases the time it takes to gigdldack to

the user.

The findings of the literature study led to the gmsal of a suitable thresholding algorithm. Onds th
algorithm was created it was deployed to three mamogiing APIs (Python, C++ and Java) and
benchmarked to see which would provide the mosalsiai platform to deploy real time finger interacts

on.
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A feasibility study was undertaken to identify thecuracy of the algorithm in various environmemtd at
various light levels. These tests resulted in teniification of the best environment in which #ystem

achieves the highest accuracy rating.

Having created a finger interaction system anceteis speed and accuracy, a user study was ddsigne
test user satisfaction and various quantitativesmess. Three applications were created, drawinghen
literature study for the interaction style they sldouse. They were a target acquisition applicatmtest
mouse based interactions, a steering game tonekigue steering interactions and a directionaluges
application to test gestural input. These applicetiwere then used in the user study which coliiebtgh
guantitative and qualitative data in the form ofktdimes and error counts (during the study) aret us

guestionnaires (after the study).
1.5. Summary of Findings

In the speed benchmarks C++ was found to be thg ARI capable of real time feedback. Bright
fluorescent light and normal levels of sunlight evéound to be the best lighting conditions with [sienor
textured backgrounds giving the highest accuraoyescin the accuracy tests. The user study explored
mouse based interactions that would for instanceidssl in moving around a webpage in a browser or
selecting an icon with a mouse. Steering basedracsuch as those that would be used in a racimg ga
and directional gestures such as those that walgsbd to scroll through a menu or picture gallgnyas
found through statistical tests that mouse styterattions presented very little difference betwésn
finger interaction technique and the keypad. Tleergtg based interactions achieved the best timds a
lowest error rates for the finger interaction tagae. Users also preferred this technique ovek#ypad.

The finger interaction technique performed pooriythe directional gestures tasks and the keypad was
ranked to be better by the users. Although facsoich as users prior experience with the keypad dvoul
have played a part in the better scores and consnitergceived. It was concluded then that steebiaged

interactions were well suited to the finger inté¢i@c technique.
1.6. Thesis Organisation

This thesis is structured into several chaptense flrst chapter is intended as an introductiotheowork,
presenting background information and the problenbé solved. Chapter 2 presents the body of work
relevant to this study. This chapter includes mudtlal interfaces, computer vision technologiesjcapt
flow and motion detection algorithms, advances obite technology and software interfaces available
mobile phones
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Chapter 3 introduces a solution to the current tegblhone interaction problem by using the camera to

track the user’s finger. The algorithm is introddcexplained and explored.

Chapter 4 explores the different API's availablebite devices, specifically on the Symbian operating
system. A finger tracking algorithm is then implertesl in these APIs. They are then benchmarked stgain

each other in order to ascertain the relationsktg/éen deployability and speed.

Chapter 5 introduces, tests and explores the aogwfathe algorithm presented in Chapter 4. Astligi
conditions can affect the accuracy of any visiosdoainteraction technique, various conditions were
identified and tested with the algorithm and praotderelating to the light level and type of backgrdware
identified.

Chapter 6 formulates the results of a user studglwivas conducted to ascertain the overall effectess
of the visual interaction system. Both quantitatwel qualitative discussions are put forward arith liee

positive and negative feedback is explored andwuarstatistics presented.

Chapter 7 provides a high level discussion of ttablems addressed by the finger interaction tealaiq
and possible areas of deployment.

Chapter 8 concludes this document and provideghhgito areas for future work.
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Chapter 2 Related Work

This chapter looks at the various fields relateccomputer vision and mobile device technologies. An
initial overview is given of the section followed lan overview of multimodal interfaces and inpuitisT
will show the advantage of multimodal interfaces &ow they can be applied in the mobile environment
This discussion is followed by an examination ofreat trends within desktop computer vision teches)
and technologies, followed by an inspection of rebievice computer vision technologies. An
explanation of various algorithms is presented riteo to identify ways to deploy the finger interant
techniqgue to mobile phones. Finally the availabéedivare and software interfaces are examined to

ascertain the best way in which to deploy the negefr interaction technique.
2.1. Introduction

There is a trend towards new and innovative inbegaon mobile phones. This means that there igya la
requirement for supportive underlying hardware (Ket al., 2008). Faster processors allow faster image
processing which in turn allows a myriad of othgstems (such as motion detection) to be developed o
the mobile platform. This increase in mobile tedbgy has led to various successful studies in igld bf

motion detection and gesture control.

A recent study (Bucolo & Billinghurst, 2007) usa&snobile phone’s camera to control a handheld maze
game. The phone is tilted to mimic the way in whachall maze game is played. The camera interfirets
angle at which the phone is being held at baseatamtrasting objects below the camera. There are
however, very few games which use associated setsajovern the user’s interaction with them. Their
study is one of the few which is beginning to loak associated sensors (sensors like cameras and
accelerometers) which can be exploited on mobilenph. Various authors such as Wisniewskial.
(Wisniewski, et al., 2005) and articles such as daski (2007) mention the need to better use the
technology that is supported by current mobile @son

One of the major requirements for gesture contnal @sion based interactions especially when waykin
with the small screen of a mobile phone is thaprefventing screen occlusion. Screen occlusion geter
the user blocking the screen with their fingersisTik particularly easy to do with the small sifetlze
mobile phone’s screefrortunately the majority of mobile phones havertisameras situated on the back

of the unit. This is perfect for single handed ge=t as the gestures will not obscure the screen.
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The following section explores in more detail tteious multimodal interfaces which have been degaloy

on mobile devices in order to identify the advaetag finger interaction system would provide.
2.2. Multimodal Interfaces

Multimodal interfaces process two or more combinedr inputs, such as; gestures, speech, touch, head
movements, key presses and so forth, in a coomtinatanner with system output (Oviatt, 2002). The
advantage of multimodal systems can best be descal the fact that: “multimodal interface design i
inspired largely by the goal of supporting morensq@arent, flexible, efficient and powerfully expre
means of human-computer interaction” (Oviatt, 2G§)212). The ability to mimic the way in which pé®p
act and transfer data between each other everylelys to an intuitive interface. When people
communicate with each other they make use of spegdiures, facial expressions and body language in
order to convey the information in the most infotivea way. While many of these types of inputs apé n
well suited to a mobile device it is important tote the power of being able to interact with arlilgent
system using more than one type of input. Hauptnmemes that there is a large increase in efficiemogn
users use multimodal based input (speech and gs}twhen compared with unimodal input (Hauptmann,
1989).

The standard keypad and direction keys presertti@mgjority of mobile phones do not implement agalo
style interactions very well. This is because digkeypad buttons need to be pressed multiple timésr
instance scroll a page or steer a car in a gamecéda way in which one can classify a new inteoacti
technique in relation to previous classificationdalities is important. To this end various taxonesnand

classifications are presented and their relatidiedinger tracking technique discussed.

2.2.1. TYCOON
Martin (1998) presents a classification of modaditcalled TYCOON (TYpes and goals of COOperatioN).
TYCOON is a theoretical framework for studying nmbdality. The overall types of interaction andithe

goals can be summarized in Figure 2.1.
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GOALS

translatiol

recognitiot

fast interactio

interpretatiol

learnability

transfe | equivalenc | specialisatio | redundanc | complementarit TYPES

Figure 2.1: TYCOON classifies types of interactioralong the bottom with the goals along the left sidéMartin, 1998)

In Figure 2.1 the bottom row shows types of coopameof modalities. The first column shows goals fo
improving human-computer interactions. As an exanpe first column shows that transfer between two

or more types of modalities may be used to imptoameslation, recognition and interaction speed.

Translation is a goal which refers to the transtanf information. For instance if two or more mbiies
cooperate by transfer a picture could be translayeohe modality and passed to another for speetgub

In this way a picture has been translated into gpe&he recognition goal refers to the ability bét
multimodal system to recognize input. For instame®ise click detection may be transferred to a $peec
modality in order to ease the recognition of preabte words (Martin, 1998). If the fast interactigoal is
satisfied then the multimodal system is faster thsing just one of the modalities. Interpretatiefers to
the user’s ability to understand the output froeoenputer. Learnability is the ease with which ar s

learn the system.

In the following sections each type of cooperatpesented in the above figure is explained ang it i
shown where the finger interaction technique fit® ithe classification of modalities. This will @l the

identification of goals which will be satisfied liye finger interaction technique.

2.2.1.1. Transfer

When more than one modality interacts by transfporion of information generated by one modalgy i
used by another. For instance a user will requéstmation with one modality and receive an ansiver
another. This helps in the goal of translation.n&far can also be used to improve recognitiorbiyeusing

speech to help select an object with the mousensiea can also help with fast interaction. One nlibda

~0~
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can be edited by the user using another type ofafitgdFor instance editing a spoken sentence Wiéh
keyboard. Transfer allows parallelism of processmgwo modalities which allows for faster human-

computer interaction

2.2.1.2. Equivalence

When several modalities cooperate by equivalenameans that each of the modalities is capable of
processing the information as an alternative bieeitof them (equivalence can also be thought of as
alternative). For instance the user can specifgrantand either by speech of using a mouse. Simiiarly
this study a user may use the keypad or the vist@laction technique to complete a task. Equivaden
results in improved recognition. Equivalence albowes adaption to the user by customisation allaytime
user to change the modality to the one they pr&fguivalence also allows faster interaction asuger can
use the modality they are fastest with and areconostrained to a single form of modality which nreot

be suited to the task, such as the mobile phongakkfor steering based tasks.

2.2.1.3. Specialisation

Modalities cooperating by specialisation assigniasermodalities to certain information which is alys
processed by that modality. Specialisation can tiepuser to interpret events produced by the coenas
each modality can add semantic information and Hedpuser’s interpretation process. Specialisatim
also improve recognition. Certain tasks which aretéd to certain modalities can specialize moréheir
task as the search space is smaller and hence, fieestelting in faster processing (which leads ¢ttdy

recognition and faster interaction).

2.2.1.4. Redundancy

If modalities cooperate by redundancy the sameanmdtion is processed by all the modalities. Fomepla
a user typing quit and uttering quit will negate theed for a confirmation box thus resulting intdas
interaction. Redundancy also allows for a higharrability in allowing the user to use two modabktiat
the same time to reinforce the action.

2.2.15. Complementarity

Complementarity of modalities means that variousn&s of information are processed by each modality
but must then be merged. Complementarity can enfsier interaction as the two interactions are
processed at the same time. Improved interpretagoalso a goal which can be accomplished by
complementarily. This can for example be accomplisivhen a graphical output is presented for advhnce
users but is accompanied by a textual output ferceausers.
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2.2.1.6. Relation to Finger Interaction Technique

The proposed finger interaction technique coopsréteough equivalence. This is because the finger
interaction technique is proposed as an alternativéhe keypad. The goals attained by this type of
interaction are better recognition and faster axt#on. The user would be able to use the keypathiks
which are well suited to it and then switch to firgger interaction technique when analogue input is

required.

2.2.2.Multimodal Gesture-Based Interfaces

In a study conducted by Pirhonet al. (2002) on gestures used on mobile devices, it f@asd that
gestures could be used to increase a user’'s pefmen(in this case, using the touch screen on a)PDA
when interacting with the device. This was attréalito the user not needing to focus on the scréele w
using the keypad. The user can simply gesture deagv a line from left to right) to interact withe device

and not have to concentrate on using a keypad.

Baudisch and Chu (2009) present a study into usiagphack of small devices as touch input. Theyestat
that current touch input on small screens suffemnfthe occlusion problem (‘fat fingers problenm)that

a large portion of the screen is blocked by the’si$mgers (Figure 2.2 b). Moving the source opum to

the back of the device frees up the screen foravisutput (Figure 2.2 d). This is also true of thebile
phone and instead of waiting for touch enabled fdeadevice inputs to emerge, the camera can be used
instead and visual interactions developed to takeamstage of the newly available hardware. As stated
using the back of the device does not occludedhees. This also allows more accuracy as the @sesee

exactly where their finger is in relation to thgesits they are trying to interact with.

0000
O
O

(@) (b) (€) (d)

Figure 2.2: Different ways of pointing input are slown. (a),Using the d-pad ,(b)using a touchscreen dhe same device (c) using a

touchscreen on a larger device and (d) using the ble-of-devicc touch input (Baudisch & Chu, 2009).
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Back-of-device touchscreens have not yet been sixiey deployed on mobile devices especially mobile
phones. Cameras are widely deployed on mobile ghaned hence provide an alternative for back-of-

device interactions without the need for new hamdwa

Lin, Goldman, Price, Sears and Jacko (2007) predemtstudy on nomadic data entry which is datayentr
while moving.Kjeldskov and Stage (2004how techniques for evaluating mobile usability aadhment
on the nature of the mobile phone environment. Batidies note the difficulty of using a portablevide

in a mobile environment (lack of stable surfacesual attention being required elsewhere) but it is
important to note a major advantage of the desighis study. The user is using a gesture basetifaue

in a fluid environment i.e. the mobile device does require a stable surface (even if one is abvkg)aas
the user holds the device over their hand and aclsnit with gesture based input (similar to finger
interactions). Linet al. also note that performance on a mobile deviceiggsifecantly reduced when
walking through a complicated environment (e.g. dosav street). In relation to this observation it is
important to note that the amount of concentratemuired (especially in a mobile game) inhibits tiser’s
ability to concentrate on outside stimuli. It istever, very unlikely that a user will engage in aoynplex

actions with their environment when playing a hjgbbmplex game or application.

The concept of a multimodal interfaces should béhatfore when designing a new interface for comple
interactions such as gaming. Gaming is one of tbetnmteractively intensive processes both to dcgev
and user, a highly flexible and usable interfacestntoe created in order to create a seamless enwéan

for interaction. It is with this in mind that diffent types of gestures are explored in order ttebet

understand the background of gesture control arggfiinteractions.

2.2.3.Gestures Relating to Finger Interactions

While gesture recognition is not a new form of infar intelligent systems, it is still in very eprstages of
deployment on a large scale (Sharma et al., 199@&n@&ari & Lim, 2008). At their most basic level,
gestures should be easy to understand by the odetha computer for them to be successfully used an
interpreted by both (Long, et al., 1999). Varioufedent types of gestures exist and are used loplpe
every day. It is however, currently not possibleda intelligent system to identify and understgedtures
as people do. It is important to be able to clgsié various types of gestures which exist, McNegvy

and Pedelty (1992) classifies different types dtgees as follows:

» Iconic: Gestures which depict real objects and Wwhice normally closely linked to the semantic

content of speech
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» Metaphoric: Similar to iconic gestures but refegrto abstract ideas
» Deictic: Gestures which involve pointing to someonsomething, whether real or imaginary.
» Beat: Binary gestures with only two phases(lefbtjglown/up)

These four types of gestures can be linked to $peecthat they try to mimic meaning obtained from
spoken interaction between two or more people. Ehike closest and best way in which gesturesbean
used when interacting with a device and commumigatitent. The other types of gestures are thosehwh
refer to and manipulate objects (Ergotic hand mams). These gestures are out of the scope oftilnty
and will no longer be discussed. Sturman (1992%sdi@s hand gestures as the full use of all the
capabilities of the hand for computer-mediatedgagkich involve both position and shape of the hasd
Mulder (1996) points out many applications can tgczed for their choice of hand gestures buélikost
unresearched interfaces these choices seemedtpenairal to the developer. It is with this inndithat
this study aims to justify the choice of gesturedjsi.e. single finger interaction. The initial ate of
gesture can be said to fall within the categornpeat based gestures. It is however different i tina
gesture is designating more meaning than simptylefight as acceleration can also be taken iotmant.
Mulder (1996) lays out seven distinct features Whinust be taken into account when designing soéwar

for gesture recognition. These are:

» Tracking Needs: The exact needs of the applicagimh as the amount of accuracy required when

measuring gestures.

* Occlusion: Fingers are relatively small and easkps$e within the background. The placement and

orientation of sensors should take this into actoun

» Size of Fingers: As stated previously fingers &tatively small and hence sensors should be small

in turn and pick up a large amount of detail.

» Context Detection: The level of abstraction at whimovement data should be interpreted i.e.

speech/communication related or object related.

* Gesture Segmentation: When a gesture starts arsd €ne maximum and minimum corresponding

values based on digit or limb orientation mustdentified.
» Feature Description: The features of the gesturietwdtistinguish it from others.

» Gesture Identification: The underlying meaning e$tyires which need to be interpreted.
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These features are useful in classifying the tygegestures which should be used to interact vhin t
mobile device (or any other device). The chosetugesype for this study involves simple use of ithaex
finger pointing away from the user. The user mothesr finger and/or wrist in a sideways motion for
steering based interactions and in all four dimifor mouse based interaction (e.g. first pestmoters).
The need for gesture recognition is also simplifiisdthe fact that a single finger is capable of l&ss
articulation than an entire hand. If one sets batdeven features discussed above, in relatidmetéiriger

interaction technique it would be as follows:

» Tracking Needs: The application requires fairly taate and fast variable based input on the

horizontal plane.

* Occlusion: Phone sensors are assumed to be omtheadb the unit and hence the screen is not

obscured.
» Size of Fingers: Fingers are held close to the camed hence negate their small size.

» Context detection: Detection should occur whenifadinger is detected pointing upwards in front

of the camera.

» Gesture Segmentation: Possible calibration rangesld be instantiated. Otherwise the edges of

the screen can be set as the maximum values.

» Feature Description: As stated the hand is oriedtd&cing away from the user with the index

finger or thumb pointing upwards in relation to ttenera (which is held above the finger).

» Gesture Identification: Gestures are interpretesedaon the application which is running i.e. a
racing game will treat the finger as a steering@lhwhereas a page turning utility will turn a page

when the finger passes a predefined maximum v#leat the gestures as beat gestures).

Reimann and Paelke (2006) note four important requents when creating a gesture based interface for
mobile device. The first requirement states thatititerface should be a fast and light weight sgysténich
would be best suited to the mobile environment.o8dly a system should include robust recognition as
many mobile devices do not have high resolutionera but this should not prevent gestures fromgoein
identified. Gestures should also be definable leyapplication and be easily identifiable by theteys It
is also important to note (especially in the molkiterironment) that users will not use gesturebefytare

embarrassing to use in public, i.e. require noaordet movements of limbs, head and body.
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2.3. Computer Vision Based Technologies

This section presents and explores various fieldhimvcomputer vision based technologies which can
either be ported to or already run on mobile phoR@ese main areas will be discussed, the first bfck
reviews the various desktop and PDA vision baseldntelogies. Secondly, a brief review of the advance
in mobile device technology is presented. Thirdilgage manipulation is explored, which deals with th
editing of pictures at the pixel level on mobilevaes which is important as it relates to the wayvhich
camera data is interpreted by the mobile phonertRgyua section on motion detection is presentéditiv
explores the use of the camera on the mobile ddweideplement computer vision. Finally, the use of
mobile devices as mobile interfaces for other dewvis explored, specifically when the camera isluee

achieve this.

2.3.1.Desktop and PDA Technologies

Vision based interactions (including gesture cdhthmve been implemented in various forms on the
desktop platform, Bretzner, Laptev and Lindebe@D@) explores hand gesture recognition. A multiesca
colour algorithm is used to detect blob and ridegtidres on a user’s hand. Sections of colour aensd

for in the frame and these are collected and pestkalong with the orientation, position and scdléthe
hand in order to recognize the gesture being pmedrin front of the camera. Martin, Devin and Creywvl
(1998) presents active hand tracking at five frapes second. In order to detect skin the algorithm
removes the luminance component of colours andtesea 2D histogram of the pixels from a region
detected as containing skin. Freeman, Tanaka, @miaKyuma (1996) discusses computer vision for
interactive computer graphics. It is noted that patar vision algorithms must be fast, robust anétmu
have the ability to be deployed on inexpensive gmgent. To track large objects such as hands oefting
held close to the camera two frames were subtrdobea each other to highlight the changes which had
occurred in the latest frame. However this motiasddl method requires the background to be stayionar
and hence is not suited to the portable naturehefrobile environment. Letessier & Bérard (2004)
describes visual tracking of bare fingers for iatdive surfaces, they note that using fingers alowore
direct interaction with digital objects. They uséheesholding algorithm which then searches forghape

of the finger, which it identifies as a long red&n Tablet PC based gestures also show the paltefti
deploying gestures on the mobile platform (Micros@005), albeit the much smaller one of mobile
phones. Because the desktop environment offersnttet powerful hardware it is naturally the starting
point for most new hardware intensive research.cegrision based principles formed on the desktop

system have been ported over to mobile devicesasia Arribas, Macia and Monasteria (2000) porrof
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image manipulation system to a mobile de. Whilst the core computingrinciples (Processor, Memory
etc.) stay the same between desktop and mobilece, the environment is different and hence

requirements for vision based interactions di

Various other motion detection systems have begaldpedon desktop syster. It is however prudent to
note that many of these implementations use the base assumptions and underlying workings as if
were deployed on mobile devices. For insti Bretzneret al. (2002) manually segment Inds from the
background using 2Distograms in order to identify skin colour in t&a to background coloul Martin
et al(1998) showthe need to combine various types of computer nigoorder to create a robust
reliable computer vision system for real world uBestzneret al. note in theirhand gesture recognition
system that if certain postures of hand are already known, then the shape of saidigsstan be easi
identified and tracked in a complex environmentthy intelligent syster As this study proposes mc
analogue interactions instead of gesture recognif@re will not be a reposiy of known gestures to
compare the camera frame against. However it wilasumed that the user’s hand will be held wig
finger pointing to the top of the phone parallelthe camera lens. This assumption means that i

section of skin deteatis the tip of the fingel

PDA's have long been the closest mobile devicdéodesktop platform and are equipped with thetst
to use stylus based gesture con(Pirhonen, et al., 2002; Lin, et al., 2007; Kjeldg & Stage, 2004). The
standard mabe phone with limited multimedia capabilities wasmbined withthe more multimedia rich
PDA. The resultanPDA hybridswere equipped with cameras (Figure. B)3and have seen significant
growth in their hardware capabilities. Today theAPB being riplaced by the smart phone (Figul.3 c)
which combines therpcessing power of PDAs with additio multimedia capabilities (i.edigital camera

style capabilities) of higlend mobile phone

\“’\;)’/

Figure. 2.3 Showing the combination of (a) mobile devices arpersonal digital assistants (PDA) called (b) XDA’sAn amalgamation of
all of these technologies is shown in (c) where thothe task driven PDA and multimedia rich mobile ptone are combined into ne
smart unit.
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XDA'’s brought the processing power and large sciaggplications from PDA’s to mobile phones. Smart
phones have coupled the advantages of XDA’s witth bhoe high end multimedia functions, GPS and

internet connectivity.

The following section explores image manipulatianmobile phones. This is important for camera based
work on mobile phones as information from the camerdecoded into image data such as red, greea, bl
(RGB) values which contain values for each of tire¢ colour components making a colour.

2.3.2.Image Manipulation

Various image manipulation libraries and utilitresse been developed over the past few years ambare
being deployed to mobile devices. These includénelogies such aSearch by Camera! ER Search
(Research on Asia Group, 2006) which uses imagegreéton to compare images taken with mobile
cameras and allow the user to obtain informatiothersubject of the photograph. A user takes agaf

a product (such as a wine label) and sends theenma@ server which compares the image with pre-
installed data and sends the user information efpitoduct. Wilhelm, Takhteyev, Van House and Davis
(2004) use a guessing algorithm (using a reposibdrgnnotations) to help with photo annotation on a
mobile device which allows for intelligent tags aimgut to be generated. These examples aim toward a
more flexible mobile environment for the user. Thexibility is coupled with the ability to interadn a
much more unique fashion based on the hardwarehwicurrently deployed on mainstream devices now
or in the near future. For example, the Nokia N9figh quality camera optics will allow a high quli

picture to be modified using the Nokia Computeridfidlibrary (discussed in following section).

2.3.3.Motion Detection

Smart phones are deployed with the newest andsfaséedware available to mobile phones. Most ngtabl
accelerometers are now being deployed and smarteghsuch as the Nokia N95 and Apiéonenow
come equipped with this technology. Currently aexmheters are being used to orient the display
according to the way in which the device is beietfihbut there are examples of accelerometers hsied

for other purposes, such as in mobile games (Wiske et al., 2005).

Accelerometers are still limited to a fairly smaithe of the mobile phone market. Hence the pdggibf
deploying these interaction techniques to a broadtrof phones using camera based interactions is
important. Accelerometers and touchscreens mdynstilbe available to most phones but cameradtaee.
with this in mind that various algorithms and cambased interaction techniques on mobile phones are
presented in the hopes of identifying parts whiohld be used in the finger interaction system.
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Beier, Stichling and Kleinjohann (2008ye an edge detection algorithm. In their solug@nobjects are
extracted from the mobile camera feed using edgectien, using the Sobel Filter (a discrete
differentiation operator, computing an approximatmf the gradient of the image intensity functiseg
Figure 2.4). These 2D objects are then matched kmitlwn silhouettes of 3D objects. The authors use a
approach first introduced by Dhome, Richetin, Lapreand Rives (1989) which computes the relative
orientation of the camera to the object using petermination. As this is deployed on mobile devittee
problem of computing the camera’s orientation rm@ified into lower dimensional sub problems. These
are: Reduce the number of edges, assume limitee&reaorientation, classification of edges and using
invariant relations. Similar objects are comparetionly using edge detection but also texture magppf
areas of interest. Beiet al. (2003)conclude that their technique works on mobile deviand provides a
reasonable (6-10 FPS) rate of marker-less andnvisésed Augmented Reality tracking. This systeanis

example of marker-less tracking.

Marker-less tracking is tracking without the useao$pecial marker such as that seen in FigureNbb.
using a marker requires other objects to be trackdétle camera view. These could be edges or abject
This is more difficult as the system may not haeerbexposed to such objects and so problems with
accuracy can occur. Using a marker also knownfekiaial marker can lead to higher accuracy lewels
does require the use of the stationary marker @aira of reference, this reduces the places in wkhe

system can be used. This also requires a smap) sete to place the marker.

Figure 2.4: The original image is seen on the lefLhe same image which has had the Sobel Filter apgdl is displayed on the right,

highlighting edges and aiding in edge detection.

This is not always ideal because of the naturdnefrhobile environment a user may be on the move and

not have the time to setup a marker to interadt Wieir device.
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Figure 2.5: A marker based tracking system using anarker as a reference point for the camera

Winkler, Rangaswamy and Zhou (2005) identify therdalls of small form factor devices in relatiom t
user interface design. They implement a cameradbasi-motion interface based on fiducial markers
using the ARToolkit (Kato & Billinghurst, 1999) wth allows the device to orient itself in 3D space.
Winkler et al. (2005) implemented a racing game which uses thermd markers to steer the vehicle
within the game (Figure 2.5). They ran their apgdien on a pocket PC with a 416 MHz processor and
showed promising results in both performance aret msceptance. Rohs implements a similar marker-

based system for mobile devices in (Rohs 2007).

Haro, Mori, Koichiet al. (2005) present new ways of interacting with molpl®nes using the camera.
Their motion detection algorithm is deployed on 8ymbian OS and uses edge detection using the Sobel
Filter (Figure 2.5). Har@t al. found that edges and corners are too computalyoegpensive to identify
and hence corner-like features are identified aacked. What Haro, Mori, Koiclgt al’'s(2005) algorithm
allows is mouse like interactions using the mobiéxice. Examples include moving around a Quake Il
map using the camera as the mouse input, browsineggh grids of pictures and playing 2D games with
the camera acting as the directional keys. Furthéensions by the authors can be seen in virtual
environment interactions on mobile phones (CaparoHSetlur & Wilkinson, 2006) and adaptive viewing

on camera phones in (Haro, et al., 2005).
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Figure. 2.6. Kick-up-menus are operated with the mioile devices camera and the users foot acting againter.

A recent study by Bucolo and Billinghurst (200781t mobile phone’s camera to control a handheistma
game. The phone is tilted to mimic the way in whicball needs to be rolled in order to steer itiatha
maze. The camera interprets the angle by whiciplio@e is being held based on contrasting objedtsvbe
the camera. This is a computationally complex #&gtiwhich is implemented without the use of

accelerometers.

A mobile system calle@inymotionwhich is a product of a study done recently by @&nCanny (2006)
shows the potential of the mobile camera platfofiimymotionutilizes the mobile camera to calculate
various accelerometer-esque movements based omtvement of the phone. The camera data is
calculated into various scrolling type commandstloe phone. These commands allow the user to scroll
through menus, text and play various games. ThteByis also capable of recognizing various gestune
their user study positive feedback was gathereatingl to using the mobile camera as an analog input

device.

2.3.4. Taxonomy of Input Devices

Having established the coordination of modalitiesrelation to TYCOON in the previous section, this
section presents a taxonomy of input devices basdte graphics based subtasks they can perforiey,Fo
van Dam, Feiner and Hughes (1990) and Foley, Walbiaxe Chan (1996) structure these subtasks as:

» Position: place an object in one or more dimensions
* Orient: move an object in one or more dimensions

» Select: Select an object

» Path: e.g. draw a line

* Quantify: specify a value
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* Text Entry: enter text

Each of these tasks specifies the basic functibas & form of graphical interaction requires. This
important taxonomy has been used and reused iougaKGomputer vision research projects to classify
various forms of input computer vision techniguebgther in its original form or tweaked to fit tbger
changing platforms computer vision interfaces agedp deployed on. Orient and Quantify will not be
explored in this study as the two dimensional reatfrthe finger interaction technique is not welited to

it. Text entry has been explored using the camermobile phones. An example of thistii§Text (Wang,

et al., 2006) which uses the orientation of the ea@rand key presses to enter text. However texy ent

out of the scope of this study.

Reimann and Paelke (2006) discuss various typassiafe-out vision (The camera is manipulated iacgp
and uses the video stream to control an applicatiased interaction techniques. Reimann and Paelke
change Folegt al’'s (1996)taxonomy (Discussed in Section 2.3.4) to includetwe control and lay it out

as follows:

» Selection: Selection from a set of options. Whengigside-out vision the camera can be used as
the selection tool where the object is selectedibwing it with the camera. Another example by
Reimann and Paelke can be seen in (Paelke, &084) where kick-up-menus are used to select
items (Figure 2.6).

» Position and Movement: The ability of a mobile @evto locate itself in relation to six degrees of
freedom (up/down, left/right, forward/backward, ygutch and roll) or less. Examples include the
SiemensMozziesgame on the SX1 smart phone (Reimann & Paelke§)2dhe Mozzies game
overlays sprites (2D graphics) on a background ideal’by the mobile phone’s camera and uses
motion detection to point the crosshair at the ‘kleg’(Figure 2.7 b).

* Quantification: Quantification of values as inpwargmeters. E.g. using the camera as a mouse
input for the mobile device. This task also inclsid@igmented reality such as AR-Soccer (Figure
2.7 a) seen in (Geiger, Kleinjohann, Bernd & Stintpl 2001)

e Gesture: Gesture based interactions with mobilécdey
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() (b)

Figure. 2.7. (a) AR-soccer (Kick Real) is operatedith the user’s foot as in the real game of socceBpeed and direction are calculated
when the user moves their foot to kick the virtuaball. (b): Mozzies game on the Siemens SX1 smart @he The user must move the
phone and point the crosshair at the ‘Mozzies’ cliking on them to shoot them.

The following section explores mobile interfacesl dneir relation to computer vision on mobile phene
These interfaces use the camera as the form of iomontrol other devices. Various useful techesjaan

be drawn from this body of work in relation to diag a finger tracking system.

2.3.5.Mobile Interfaces

Mobile interfaces refer to the use of mobile desiaghich act as wireless interfaces or information
gatherers for more cumbersome static devices ergers and large public interfaces. These devithere
are not equipped an interface or they are not wser friendly. Sharp (2004) details the use of heobi
phones as portable interfaces for other deviceg fBthnology uses visual tags (similar to fidicual
markers) which are read by the camera and integrey the mobile device. The phone connects to the
device using Bluetooth if additional interfacing rsquired. The visual tag (developed by High Energy
Magic) is read in at 15 FPS and highlighted on dlegice’s screen using a crosshair. This is a good
example of a multimodal interface (the camera asta mouse which is coupled with the phone’s batton
to act as mouse buttons) and displays one of tlyeflteire uses of mobile devices acting as mobile
interfaces. A further example by Roétsal. can be seen in (Rohs, Gfeller and Friedemann,)2086re a
similar camera based recognition system was creatéch analyzes visual codes with the camera which

then identifies and processes the underlying meedhigitally in a similar way to barcodes.

Ballagas, Rohs and Sheridan (2005) implement tWierdnt types of interaction techniques for large

public displays using the camera of a mobile phdrtee first technique called sweep uses optical flow
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algorithms to calculate the motion of the mobilepé and control a cursor on the public display, iImuc
like a mouse. A high latency (200ms) was experiérnme the authors but as they point out the trend of
increasing hardware speeds should negate thi®indar future (The phone used in this study waslkaN
6600). Also of interest is that the system usesitbbile phone’s joystick to help the optical floygarithm

by initiating the direction in which the user wishtae cursor to move. The user then sweeps theepdraoh
the cursor is updated via the mobile phones mqteth. Because this system is made for public dyspla

and not the mobile screen there is no problem agtiusion.

Jenabi & Reiterer (2008) detail a system for cdhiwg large public displays using camera basedéing
interactions on a mobile phone. This system (caletderaction) employs various finger gestures to
manipulate output on a larger display (Figure 2F)ger gestures are used because of the screencabs
problem (screen moves out of view when the phortittésl to a certain degree) which occurs whengisin
accelerometer style gestures. These gestures eaiysically moving and tilting the camera whickm ca
lead to the screen not being fully visible at afids. For instance if the user tilts the mobile haway
from themselves then the screen will move out ekwiand the user cannot see it. The finger gestures

proposed are:
* Moving finger left, right, up and down for cursoowements
* Tapping the lens of the phone for clicking actions
» Dwelling on an item to initiate a dragging operatio

* Moving the finger closer or further away from thetera for zooming operations

() (b)

Figure 2.8: (a)An example of the proposed method afiteraction employed byFinteraction using one hand as the method of input. (b)

shows a closer view of the interaction technique
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Ludwig and Reimann define the use of virtual olgewithin real scenes (Figure 2.9 c¢) as augmentdye
(Ludwig & Reimann, 2005). The union of digital ameal world information provides the user with
important information when it is needed in bothl@ter free and unique way. Further uses of augetent
reality can include simulating planned objects byesimposing them where they would be built in il

world (Figure 2.9 b) and superimposing navigatiataeth on a scene (Figure 2.9 a).

AL ¥ | L ! | = I | |
100 110
I

i

(@) (b) (©)

Figure 2.9: (a & b) Augmented reality allows virtud objects to be placed on top of real picture feeds create a seamless environment
for both simulation and completing real world objedives.(c) Virtual objects complement the real pictee.(c) In this case information

about the sculpture is presented to the user on tirephone’s screen.

Augmented reality systems are beginning to show a&odvwhere the virtual and real world can be merged

in order to create a more diverse and easier temgeonment.

The following section presents a set of motion c&te algorithms which would be capable of runnamgy
mobile hardware is presented in the hopes of ify@mgj parts which could be used in a finger intéi@ac
system.

2.4. Algorithms

This section details the major computer vision atgms in relation to deploying the finger interact

technique on mobile phones.

2.4.1.Motion Detection
Drab and Artner (2005) discuss various types ofionotletection algorithms when introducing motion
detection on mobile devices. Motion detection atpans identify motion within a series of images,

normally from a video stream. These algorithmsudet

» Block Matching: This algorithm divides an imageamarious equal sized blocks which are then
used to identify the closest matching block tofamence frame i.e. where the block has moved
to in the next frame.
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» Edge Detection and Tracking: Edges are extracted &n image using either an Edge Detection
matrix (Srihari, 1988), or the Hough Transformati(@hen & Castan, 1992). The detected
images can then be monitored between frames andmaétected. A further example can be
seen in (Beier, et al., 2003).

* Analysis of Scene Components: Objects are idedtifiean image and the following frames are
searched for said object and motion is calculakexdi€r, et al., 1994).

» Projection Shift Analysis: Frames are convertedgteyscale and horizontal and vertical
projection buffers are created for the luminandees of each row of pixels. Hence a change in
motion will be reflected by the luminance bufferanging.

Drab and Artner (2005) offer evidence that theioj€etion Shift Analysis Algorithm is much fasterath
the other algorithms and hence is much betterdéiethe mobile platform.

2.4.2.Thresholding

Thresholding algorithms such as the one used in@Kitplus (Wagner & Schmalstieg, 2007) work with
colours received from the camera. A threshold findd and a reference colour is used to compark eac
coloured pixel received from the camera. If coldiatsoutside the threshold they are discardethely fall
within the threshold then they have been detecyetthid algorithm. Thresholding algorithms are welted

to the mobile environment as they require no pregssing and work directly on the stream receivethfr

the camera.

2.4.3.0Optical Flow

The decisive paper on optical flow was publishedast 30 years ago by Horn and Schunck (1981). This
paper sparked a large amount of research intouthjec of optical flow, such as how to benchmarkazp
flow (McCane, Novins, Crannitch & Galvin, 2001) whi evaluates the performance of eight different
optical flow algorithms. As shown in figure 2.1Ctbptical flow field is the field generated by thghere
which is turning from right to left.

Mitran defines optical flow problems as recoverihg 2D flow from the intensity fields which are fioed
on the retina of a viewing device (Mitran, 1999hid problem can be seen as the inverse problem of
estimating motion in an image sequence (withoutaaking object) (Streeter, 2001). Barron, Fleet and
Beauchemin(1994) define the problem as: “computing the approximationthe 2D motion field — a
projection of the 3D velocities of surface pointdathe imaging surface — from spatiotemporal paste
(Barron, et al., 1994). Solving this problem is tuge of motion detection and various algorithmisteto
do this.
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Figure 2.10: Optical Flow Field

There are numerous factors that can negativegctithe calculation of an accurate optical flowghsas:
complex textured surfaces, camera noise, specigatights (spotlight reflections on objects), charig
lighting and transparency (McCane, et al., 2001).

The act of motion detection involves the projectafnthe 3D environment onto the retina of a viewing
device such as a camera. This process is complaadgenffs must be made between accuracy and speed
when trying to calculate 2D trajectories from 3asp and hence object motions (De Micheli, Torre &
Uras, 1993). It is important to note that this gtwdll not suffer from the majority of problems winh the
realm of the optical flow problem. This is becatle gestures which the user uses scale well to two-
dimensional space (particularly in the steeringngpla). However, the hand is still a 3D object aedde
must be processed from the 2D image produced bydheera from said 3D space. This in itself is no

trivial matter but scales well to the 2D environmen

2.4.4.Types of algorithms

Barronet al. (1994) compare nine optical flow algorithms basedtheir ability to deal with density and
accuracy. This is improved upon by Liu, Hong, Hemm&amus and Chellappa (1998) by comparing
various other optical flow algorithms. It should beted that there are many optical flow algorithansl
they all trade off different aspects of motion estiion. Some provide good frame rates at high
computational cost whereas others are fast butdessrate. Three algorithms were identified whiobld

be modified to use in this study.

The variation of the Camus algorithm used in Th&iBIGV library estimates optical flow from a seriafs
bitmaps (NokiaResearchCenter, 2006) of low resmhytithis, as discussed in the previous section is
because there is a direct relationship betweenensae and processing time. For a device like ailmob
phone which does not have the same processing msv@rdesktop it is very important that a goodetrad

off between accuracy and speed is attained.
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Phase Correlation is used to measure the relateveslative movements between two images. The
algorithm works using a window function which cesia ‘view’ in the image and reduces edge effects.
The movement between the two images is calculagedyuhe Discrete Fourier Transformation (De Castro
& Morandi, 1987).

The Horn-Schunck Method uses a global smoothnesstreant to minimize the aperture problem (Horn, et
al., 1981). The aperture problem exists when logpkiha moving image through a constrained viewpoint
such as a small circular aperture. In essence riblglgm manifests itself as the inability to identthe
direction of movement correctly without viewing reasf the picture. The Horn-Schnuck method boags th
advantage of generating a large amount of moti@tove, whereas the main disadvantage is that & doe

deal very well with high noise levels.

The following section details the state of the iartnobile hardware technology. This is intendedaas
examination of the feasibility of deploying a corgruvision solution for the finger interaction tedtue

onto a mobile phone.
2.5. Advances in Mobile Technology

The previous section discussed the various algostivhich have been used for or ported to mobilenpho
computer vision solutions. This section examinegtivar current mobile phones have the technology to
practically run the finger interaction technique.

Mobile phones have increased in core technologykaadched into various specialized functions in the
past few years. Early mobile phones simply hadabiity to place calls and send short text messages
(Guan, 2003). Displays were simple dot matrix stse@nd these devices had slow processors andaonly
few kilobytes of memory (Figure 2.11 a). Screenpldig quality of mobile phones has progressively
increased both in their colour depth and screem @tigure 2.11 b), as has the memory capacity.edurr
phones have processors which reach speeds of 434#8BlzARM 11 in the Nokia N97) with Windows
Mobile Standard/Professional Devices (small PCsesaiwhich sport mobile phone type functions)
having reached the 1GHz mark (GSMArena, 2009 b)amadequipped high resolution screens (Figure 3 c)
which allow high quality camera applications to dygerated such as image manipulation applications
(Guan, 2003). There are now also gigabytes of spaedable to modern smart phones and up to 256
megabytes of RAM. These advancements allow visased technologies to be developed and deployed on
mobile devices which previously were not powerfabegh or lacked embedded vision based technologies
to support these interactions.
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A trend towards new and innovative mobile interfaceeans that there is a large requirement for
supportive underlying hardware (fast processors fasil camera APIs) (Kerr, et al., 2008). Faster
processors allow faster image processing (reqdoedracking with the camera) which in turn alloas
myriad of other systems (such as motion detectiome developed for the mobile platform. Howevbke t
tools with which these new systems are to be deplogust be able to access the new found capabitifie
the underlying hardware. These advancements allsvornv based technologies to be developed and
deployed on mobile devices which previously werepmwerful enough.
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Figure. 2.11. An example of the progression of intface type and screen size in (a) Series 30 (84xA®)) Series 40 (128x160) and (c)
Series 60 (175x208) Nokia mobile phones. (d) Seri#%(240x320) latest Nokia smart phones like N96

2.6. Software Interfaces

This section turns away from hardware and focusethe various platforms and software developments
which are being deployed on current mobile devi€rse of the most exciting for the fields mentiorned
the previous section is the Nokia Computer Visidorary for C++.

2.6.1.NokiaCV

The Nokia Computer Vision Library is a library cted by Nokia to facilitate the lack of support for
camera and image manipulation in the Symbian Sé0etS60) SDK (NokiaResearchCenter, 2006). The
computer vision library provides key operationsptocess camera input, whether it is in video oficsta
image form. This library provides a convenient testl to develop camera based interactions which wil
work on Nokia phones, it is however limited to tNekia phone line-up and hence is limited in its
deployability.

The library provides various classes for manipaotatmages at the pixel level which include both hreatd
matrix representations. The main class of inteieshe optical flow class which can be used to aete
motion in a scene. Direct access to the pixel strisaalso useful as some APIs such as Java andrPgth

not provide this support. The move down to the Ipiager of image manipulation is very importantias
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allows for any type of operations to occur on ingged videos, which in turn leads to more flexipiand
control over the image data. The speed of modeartgshones allows these manipulations to take pface

the mobile environment, which because of procegsavger was not previously possible.

2.6.2.Java MIDP and the MMAPI

One of the major disadvantages of the NokiaC\ahpiis that the source code is not available tqotitdic

and only works on Nokia phones. The Java platfoowdver, only requires the JVM to run and hence can
run on any phone which has the it installed. Tlais led to Java being widely accepted on mobilecgsvi

as a development platform.

The latest version of the Mobile Information DeviBeofile (MIDP 2) introduces user interface and
security enhancements, multimedia support, and &R Green Blue) image data manipulation (Guan,
2003). These enhancements allow developers toyedsploy interfaces, games and multimedia based
applications to mobile devices. The MIDP runs om @onnected Limited Device Configuration (CLDC)
which contains the virtual machine which the apglmns run on. Various optional API's can be runam

of the MIDP platform, such as the Mobile Media ARIMAPI).

The MMAPI enables MiDlets (deployed Java applmas) to play and record audio and video data
(Knudsen, 2008). This can be coupled with the M ability to manipulate images at the pixel leartd
apply transformations to work with a series of iafor motion detection and gesture control. Thia far
step from the initial Java deployments on mobileicks which supported very limited multimedia
interactions and were really only suited to 2D gamaed basic applications. Java now supports 3D game
as well as various API's which allow a developerdeploy multiple multimodal based applications to

mobile devices.

2.6.3.Microsoft .NET Compact Framework

The .NET Compact Framework (CF) was released ir8 20@ has become the leading platform for Pocket
PCs and PDA hybrids, running Windows Compact Editi@vindows CE) such as the HTC and
Smartphone (Wolfe, 2003). The CF is not very genand this can be seen by the fact that the lareguag
runtime is embedded on devices in a memory foatt @m a ROM chip. As with the NokiaCV library the
applications created with the Compact FrameworKiarged and in this case will only deploy to deséc
which run Windows CE. The current release of thengact framework does not support pixel
manipulation (Yakhnin, 2003). The next release led Compact Framework (version 3) will include
features which will better allow for motion detestiand more usable interaction techniques, such as

gesture control and pixel manipulation which areacatered for in the current release.
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2.6.4.Python S60

Python is a well established scripting languagehenPC and Mac. It has recently been ported t&o@
platform by Nokia adding various features spedifiche mobile environment (camera, contacts, simple
telephony etc.) (Nokia, 2009). To run Python a rfephone must have the Python runtime installethen
system and scripts can simply be run from inside tiintime on any S60 device. However it is intehde
for fairly simple tasks providing the ease and latkcomplexity of Python to the mobile developer.
Chapter 4 - shows that a wrapper from the Nokia@vaty to python allows for much more complex

interactions to be performed, albeit at a slowe&epa
2.7. Summary

This chapter has shown all of the recent developsnam mobile devices which are related to visioseloa
gesture interaction. The current strides in theedythg technology allow research into new human-
computer interaction techniques, without additionpfrades in hardware to take place. Various dptica
flow and motion detection solutions were explored analyzed in order to glean the necessary pehctic
knowledge required for a finger interaction syst&reating multimodal interfaces with the use oftges
control would open many new possibilities for mekalpplications. By carefully analyzing the progi@ss

of mobile device software (supported by the progjms in underlying hardware) it can be better
understood how to formulate a visual interactiochteque which can take advantage of the widespread

deployment of cameras on mobile devices.
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Chapter 3 -Algorithm Overview

Chapter 2 presented relevant work to visual intevas on mobile phones. As shown in Chapter 2 tiere
a problem with pointing and steering style intei@td on mobile phones, because the current keypzddst
standard on most mobile phones was not designeahfibidoes not work well with these tasks (Forman &
Zahorjan, 1994). Because of the limitations of nephone hardware a careful balance between agcurac
and speed must be established if a visual interadgchnique is going to work practically. Hence th
amount of additional processing tasks must be te@ptminimum; additionally the time taken to drdwve t
results to the screen must also be suitably timebw speed (FPS) or low accuracy will result in an
unsatisfactory interaction experience for propenteracting with applications. This chapter preseat
thresholding algorithm which is used in this studytrack fingers using the camera. The chapteratosit

an overview of the algorithm, followed by an ex@#ton of each subsection (Camera, Input, Calibmatio

Tracking and Output), concluding with ways in whitban be tested and deployed.
3.1. Introduction

In Section 2.3 numerous computer vision projectsways of capturing motion and tracking objectsewver
presented. Throughout each study different intemactools were used. This study uses a thresholding
algorithm as seen in (Wagner & Schmalstieg, 20@3)vall as pixel skipping and a search square (Song,
Yu & Winkler, 2009).Tinymotion(Wang & Canny, 2006) for instance accomplishesyratelerometer-
esque movements with the use of the back-of-deaogera. These projects illustrated that compustowi

interaction techniques could be feasibly and pcadlyi can be deployed on mobile phones.

Bare fingers were chosen as opposed to a stylusofi&n, et al., 2002) or point of light as see(Mitran,
1999)because this presents the most natural meatracing. Numerous other researchers have also
chosen to use bare fingers (Hannuksela, HuttunangiSand Heikkilda, 2006; Letessier & Bérard, 2004,
Song, et al., 2009). Although supporting more radtinteractions, bare finger techniques suffer friba
following disadvantages compared to other toolgluSts provide better accuracy because they arenmuc
thinner than fingers and hence the tip is easidetect when compared to the much wider tip ohgdi. A
light increases accuracy because it is very easletect as it stands out against the backgrounandie
sure the algorithm is able to detect the fingamitst first be calibrated to the users finger caldthis
would not be required with a coloured stylus ohtigs the system would know the colour to detect

beforehand. Figure 3.1 shows the proposed fingerdation technique which is similar to that progob by
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Jenabi and Reiterer (200&ee Section 2.3.5The finger is positioned in front of the camezad (Figure
3.1 a). The user can then see their finger on ihefinder and use it to for instance move a poiateund
the screen (Figure 3.1 b).

@ (b)

Figure 3.1: Part a on the left shows the single haied interaction technique from the side. (b) showthe technique from the top
After careful consideration, a thresholding aldantwas chosen because of its simplicity and prdof o
concept in ARToolkitplus (Wagner & Schmalstieg, 2POand (Wagner & Schmalstieg, 2007).
Thresholding algorithms work with grayscale imatgesegment pixels which fall above a certain tho&gh
(background pixels) from those which fall withiretthreshold (object pixels) (Shapiro & Stockmar)20
Figure 3.2 shows this segmentation with foregropixels drawn in black and background pixels drawn i
white. This helps distinguish certain objects iscane from one another, in this case the treedgéand
building are much easier to detect in 3.2 (b) timaB.2 (a).

(@) (b)

Figure 3.2: (a) shows the original image (b) shovtke same figure with a threshold applied, highlighihg foreground(object) and

background pixels.
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Thresholding can also be used on colour imageseBigdating a separate threshold for each of the RGB
sections of an image, referred to as multibandstioleling. Pham and Schwog¢kR007) note that this
reflects the way in which the camera sees colounbtithe way in which humans do. Hence they prepos
using the CMYK (Cyan, Magenta, Yellow and Key/Blaatolour model (used in printing) for image
processing. For the purposes of this study usiegthinesholds on the RGB colours received from the

camera is adequate as it alleviates the need taldguixels to grayscale or CMYK.

To further decrease the load on the mobile phoaslware and increase the deployability, two

augmentations were made to increase performaneseldre:
» Pixel skipping and
» Search square

Both of these techniques were used to reduce tloisinof pixels which had to be scanned within each
frame received from the camera. Pixel skipping slager pixels within a frame. So instead of scagnin
every single pixel one could for instance scanysgecond or fourth pixel effectively halving or qtging

the amount of computations required in the scamfodme.

Figure 3.3: The search square is drawn around tharfger. The next scan will only take place within tfs square (Song, et al., 2009)

The search square as seen in Sengl. (2009) places a square around the last detectatioposf the
finger (see Figure 3.3). At reasonable frames peorsd (more than 6 FPS (Beier, et al., 2003)) ithgef
should not move a significant distance by the tthreenext frame has been acquired and is being sdann
by the algorithm. Hence only the small square adaive last known position need be scanned for &ve n
position of the finger. This is discussed in moegadl in Section 3.3.5. The following section dktdhe

multiband thresholding algorithm used for the prgabfinger interaction technique.

~ 33 ~



CHAPTER 3 — ALGORITHM OVERVIEW

3.2. Proposal of Algorithm

A multiband thresholding algorithm is proposed asrsin (Wagner & Schmalstieg, 2007) who use their
ARtoolkitplus for mobile phones to perform markersbd tracking using a thresholding algorithm. The
multiband thresholding algorithm was chosen becausguires no pre processing and can work diyectl
on the video stream received from the cameraalhyjitthe user calibrates the algorithm to track ¢beour

of their finger by holding it in front of the canaewithin a designated area. Once the user’s fingkwur is
detected by the system tracking can commence. ihgcdhvolves looking at each red, green and blue
(RGB) pixel in the stream and compares each pattietolour to each part of the reference cologalR

time feedback is required for this interaction tage.

Pre-processing such as the Sobel Filter (discuss8éction 2.3.3) performs various actions on thage
before it is scanned for movement. These pre-psitgsmethods are used to aid in the accuracy
calculations of the main algorithm by for instanidentifying the edges in the image. Although the
overhead associated with this step causes a dedrepsrformance. On desktop platforms this ovethea
acceptable as there is so much surplus computingempoBecause real-time feedback to the user is
required, it was decided that pre-processing waulder performance too much on a mobile phone, denc

a real-time feedback algorithm was developed.
3.3. Overview of Algorithm

The entire process of tracking a finger can be éndhto five distinct parts. These are:

» Camera:Camera support is provided by getting a streamm fitte camera (this same stream is used

to draw the viewfinder picture)
* Input Images are acquired from the camera and converte@ bitmap stream.
» Calibration: The user’s finger colour is acquired for tracking
» Tracking The user’s finger is computed using a threshgldilyorithm.
» Output real-time output is presented to the user diyemtito the viewfinder screen.

An overview of the multiband thresholding algoritigpresented in listing 3.1:
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Initialize Canera Caner a
Initialize Viewfinder Screen

Get bitmap from camera | nput
If Calibration request Calibration

Acquire colour fromcalibration zone on viewfinder screen
For all pixels (width x height) ] Tracki ng
Extract pixel RGB val ues
If value within threshold of reference col our
And new pi xel position is not outside a given radius
I ncrease count er
Col our detected with | ow confidence

If counter = given nunber (e.g. 10 consecutive col ours)

That colour is detected with high confidence

And a pointer is drawn on the screen I:I Qut put

Listing 3.1: Pseudo code representing the multibahthresholding algorithm the bars along the right fiow the corresponding sub

sections of the algorithm.

Each part of the algorithm is discussed in moraitet the following sections. This includes keyctens

of the code which are important to the overall 8ol

3.3.1.Camera
The camera is setup through an interface and afiniéer screen is displayed to the user. This vieddr
screen is simply a representation of the streamgbegceived from the camera and hence it is easy to

modify this stream to achieve the required outputéal time interaction.

3.3.2.Input

Data from the camera is recorded and decoded ibibveap stream. This stream comprises of RGB pixel
data values which are not in positive Cartesiarrdioates (X, y coordinates format) but a singleastr of
pixels 320 x 240 (76800 pixels) long. Because gixek in a single stream and do not conform to abrm
coordinate systems used when drawing to the squeats directly above or below each other are 240

pixels apart which is important when trying to séanpixels close to each other vertically. In hartesian
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plane one pixel above (x, y) is (x,y+1) but witlsteeam the pixel above pixel z is the pixel numhbeahe

stream (z) + 240 (the width of the screen.).

3.3.3.Calibration

Calibration takes place when the user presses Kadudton on the keypad. Once this request is sent,
square in the centre of the viewfinder screen apgpddne user’s finger should be positioned instie t
square so that the average colour can be calculakeslis calculated by summing the red, greentaod
parts of the RGB colour and dividing each by theoam of pixels scanned within the calibration sguar
this returns the average colour present withinstiigare. Once this reference colour has been ctdduliae

square disappears and the reference colour isgpas#ee tracking section of the algorithm.

3.3.4.Tracking

Tracking is the core of the algorithm and is respole for finding the user’s finger and then keepirack

of it from one frame to the next. This involves mai@g the stream of pixels and comparing the cotur
the pixel to that of the reference colour. If acwolis detected which falls within the stipulatdtbwed
range a counter is increased. Once this count@hesaa certain value (threshold) the finger coisur
deemed to have been detected and output can coraniétie algorithm reaches the end of the streath a
no colours are deemed to be the finger, then 8te&kteown position of the finger is set as the posibf the
finger. The finger is always detected when the esdibrates the system as the colour being caédrét
obviously present. So if no finger colour is evetatted the pointer will stay in the centre of shesen. If
the system loses track of the finger colour but Hatected the finger in the previous frame, then th

position of the pointer in the previous frame Wi drawn on the current frame.

Each pixel in the stream is compared to the refer@olour. Table 3.1 shows the reference colourtand
possible stream colours which would be acquiredendtanning through a single frame. Stream coloer o
is received first and stream colour two seconduAsgeg that the stream is read in and stream caloarin
Table 3.1 is the first pixel in the stream then ¢benputation to ascertain if stream colour oneithiw the
reference colour threshold will be x - y > z wheres the red section of the reference colour, thesred
section of stream colour one and z is the threshalde. If x - y is greater than z then the coltalls
outside the threshold and is discarded. So if 2sh2&n using the values in table 3.1 results ir-58)
which is greater than 20 and so this colour willdiecarded. The next colour in the stream, strealouc

two is passed to the algorithm and the followingeseof comparisons are made:

* The red part of the RGB colour is compared:
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» 55469 is not greater than
» The algorithm compares the green sec
e 23 -29 s not greater than 20 so finally the blue mdompared, which results
e 19 -24 which is also not greater than 20 and so tHmucas tagged as a finger colc

Table 3.1: stream colour one andrsam colour two represent two possible colours Wil algorithm may receive. The red, green

blue components are shown below the actual visalalc. The reference colour is shown in the samemaafor compariso

Stream Colour Or Stream ColouTwo Reference Colol

Rec Greer Blue Rec Greer Blue | Rec Greer Blue

10 23 19 69 28 24 55 23 19

Figure 3.4illustrates the way in which the algorithm useschkb of continuous colour to identify tl
reference colour with a high confidence. This make® that the colour is a substantially sized lbi@c
this case 7 pixels or wider) of colour and not pspeck (one to six pixels) which the algorithm magkt
up as a false positive. In part (a) two sectiongedfare effectively split by a coloured pixel whis of a
high contrast to the other red pixels (in this casengle green pixel). If the amourf consecutive pixels
of similar colour is seven then the two sets oé¢hred pixels will be passed over in the algoritimtil a

section of red as seen in (b) is found. In thigdas final pixel in (b) will be the centre of theinter
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(b)

Figure 3.4: Two samples of seven continuous pixdl®m the stream. (a) Shows three pixels of red with a given threshold on either
side of a green pixel. A counter will reach threemthe third pixel but will be reset to zero when tle fourth pixel fails to fall within the
threshold. (b) Shows seven colours all falling with a given threshold. Once the counter reaches sevthe colour is detected with high

confidence.

As can be seen in Listing 3.2 the sizesofal | Conp dictates the accuracy of tracking the reference
colour. A higher value translates to lower accuriacthat colours received from the stream are nikedy

to return a false value as they fall outside of $pecified threshold. The core of the algorithnthisi f
statement. This statement’s conditional contaiesdabde which subtracts the current stream colam fr
the reference colour for each of the RGB componeértie number obtained from this operation is then

compared tenal | Conp to ascertain whether or not that colour is witlia threshold.

If all three components of the RGB value returret(are within the threshold) then the counter ¢seased
by 1 and a second comparison is made between dhister andconsTest . consTest specifies the
number of consecutive pixels required to result imgh confidence detection. This means that tbation

of the pixel in the stream is used by the output pkthe algorithm to draw the pointer.

If one of the colour components falls outside thieeshold (is greater thasmal | Conp) the conditional
will return false and the counter will be resetOtoThis means that 7 (the value assigneddosTest )

consecutive pixels must be found again in ordeafbigh confidence detection to take place.
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/1if greater than this then not close to col our

Assign smal |l conp = 20

Assi gn consTest = 7

CGet RGB pi xel data

Get | ast known position

Initiate search square with centre at |ast known finger position

If the current pixel is greater than small Conp then not the finger col our
Break and get the next pixel

If the current pixel is less than small Conp then the colour has been found with |ow
confidence, add 1 to the counter

if counter equals consTest
col our found with high confidence
Draw the pointer

ot herw se

Current section of pixels has been broken, reset the counter

Listing 3.2: Pseudocode depicting the initial assignent of colours followed by the core tracking algathm

3.3.5.Search Square

In order to maintain a high frame rate, a searamasg was implemented to decrease the amount of
operations required to scan for a fingkrsearch square is defined as a square with itse@ositioned at
the last known position of the pointer. The aldantwill first scan inside this square for the fing®lour
before scanning the whole strea®nce the user’s finger is detected it is unlikéiattit will move a
substantial distance in front of the camera in tihee it takes for the next frame to be scannedhey t
algorithm. With this in mind, a search square waplemented to reduce the amount of pixels scammed i
each frame and hence increase the performanceedystem. This method is the same as that used by
Song et al. (Song, et al., 2009) in a vision-b&@dinger interaction system for games. It is useceduce

the amount of processing required to locate theefirnn each frame. Figure 3.5 shows a 64 pixehsire
with a screen width of 8 pixels (the phone use$80@ pixel stream with a screen width of 240). The
colour being detected is red, the amount of cortgerpixels required before detection is set to aval

the finger has been detected at pixel 29 and agyaiinawn in yellow. The yellow border shows therent
block (top left at pixel 2 and bottom right at gi%&) in which the next scan will take place. Assa@s the

pointer at 29 was drawn the next frame would haenlrequested but instead of starting the scathéor
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finger at pixel 1, the scan would start at pixel fGhe colour is not found by pixel 56 then theas is
started from 1. Hence the four divorced pixels ed in the top left corner will not be detected gsle

nothing is detected within the scan block.

Figure 3.5: a 64 pixel stream showing a detectechfier at 29 and the yellow border showing the searcéguare for the next frame

This method of scanning reduces the total amoungixals scanned drastically, which in turn increase
performance. However if the user’s finger is notedeed within the block then the scan must stamnfr
pixel one adding additional computation. This isr@blesome situation and a high framerate will be

required to negate this possibility.

3.3.6.Output

In the output phase, the position of the pointelisplayed on the viewfinder screen where the sderger

is detected. This is a simple output algorithm Wwhicaws the pixels back to the backbuffer (theaegn
memory where the next frame is being stored, drgwinthis effectively draws to the next frame). As

stated in Section 3.3.1 the stream is modified fegf@ing displayed to the user.
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3.4. Summary

This chapter has presented an overview of the pixekholding algorithm used to track user’s firsgen a
mobile phone. The algorithm reads in a bitmap stré@m the camera and access the RGB values to
perform simple thresholding calculations. This aipn works within a lab setting but this must reyeed

and tested to work within real world situationsridas different programming environments are sufgabr

by the Symbian S60 operating system and providerdiit ways with which to access the camera and
generate feedback to the user. It is not clear timse programming environments will perform witle th
thresholding algorithm. To this end, the next chaptesents a series of experiments which impleaedt
test this algorithm in three of the most promingrgramming languages supported by the S60 platform
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Chapter 4 Performance Analysis

This chapter presents a series of benchmarks &thilee most prevalent programming languages on the
Symbian operating system (C++, Python and Javakié\@009) to see if they are capable of accessing
and using the hardware available on mobile phooeitensive vision interaction tasks (such as aroti
detection and image processing). In addition, &tienis also paid to the potential scale of dephboliy to

other mobile operating systems and hardware.
4.1. Introduction

The desktop environment has the most powerful harevand so it is naturally the starting point farstn
new hardware intensive research. Hence numeroivigsed principles formed on the desktop system
have been ported over to mobile devices (Arribagl.e 2000). Because of the processing limitations
mobile phones one approach is to offload the maitgssing to a server as seen in AR-PDA (Geiger, et
al., 2001). A client (mobile device) offloads thejority of the processing over a network to a staérver
with more processing power. The only work done bg tnobile phone is capturing the image and
rendering the output. Once computation on the sesveompleted the data is then sent back to thigileo
device. While this solves the major processing @geeblem it raises additional problems such astes

for a continuous broadband connection to the seiee other major problem is the latency which oscu
over a network which is not suitable for precisenpng tasks and interactions required for gamed an
applications. Hence this type of processing appraet not be explored as a solution which runstbe
device is required for widespread use. The follgrsection details the various benchmarks usedstdte

performance of the thresholding algorithm on threetprogramming APIs.

Regardless of the platform, benchmarking is usedlmv a comparison to be made across different
interaction techniques. Within the context of img@gecessing on the mobile phone platform, the Vaithgy
benchmarks have been used.

Kaxiras, Narlikar, Berenbaum and Hu (2001) condiliciestudy into mobile phone processing speed,
hardware and 3D graphics. In addition, Akenine-Koland Strom (2003) benchmarked the power
consumption and types of processors on mobile phofidiese studies show that mobile phone
environments are vastly different to desktop syste®s processing power is much less powerful than
desktop systems. Other factors such as powerfydhgrs and physics accelerators are not possible to

implement on mobile phones because of size andis®ats. Graphics accelerator chips are startirgp to
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deployed on mobile phones but are still orders agnitude slower than those found on desktop systems
Hence benchmarks on the mobile phone platform eugoitant to gauge the effectiveness of mobile
hardware and software. Akenine-Moller and StréonD@0stress the need for more advanced architectures

and hardware to better render graphics on mobibegh

Wagner and Schmalstieg (2007) perform various mmatk@sed tracking benchmarks using their
ARToolkitPlus for mobile phones. These benchmai&e ased a thresholding algorithm for tracking and

were conducted on various high-end mobile devioelsam the desktop platform.

Spmark released by Futuremark allows phones toebehmarked in the areas of 3D game performance,
2D game performance, image processing, battenahfe various tasks which are commonly used in Java
applications. (Futuremark, 2009). Similarly, JBemeink is a utility used to benchmark the Java ME
capabilities on mobile phones and includes bencksntor scalable vector graphics, CPU tests (which
include business math, chess, game physics, imagegsing, shortest route search, XML parsing, ZIP

compression), 2D graphics, 3D graphics and compgsitformance (JBenchmark, 2009).
4.2. Methodology

In this study a custom set of benchmarks were dedignd created to ascertain the speed with wiaich e

of the programming APIs could perform visual bas&sks. A custom benchmark was used because no
benchmark exist which will run on all three APlsdameasure the image manipulation based tasks that
need to be tested. Hence benchmarks were creassdndr on the currently available benchmarking
systems mentioned in the previous section. Allaldds outside of the different APIs were kept camist
with the various tasks that were completed to alkoworrelation to be made between speed, accuraty a
the API. All benchmarks were recorded using intetmaers with a resolution of 1 micro second. Résul
were then converted into seconds and frames pendedor the various comparative charts. The five
benchmarks tested the speed of acquiring the irffragethe camera, the speed with which the appbaati
could scan through the image, the latency anditiie tio track an object. The phone was also ‘waropgd

as initial frames received from the camera couke tap to three times longer than normal to acoasrét

has to be initiated for image capture. The bencksiased are laid out below:

» Frames Per Second (FPS)The time taken to retrieve a 320x240 bitmap framenfthe camera
and then save it, making it available for the motatetection algorithm as in (Schamalstieg &
Wagner, 2007).
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Latency: A video set to run at exactly 1 frame per second wawed in a cradle by the phone’s
camera. The phone was positioned in the cradléedens was 15cm away from the monitor. The
phone was parallel to the surface of the screenvaaslpointed at the centre of the screen. The
video is of a high contrast red dot on a white lgaskknd moving from one location to another on a
horizontal axis. The algorithm detects the dotteimitial position. The dot will move one frame
later on the horizontal axis to the right by 108ebs. This can be detected on the mobile phone by
counting the pixels moved from the left edge of sheeen by the dot. It is then possible to subtract
one second from the time obtained when the doktsatied in its second position to obtain the
latency as in (Sielhorst, et al., 2007) and (K&ninyane & Foster, 2009).

Full Scan: The time taken (in seconds) for a frame to beddaévery pixel scanned (320x240) and

an assignment of each pixel's RGB red, green ame Vdlues to the same variable. This is to test
both reading and writing of pixel data to memoriieTinput to the camera did not matter in this test
but it was placed face down to create a consistéatdick background. The test was then executed
using internal timers. Values were converted fromraseconds to seconds for comparison sake.

Similar to the image and memory processing tesi®anchmark (JBenchmark, 2009).

Pixel Skip 10, 30, 50This benchmark involves testing the APIs underghme conditions as full
scan except that the specified amount of pixelskimped by the algorithm, reducing the amount of
pixels scanned. This is a process used to redecevérhead when performing motion detection.
Every X" pixel is skipped and so less computational stepsiaeded to scan the entire image as in
(Schmalstieg & Wagner, 2007).

Time to Track: Time to track a red dot on a white backgroundaséd in the center of the
viewfinder. Red was chosen as a high contrast cdimuhe white background. The device was
cradled in front of the image on the screen (abénlatency benchmark). Every pixel was scanned
starting at the top left and moving down to thettrot right. The delta time (time taken to display
one frame measured in seconds) is subtracted fierfirtal time to give the raw time to track. This
benchmark is highly dependent on the system’staltdiread and write pixels from a bitmap stored

in memory as in (Schmalstieg & Wagner, 2007).

From the above benchmarks there are two other yahéch can be calculated:
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» Dropped Frames: Records the number of frames dropped due to latéraysed by the motion
detection algorithm) and is measured in framesspeond. This is calculated by multiplying the
latency by the FPS.

» Delta Time: The time to display one frame, calculated from FPS

For comparative reasons in Section 4.3 some vawpesconverted from seconds to FPS. FPS can be
calculated by 1 / delta time so the resultant F&Sbe calculated by 1 / (delta Time + benchmarle)iso

if the delta time is 0.05 seconds and the timedokt or full scan time is 0.05 seconds then FPSbhean
calculated as 1/ (0.05 + 0.05) = 10 FPS.

4.2.1.Platform
This section describes the platform on which theous benchmarks were conducted as well as prayidin

a brief introduction to the APIs used.

The benchmarking experiments were conducted otk N95 smart phone. The N95 has a Dual ARM
11 332Mhz processor including a 3D Graphics HW Aeregor and 64MB RAM. The N95 is equipped
with a built in 5 Mega Pixel camera which uses al Caiss autofocus lens, which is considered a high
qguality camera for a mobile phone (GSMArena, 20p6Tae phone was updated to the latest version of
Symbian OS supported (i.e. S60 4rd Edition FeaRaek 1). The N95 provided a platform which was
ranked as the fastest phone in the JBenchmark impegeessing tests and fastest in terms of overall
processing power at the time of the study (JBenckn2809).

4.2.2.APls

The three languages tested were C++, Python for @®@0Java 2 Micro Edition. These are the three
primary languages available on the Symbian Se®e®$ (along with Flash Lite 3.0 which did not sugipo
access to the camera at the time of the study) i@N@&009). Each language was tested using the same
multiband thresholding algorithm discussed in S&c8.2. This algorithm was used to obtain pixetsrfra
bitmap image supplied by the mobile phone’s cameadhthen detect a block of colour in the image cwhi

has been calibrated by the user.

The latest stable version (at the time of the stedyach APl was used, these are:
« Java 2 ME environment, MIDP 2.0 CLDC 1.1

* Python (PyS60) 1.4.5

« C++ for Symbian S60'3edition feature pack 1 SDK.
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Each of these languages supported different waysbtafining frames from the camera. A snapshot (the
same function used to take photos) function is usedthe Java implementation as this is the only
supported way to obtain frames from the camer&ytihon a newly available wrapper to NokiaCV (Nokia
Computer Vision) was used to obtain the frames ftbe camera (NokiaResearchCenter, 2006). The
wrapper gives access to the stream from the caméia.is done withs PyCNoki aCVI mage which
creates an image which can be converted irdblasbi t map recognized by python. This allows frames
to be extracted from the stream. Once the franmeslatained each of them is scanned with standahbpy
functions andvi ewf i nder. wai t For Vi ewf i nder Frane() is called to get the next viewfinder
frame Listing 4.1 shows the initial process of convegten viewfinder frame into a workable bitmap and

then extracting three RGB pixels.

sour ceBnpl mage = vi ewfi nder. backBuffer. _bitmapapi ()
sNoki aCVvl mage = sPyCNoki aCVl nage. NewLC()
sPyCNoki aCVl nage. Bi t map_Cr eat eL( sour ceBnpl mage)

(cl,c2,c3) = sPyCNoki aCvl mage. Get Pi xel (i, j)

Listing 4.1: The initial process of obtaining a bitmap in Python using the wrapper to the NokiaCV. Thdfirst line grabs a frame from
the viewfinder. The second line creates a new instee for the bitmap to be saved. The third line cre@s a bitmap out of the backbuffer

frame and the third line assigns the red, green anblue sections of pixel (i,j) to c1, c2 and c4 resptively

C++ provides a set of functions which fetch fraraesitmaps and saves them for processing. A frame i
received by the algorithm as a pointer to the biti@@bsBi t map* aBi t map. One can then assign the
pixels by using thdRgb variable with the required pixel and then assigréach separate section of the
RGB colour by for instance callingef RedDat a=pi xel 1. Bl ue() . This pixel is an integer from O to

255 and can now be used by the algorithm for vartbteshold comparisons.

4.2.3.Algorithm

The motion detection algorithm used in the benchs& the thresholding algorithm discussed in Cérapt
3 -, which compares RGB values within a given thotd colour. Thresholding in itself is not new dret
mobile platform and is used in ARToolkitPlus formkexr based tracking (Wagner & Schmalstieg, 2007). A
high level representation of the pixel comparistlgoathm used in some of the benchmarks is the sasne

that lain out in Section 3.3.4.
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4.3. Results and Discussion

This section presents the results recorded frombdmehmarks. All results are summarized in Table 4.
and it can be seen that C++ has the highest FRR&vEd by Python (10.53) while Java exhibited a very
low FPS (0.2). Delta time (time to display one fggnms low for Python and C++ and high for Java at
almost 6 seconds. C++ achieved the fastest tinfenme to track at 0.05. Java achieved 3.93 seconds a
Python achieves 9.92 seconds, the slowest timés€ah, which can also be thought of as pixel dkgs
every pixel is scanned showed the same patterimastd track. C++ was fastest (0.02), Java wasrgkco
(0.29) and Python the slowest (20.22). Pixel skip 30 and 50 showed the same pattern with speed
increasing as the distance between scanned pn@isased. Latency (the time for a movement in fodnt
the camera to be registered on the viewfinder) @or+, Java and Python was 0.05, 0.5 and 2.25
respectively (lower is better). Dropped frames (amaf frames not shown in a second) for C++, Javh
Python was 0.95, 0.08 and 23.66 respectively.

Table 4.1:Benchmark results for Python, C++ and Java. Vadmespecified as either FPS or seconds with stdretesr in brackets.

Benchmarks Python C++ Java

FPS (FPS) 10.53(x0.53  18.20(+0.91 0.20(+0.01
Delta time (seconds) 0.09(x0.01 0.05(+0.001 5.97(x0.3
Time to Track (seconds 9.92(£0.5 0.05(x0.002 3.93(x0.2
Full Scan (seconds) 20.22(+1.01 0.02(+0.001 0.29(x0.01
Pixel Skip 10 (second: 1.14(+0.06 0.01(x+0.001 0.17(x0.01
Pixel Skip 30 (seconds) 0.345(x0.02  0.001(x0.0001 0.147(x0.01
Pixel Skip 50 (seconds) 0.2156(+0.01 0.0004(+0.00000: 0.1428(+0.01
Latency (seconds) 2.25(x0.11 0.05(+0.001 0.£0(x0.03
Dropped Frames (FPS) 23.66(+1.18 0.95(+0.05 0.08(x0.001

The next section presents a detailed discussidheofesults for each of the tests and draws coiclss

based on the software interfaces and programmirlg &Riilable on the current mobile platform.

~ 47 ~



CHAPTER 4 - PERFORMANCE ANALYSIS

4.3.1.FPS

A series of t-tests shows that there was a sigmifidifference between all the FPS values for &sieh
(C++ and Java (t = 77.45, p < 0.001), Java anddpyth= 40.38, p < 0.001) and C++ and Python (t =
19.88, p < 0.001)). Table 4.1 shows that C++ isféstest (18.2 FPS) followed by Python (10.5) dmeht
Java (0.2 FPS). The reason that Java scores so lbw FPS benchmark (0.2 FPS) is because theraavas
proper function to directly access the frames rexkifrom the camera. A snapshot had to be taken at
640x480 pixels using the camera shutter (usingttepshot () function) and hence takes up much more
time than the methods used in C++ and Python. pe@rd, these values are still not as fast ofdhatPC

which can run at over 30 FPS scanning every pMélr#én, 1999).

4.3.2.Time to Track

The time to track benchmark’s results are mosirnpatt and practical in respect to actual motioredisbn

in a mobile environment. As stated in Section 4 time to track is the time in which it takes the
algorithm to detect a dot in the middle of the ceaisefield of view. This benchmark is highly depend

on the ability of the API to read and write from mm@y. The benchmark also involves a six part binary
‘AND’ comparison for the purpose of detecting the dott-tést was run on each of the APIs and a
significant difference was found between all val(@s+ and Java (t = 18.46, p < 0.001), Java anddpyt
(t=19.01, p < 0.001) and C++ and Python (t = 618< 0.001)).

In Table 4.1 C++ performs well but does slow dowr8bFPS from the initial FPS (shown in Figure 4.1).
The FPS in Table 4.1 for receiving data from theea is 18.2 hence the 8 FPS drop when trackitigein
time to track benchmark. Java shows a large slowmdwseding almost 4 seconds on average to scanfhalf
the bitmap in order to detect the dot. The FPS glfopm 0.2 to 0.1 (1/ (5.97 + 3.93)) However, tisi$
seconds faster than Python S60 which took 9.9 skscomthis test and dropped from 10.5 FPS to 0.1 (1
(0.09 + 9.92)) FPS a significant drop. It can bensthat even though Python S60 is able to mairdain
respectable (more than 6 FPS (Beier, et al., 20BBJ it slows down significantly (9.9 seconds) when
performing this benchmark (Figure 4.2). From thesilts it can be seen that the functions usedythoR
are not well suited to reading and writing bitmagtad at speed and performing fairly large binary

operations.

4.3.3.Full Scan
Figure 4.1 shows the results of the full scan wisicans every pixel in the bitmap and rewrites gaxeél
back into the stream at the same memory address nidans that the APIs need to be able to quickdg r

and write data but not conduct any binary compasdsas with the time to track benchmark. Mobile E®on

~ 48 ~



CHAPTER 4 - PERFORMANCE ANALYSIS

are known to have slow memory read/write speedsni@tstieg & Wagner, 2007) and so this benchmark
tests memory operations to quantify the read/vaiteed for each API. The figure shows frames pearrgkc
and full scan for each of the APIs. This allows dhiéerence in mean performance to be clearly iidieqt

A paired t-test was performed to determine if theeze any significant differences between the FIR8nwv
under no load and the FPS when running a full s€arly Python exhibited a significant decrease in
performance (t =38.586, p = 0.2 xPpdf = 9). C++ and Java did not exhibit a significdifference in

speeds.

It can be seen in Table 4.1 that the differencevéen time to track and full scan shows that Pytison
being affected more by multiple memory operatidnant binary operations. Full scan is 10.3 seconds
slower for Python which equates to a 67% decreageiformance when moving from a time to track test
to the full scan test. Both C++ and Java show arease in performance when compared to the time to
track test. C++ is 0.03 seconds faster in thedtdin test which equates to an increase 0f 28%.i98:64
seconds faster in the full scan test which equates increase in performance of 86%. So Pythdreiisg
hindered more by memory read/write operations tharbinary operations. C++ and Java exhibit the
opposite of binary operations decreasing performgint Java’s case by a large margin of 86%). It is
prudent to note that this test shows that both nmgraperations and binary comparisons slow down the
system. Only in the case of C++ is there any pdggibf real time feedback to the user as JavaRyithon

are too slow.
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Figure 4.1: Frames per second shown for each langge, encompassing values whilst under load (waitirfgr the image, saving it and
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scanning the whole bitmap: Full scan) shown in darér shade and under no load (simply waiting for thémage from the camera and
saving it) shown in lighter shade.
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4.3.4.Pixel Skip

In this benchmark tests were run with pixel skip4®, 30 and 50. As can be seen in Figure 4.2 tisecae
consistent decrease in mean performance. A oneAMNYVA was run on each of the APIs to identify
where any significant differences in the data océusignificant difference was detected within yhon
data, F (4797.035 , 3879.12) =1.2366 , p= 0.00.eyybost-hoc comparisons of the Python dataset were
conducted to detect what the significant differem@s. There was a significant decrease in perfocman
from a full scan (pixel skip 1) to pixel skip 10 8= 0.25475, p = 0.000159) and again from pixgb 4K

to pixel skip 30 ( MS = 0.24375, p = 0.002613). ifehwvas however no significant difference from pixel
skip 30 to pixel skip 50 (p = 0.959) for Pythontliyn’s performance increases dramatically fromla fu
scan to scanning every 1 @ixel. A significant difference was detected ie tB++ data. A Tukey post-hoc
comparison showed that a significant increase nfopeance occurs when moving from pixel skip 10 to
pixel skip 30 (MS = 0.00001, p=0.00159) or pixeips&0 (MS = 0.00001, p = 0.000159) but there is no
difference when moving from skipping 30 pixels topping 50 pixels or from a full scan to skipping 1
pixels. The only significant increase in performarior Java was moving from a full scan to skippaty
pixels (MS = 0.01216, p = 0.017373) or 50 pixelsS(M0.01216, p = 0.036283).

Figure 4.2 shows the time in seconds of each saking 20.2 seconds to perform a full scan and 1.1
seconds to scan every™pixel, this translates into a jump from 0.05 FBD19 FPS. Every 30pixels
take 0.3 seconds which translates to 3.3 FPS.pitudent to note that this is still not a managedtdme
rate. Even when only scanning every"Sgixel the frame rate increases to 4.64 FPS. At sipeed and

accuracy only simple, general motion detectiondgskene movement detection) can be performed.

Java performs fast at full scan speeds and seampacatively large jump from full scan to scannawgry
10" pixel jumping from 3.45 to 5.82 FPS. Increasingstan every 30 pixel results in the frame rate
increasing to 6.85 FPS. This is a decent speeddneral motion detection (Wang, Zhai & Canny, 2006)
and the accuracy is not so low as to negate pedatige. It is however not accurate enough for yinel
detailed tracking such as tracking a finger orugtylf the initial camera fetch functions can bedgspp and
properly implemented to obtain frames directly frttme camera then this would be a very good result i
terms of deployability (as Java is available angpsuted on many more phones than Python and C+et) an

speed for general motion detection.

C++ benefits from comparatively large gains whervimg from a full scan to skipping pixels (Full Scan

takes 0.015 seconds to complete whereas Pixel38kgnly takes 0.0004), but the raw gain in frante s
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rather small compared to the other API's as it faaty fast in the first place. C++, like Java limited by

(bottlenecked) the rate at which the hardware edivet the images from the camera.
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Figure 4.2: Results for the various pixel skippindoenchmarks. Full scan equates to every pixel beirsganned. Pixel Skip 10 equates to

every tenth pixel being scanned and so forth. Valgeare ranked darkest to lightest from Full Scan tdPixel Skip 50.

4.3.5.Latency

Latency is directly linked to user’s performanceaeaal time interactive systems such as augmentdiyre
systems (Lai & Duh, 2004). It has been proven thate are significant reductions in speed and acgur
in systems which exhibit a high latency (Sielhoestal., 2007). Hence the values obtained for tehcy

benchmark are important for gauging the overallqrarance and hence practical usability of the API.

Table 4.1 displays the overall latency of all thAd&ls. Again, the same ranking as in the other bevacks

are observed, with Python having a high latenc®.8#6 seconds. Java can also be seen to havdya fair
high latency of 0.5 seconds. C++ is ten times fabsten Java and exhibits a latency of 0.052 segdhds

the C++ implementation falls within acceptable hate speeds for visual interaction systems (Siethets
al., 2007).

4.3.6.Speed and Deployability
An API's range of deployable systems, operatingesys and phones can be thought of as its depldayabil

or breadth. The speed at which the API processesathious benchmarks can be thought of as theHengt
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Figure 4.3 shows the length and breadth for allXRés tested. This figure shows that C++ has thesks
deployability but the highest speed. Python showsderate deployability and a low speed. Java dispay
large deployability and moderate speed (not cogntiitial FPS).

C++ can only be deployed on a phone which cartiessame version of Symbian (i.e. Symbian S80 3
edition and the same feature pack) as was used wddng the program. This limits the deployabiltfy

the application to a very specific platform.

Applications created in Python require an up tedagrsion of Python S60 installed on the mobilengho
Although this does not limit the application dowmthe version and feature pack of the Symbian ©S, i

does however limit the application to run only dropes running Symbian S60 (many Nokia phones)

Deployability |
[ c+r Lowest Deployability
Highest Speed

w

3

@

=
|Dep|oyabi|'rty Moderate Deployability
@/ [ Python Lowest Speed

3

(1]

o

| Deployability

® Java

3 Highest Deployahility
2 Moderate Speed

Figure 4.3: Each API's deployability (breadth) andspeed (length) on the mobile environment.

Java requires a device to have the Java run timeoement installed. In the case of the benchmark i
would also require a phone which has the advanadtimedia APl (MMAPI available on all new phones
(Guan, 2003)). This is a limiting factor in deplbyldy but is still not as restrictive as C++. Thadlows

applications created in Java to run on a much wittgsile device platform.
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Java would be a very promising choice for inten$&imap interactions if it was not for the limitady in
which camera interactions are handled. AlthoughaJehows some fairly impressive results especially
when compared to Python, it is let down by the fergf time it takes to receive a frame (snapshainf

the camera.
4.4. Summary

This chapter has shown the various performancerdifices between the three popular mobile APIs@en th
mobile platform. A series of five benchmarks weesfprmed using the functions which are availabld an
the results tabulated and charted. From thesetsasulas possible to glean speed and practicdbglament

statistics.

It was found that coding at the lowest level in Cprbduces the fastest results. It was also notatl th
coding at this level drastically limits the deplbydy of the application. C++ was also the only 1AI®
provide a truly practical real time experience widgard to motion detection and intensive pixekelev

bitmap operations.

Python, implementing a wrapper to the Nokia CV glass able to obtain the initial frames from the
camera at a respectable speed of just over 10 BRfdrtunately the functions available to the Python
programmer do not seem to be able to read and hititeap data at a reasonable usable speed as @aras se

by the overall speed drop to 0.05 FPS when scarthagntire bitmap.

Perhaps the most important discovery was that wd’dgerformance with regard to reading and writing
bitmap data. It was only the speed at which Javaiméd the initial frames that severely limited the

practicality of this API.

Evidence has been presented that mobile hardwareows at the stage of supporting vision based
interactions to be deployed. Unfortunately memonytevspeeds and GPU acceleration still needs to
increase further as these are responsible for ménlye processing bottlenecks(Schmalstieg & Wagner,
2007).

Across all of the benchmarks the C++ APl was praeebe the only environment in which finger traakin
could be implemented with real time feedback. Whipeed is an important part of computer visiors it i
useless if the system cannot accurately deteatgbes finger from one frame to the next. The feilng

chapter examines the system'’s accuracy throughess# experiments.
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Chapter 5 -Accuracy, Colour and Lighting

The nature of mobile devices dictates that theylvalexposed to many different environments whenge
used. These environments sport different lightiegditions which can range from direct sunlight to
complete darkness (Paelke, et al., 2004). As meaticcarlier (Section 2.2.2), all vision based axt&on
techniques are susceptible to interference in theal channel, including such issues as occludioa,
primary visual interference that this study is @med with is lighting conditions and background
complexity. Objects which are tracked by a cameeasaisceptible to many problems brought about by
varying lighting conditions. Objects may changeappearance simply because of small changes in light
level and shadows moving in and out of view (Moedl& Granum, 2001). The effect of light on the
tracked object also applies to all other objectshn frame of view. Changes in background or lightu
combination of both can affect the accuracy of mgater vision system. It is with these differinghting
conditions and background types in mind that arumy study was conducted. The study was run to
ascertain the accuracy of the finger tracking ator laid out in Chapter 3 and further tested irater 4.

To test the algorithm’s accuracy a set of videosewmptured at different light levels recorded. Tight
levels were determined in an initial light levaldy which was conducted to ascertain the averatpirig
level in environments sporting fluorescent and tteg lighting. These videos were used to benchmark
algorithm in terms of accuracy. These results vase in the user study (Chapter 6) to provide uséls

an environment which allows the finger trackingteys the highest accuracy. Negating any errors due t

the system.
5.1. Introduction

Moeslund and Granum (2001) characterize three tgpa®otion capture systems (surveillance, contnal a
analysis) and the three main performance paramedquired by each (robustness, accuracy and speed),
seen in Table 5.1. Speed was examined in Chaptkis4chapter will examine the accuracy and robessn
of the system. The finger tracking system fall®itite control category (Table 5.1) as it is usedawtrol

mobile phone functions. Surveillance and analygssesns will not be explored in this document.

The robustness of a system is said to be its satysiio changes. A control system may require idyfa
high level of robustness depending on the assumptad the environment it is to operate in. A cohtro
system operating only indoors under bright lightmguld require a fairly low level of robustness,emdas

the finger tracking system requires a fairly higldl of robustness because of its mobile naturetlaad
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amount of different lighting conditions and envinoents it will be subjected to, hence robustnessbean

assumed to be 1in Table 5.1.

The accuracy of a system is said to be how closecéiptured motion is to the motion performed by the
user. Accuracy is also said to be directly propoii to the size of the object being tracked (Maoed|&
Granum, 2001). Table 5.1 shows that speed (disdusséhe previous chapter) is the most important

performance parameter in a control system, follobsedobustness and accuracy.

Table 5.1The three application areas and their requiremafritse three main performance parameters. Robustnescontrol system is

tied to whether or not lighting and backgroundwithin a controlled environment or not. If it istlwin a controlled environment then
robustness is not important, if it isn’'t then rotmess is an important attribute of the controlaysas it must adapt to the changing

environment it is used in.

Surveillance Control Analysis
Robustness 2 1/0 0
Accuracy 0 1 2
Speed 1 2 0

The accuracy study used different types of backgieun the sample videos. Both Moeslund and Granum
(2001), Lenman, Bretzner and Thuresson (2002) iiyenmniform and complex backgrounds within
computer vision tasks. Uniform backgrounds presgnthe easiest tracking environment and complex
backgrounds the hardest. Hannukseleal (2006) record sets of videos on both textured emdplex
backgrounds when testing finger tracking. Hencetliig study the three different types of backgraund
chosen were complex, textured and simple(unifofithgse backgrounds were kept constant with only the
light level changing. Three of the most common tilgdy conditions were used (The Engineering Toolbox,
2005). These were direct sunlight, tungsten (ineaoent) and fluorescent lighting. Different levels
sunlight were observed for all backgrounds namelykdnormal and bright, these light levels were
matched to previously recorded sunlight levels Wwhace standardized (ISO) exposure values (EV) which
can be converted to lux values (which measuresnanae, the intensity of light perceived by the homa

eye) for comparison (The Engineering Toolbox, 2005)
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5.2. Methodology

This section will explain in more depth the backgrds used, the way in which they were recorded and
why they were chosen. The five different lightimanditions under which the system was likely to bedu
are also discussed. Once this study was complesstie@s of special cases were run in order tothest
algorithm in environments which were perceiveddase accuracy problems. To find the light valuesius

in the main experiment an initial light level stuags conducted.

All EV values were taken with an ambient light nigfidinolta Auto Meter IIl F) at ISO 100 which all@wv
conversion to other units such as lux and foot Emdhis light meter uses a hemispherical sensuchw
gives readings for scene luminance. Once the ddigiting was observed the scene was filmed whth t

N95 mobile phone and the individual frames wererlpassed to the algorithm.

In order to minimize the effect of light directian the experiments readings were taken without any
shadows within view. So light sources were neveediiy above the camera but at a slight angle so
shadows fell outside the frame of view. This metiasg both the finger and background received timeesa

amount of light.

All images were taken at a resolution of 320 x 24@ converted into a bitmap as input to the motion
detection algorithm. All benchmarks were testediresjea brief video (relative to each benchmark)rfro
which 10 frames were extracted. Each frame was therthrough the algorithm and the accuracy scores
calculated for each. The score from each of thefri@mes were averaged to obtain the mean accuracy

score.

5.2.1.Light Level Study

A light level study was conducted with the aim wfding out what the average tungsten and fluordscen
light level is in various rooms containing theseotdifferent types of lighting. Tungsten light it
emitted from an incandescent light bulb. Which sstrcommonly found in homes and areas which require
less obtrusive bright lighting provided by fluorest bulbs, hence the all of the light meter reasliwgre

taken in private homes and offices.

Fluorescent light tubes are found mostly in offieesl public areas. They are becoming more popanlar i
homes because of their efficient energy use. Therihaof fluorescent readings were taken in puldlieas
(eight of the ten). The two contrasting ways in ethiungsten and fluorescent light is generatediseBua
different type and colour of light being emittedertte the reason for testing both separately. Tiéereint
locations were chosen for each of the types ofiligh
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Fluorescent readings were taken in:
» Dark Environments
o Parking garage
* Normal Environments
o0 Three large retail stores
o Two small retail stores
* Bright Environments
o0 Three different corporate offices
o0 Shopping mall
Tungsten readings were taken in:
» Dark Environments
o0 Two rooms in three different homes (six rooms tafo
* Normal Environments
0 Three small offices
» Bright Environments
o0 Winery tasting room

The light meter was situated directly under a lighirce and pointed upwards. The reading was Hiemt
This was repeated ten times in each location améverage mean calculated. The average valuesiegtor

for tungsten and fluorescent lit rooms are:
* Average Tungsten Light Level:5 EV (x 0.1) ~ 80 Ix
» Average FluorescenLight Level: 8 EV(0.4) ~ 640 Ix

Rooms lit by tungsten lighting tend to be much éatkan those lit by fluorescent lights. This ipart due
to the fact that multiple fluorescent tubes areduselight areas, while only single tungsten budbs used
in homes and smaller venues. Fluorescent tubesa|sase a much larger light emitting surface afée.
light values of 5ev and 8ev were used for the ttergand fluorescent respectively in the main aagura
study.

Table 5.2 shows the average readings for bothghirdit three times of day, fluorescent and tungsten
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Table 5.2 Average values recorded in the initial lightingdst for the three different lighting conditions.

Dawnand Dus | Mid Morning and Afternoo | Midday Fluorescer Tungste!

5EV 11EV 15EV 8EV SEV

5.2.2.Backgrounds
The three common backgrounds chosen for the stedy a

» Complex: A scene involving many different objectsdacolours. E.g. a scene involving many
objects and edges (Figure 5.1 a)

» Texture: A scene involving a repeating object saslgrass (Figure 5.1 b)

» Simple: A background which consists of predominaatie colour . concrete (Figure 5.1 c)

(@) (b) (©

Figure 5.1: Examples of a complex scene (a), texed scene (b) and simple scene (c)

Mobile phones can be used in most environments hande testing the system cannot be constrainad to
single lighting level and environment. Therefore tthree different backgrounds chosen were chosen
because they exhibit various general charactesisttuch are present in other environments. Foaims

the textured background (grass) contains many eaiggédayers which would be found in various natural
environs such as layers of leaves, a field or pataAnother example is the simple background (czie)
which exemplifies many characteristics of unifornarmmade and natural surfaces, such as dirt roads,

asphalt or slate. The complex background represedifficult background for the algorithm as it indes
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many different patches of colour and light levétiss with these three backgrounds and five diffiedeght
levels (dark sunlight, normal sunlight, bright 9ght, fluorescent and tungsten) that many of thabjams
likely to be experienced due to background coland light levels can be identified. To further stud
different conditions some special cases were ifledtivhich were perceived to possibly cause acgurac
problems for the algorithm (finger on similar coted background, walking on textured background and

moving shadows).

Fig 5.2 An anti-alias effect formed between the b&ground and foreground objects

A side effect of the video feed which translatet® ithe viewfinder feed and the frames receivedhey t
algorithm is an anti-aliasing effect which occursuad objects. This is demonstrated in figure 5ithw
colours from the finger washing into the colourstbé background (encircled in the figure). If the
viewfinder algorithm is not set up to strongly detthe finger colour then false positives may beegated
from this effect (which would show up first becausfethe left to right scanning). To reduce any dals
positives a colour which contrasted highly with tieckground was chosen and calibrated to be traicked

the videos.

5.2.3.Accuracy Measurements

There were no examples in the literature of thpetgf accuracy experiment. Hence one had to begakssi
which could measure the accuracy of this systerns 3éction explains the rating system that was tsed
calculate the accuracy score. Once the variousesawere passed through the algorithm and the sesult
analyzed for the position of the finger this ratsygtem was applied. As shown in Section 3.3.Dbitmap

stream is obtained from the camera with each gixed, green and blue properties being examined for
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similarity to the reference colour. A point on thp of the finger delegated to be the first sect@n
continuous calibrated finger colour was used asatiehor pixel which should be detected. Pixelshient

away from this anchor pixel were assigned loweuesl(Figure 5.3 a).

E N

! Lowest Scoring Pixi

(b)

Figure 5.3 Ranking system or accuracy values (10 léghest rank and 0 lowest)
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Figure 5.4shows two pixels. The blue pixel is the very tiptioé finger and can be seen as the goi
anchor pixel for the algorithm. This is the pixdiiash was used to calibrate the algorithm hencepixsl’s
colour is exactly the same as the reference c If the algorithm detects this then 100% accuracy lteer
attained. However if the algorithm detects thedighe finger as pixel B (yellow) then a lower ay
has been achievdzhsed on the distance of this pixel from Pixel @ePA (red) has be¢ detected on the
finger but is still 4 pixels away from C. Pixel Alliweceive a ranking of 10 (the maximum possil— 4

(distance to the tip of finger) =(@inal accuracy score). The pixel ratings can nga Figure5.3 a and b.

Figure 5.4 Pixel C represents the tip of the finger. Pixel Bs a bad detection and results in an accuracy sa@of 3. Pixel A is onhe
finger but 4 pixels away from C and hence resultsiia score of €

5.2.4.Special Cases

Three special case scenariwere also recorded using backgrounds which wereepved to possibly cau:
a drop in accuracy. The first was of a very unifarobour similar to that of the finger, which proesca
low score. The second was of a moving textured dracind generated twalking with the mobile phon
while filming the tracking sequence. The third Witmed on a background which was perceived to ci
problems because of the high contrast betweenossctf the background which were in shadow

sections which were in @hict sunlight. The similar background special cagas filmed at th fluorescent
light level measured in the light level study dE8. The two other special cases were filmed afNbemal

sunlight light level of 11EV.

5.3. Results

This section presents thesults obtained from the various recorded scenles.r@sults are presented
Table 5.3 followed by a discussion on their sigrifice
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Table 5.3:Accuracy ratings (mean + SE) based on distance foprmost tip of finger.

Dark(5EV) Normal(11EV) Bright(15EV) Fluorescent(8EV) Tungsten(5EV)

Complex 5.4(x0.3 5.9(x0.3 6.4(x0.3 6.6(x0.4 5.2(x0.2
Texture  6.6(x0.3 7.1(0.4 7.6(0.4 7.6(x0.4 6.2(x0.3
Simple 7.2(x0.4 7.6(x0.4 8(x0.4 8.4(x0.4 7.3(x0.3

A one-way ANOVA with a Tukey post-hoc test was rom each of the data obtained for each of the
backgrounds. On a complex background there wagn#fisant difference in accuracy scores when moving
from a dark (MS = 0.48222, p = 0.019288) or tunggMS = 0.48222, p = 0.003254) lighting conditian t

a bright or fluorescent lighting condition. No otlggnificant differences within the complex baakgnd
data were found. The textured background data sthalve same pattern as above with a significant
difference being detected between dark (MS = 0.61%5= 0.049078) and tungsten lighting (MS =
0.61556, p = 0.002248) and bright and fluorescmfiting conditions. No other significant differeisce
within the textured background data were found. ANE®VA test for the simple background showed that
there was a significant difference between dark @#18.36667, p = 0.038049) lighting and bright and
fluorescent (MS = 0.36667, p = 0.000665) lightirapditions. Tungsten (MS = 0.36667, p = 0.001833)
only showed a significant difference with fluorestighting. These results show that significardbrker
lighting lead to a significant decrease in accur&ignilarly significantly brighter levels of lightg lead to
more accurate readings. Changing background cotigrosias a similar effect with accuracy decreasing
the more complex and colourful the background besonCombining dark light levels and complex

backgrounds leads to very low accuracy scores whermteraction technique becomes unusable.

It is also prudent to note that there are someiapeases where the lighting does not always irszdhe
accuracy, or has little effect. These cases afgiger on a similar colour background, Finger inving

shade on textured background and moving while ugie@lgorithm on a textured background.
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5.3.1.Special Cases
The special case results are:

* Simple on similar background: 2.3
» Walking on textured background: 5.4

* Moving Shadow: 4.5

(€) (d)

Figure 5.5: (a) shows a frame with the finger beingracked on a similar colour background. (b) Shows frame taken while walking on

the textured background (grass). (c) shows a framaken while walking on bricks to test a backgroundwith both a similar colour and
moving shadows. (d) shows a close up of the tipthie finger problem areas (similar coloured areas) ighlighted
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The special cases represent environments whichgffgeilt situations for the algorithm. It can lseen in
Figure 5.5 (a) and (d) that subjecting the algarmitto a scene where the background is of a verylaimi
colour to that of the finger proves to be a probkmd results in a low accuracy score. The fingeckdy
gets lost in the background as consecutive sectdribe background are incorrectly identified ae th
finger. The pointer is placed in the top left whéne algorithm begins scanning and stays therdas t
colour does not change. Walking on a textured backgl gives better results as long as not too many
colours of similar values to the calibrated colowve into the scene. Figure 5.5 (b) shows a frakert
whilst walking on grass. The shifting backgrouneslmot pose too much of a problem for the algorithm
The foot in view in the lower left is of the sam@aur as the finger. However it is below the fingerd
therefore will not be detected as the finger i®edid first, secondly the foot is not of consistasibur as

that of the finger and hence will not be detected.

5.3.2.Analysis
This section presents an analysis of the reswatsising on behavior of the algorithm when presentiil

the various colours generated by the different tmnts.

54.1.1. Bright

A finger in direct bright sunlight reflects a larg®ertion of the light away from itself, creatinglarge
portion of very light colour (Figure 5.6 shows tfiieger as mostly white in colour).The finger getstl
quickly if the lighter colour is tracked. Taking\ahtage of the darker part of the finger producé8@o

accuracy on this plainly textured background.

Tungsten: General tungsten lighting tends to b&egiark producing a lower ambient light. Becausthef
general low light level of tungsten there is alslower accuracy under tungsten lights than therender

brighter fluorescent lighting and sunlight.

Direction of light plays a large role in accuragyfinger which highlighted by the light source withe
background in shadow makes finger easier to trelckvever if the background is lit and the fingelins

shadow the finger is lost in the vivid bright baakgnd and is harder to track.
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Fig 5.6: Close up view of a frame with the grass alfinger at bright light levels. Note the majority of the finger turns completely white

due to the bright overhead sun. The red part of théinger is highlighted in A

As can be seen in Figure 5.6 there are a few patwhehite which may show up as false positivethéf
white part of the finger is used as the refereratewr. However if the more red part of the fingenised
(bottom right part of finger highlighted in A) thea much higher contrast between the light pink and
predominantly green background can be used foeedstection.

However as can be seen in Figure 5.6 almost atheffinger is washed white with a small bit of red
occurring further down. If only the red part of theger was being tracked then the algorithm waubd
detect the tip of the finger Here it can be seat #n average of both the light red and the white w

account for more instance than simply one or therot

(@) (b)

Figure 5.7 Finger shown on similar colour backgroud
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In this case the finger was placed in front of degie which was of a similar colour note that therenred
parts of the finger are almost identical to therallecolour of the background. The only section ethi
consistently stands out against the backgrountiasathite sheen on the tip of the finger causedhiay t
overhead lights, shown in greater detail in Figbreé (b) and highlighted in (a). It would be muchrmo
sensible to use this off white colour as the rafeeecolour than the redder part of the finger fase=of

tracking.

(a) (b)

Figure 5.8: (a) shows a complex scene under low Tgsten light. Problem Areas are highlighted (White eeas in light blue, light red

areas in red). (b) shows the same complex scene ith ambient sunlight illumination

Figures 5.8 demonstrates two of the most promipesitlem areas with a complex scene. Portion A shows
problems for the white sheen section of the fingleereas section B shows problems for the red drédeeo
finger. Figure 5.8 (b) shows the difference in colavhen a different lighting condition is used.tlhis case

sunlight.
5.4. Summary

This chapter presented various lighting and enwirental factors under which the finger tracking sgst
was put to the test. All scenes were prerecordealitomize the variance between scenes and provide a
benchmarking tool for future developers of visualeractions on mobile phones. All scenes were run
through the thresholding algorithm and their resddased on a ranking system were recorded. Some
interesting case studies were also presented aptbred, exhibiting key situations in which the
performance of the visual interaction system wdwgdess than satisfactory. It was found that faniyh

levels of lighting are required for the interactitechnique to be of any use. A direct relation leetw
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background complexity and accuracy was also fouitld gomplex busy backgrounds yielding the lowest
accuracy results and simple backgrounds yieldirghighest. These results have quantified the way in
which the interaction system is affected by theirmmment in which it is used. This is important whe
comparing it to the standard keypad layout whichas as adversely affected by dark light levelsn@gs
backlights) and not affected at all by the envireninin which it is used. The actual relationshipwzen

these two different types of interaction technigisesxplored through a user study in the next arapt
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Chapter 6 User Study

A user study was conducted in order to ascertarutiability of the finger interaction techniquevas| as

the user’s satisfaction by obtaining qualitativedieack. First an introduction to mobile usability i
presented followed by an explanation of the pertoroe metrics and user tasks. Three applicatiomsy usi
both the finger interaction technique and keypadewdeveloped. These were created to assess mouse
based interactions, steering based tasks and gestaractions. These will be introduced and disedsn

section 6.3, followed by a methodology of the w&ady. Finally a discussion of the results is pnése.
6.1. Introduction

Mobile applications must be usable and useful, thegt also provide a consistent and comprehensee u
experience (Jones & Marsden, 2006). To be usefdlumable an application must allow users to easily
work out how to complete their task. For instanagsar who wishes to browse a webpage should not be
hindered by the interface presented to them bybtlmevser. To be consistent and comprehensive an
application should use the same method of intemacthroughout. An application should not switch
between directional keys and number keys for reasoknown to the user. This would create confusion

its lack of consistency.

Mobile phone applications are designed to take rtdgge of the current keypad layout (Wisniewskilet
2005). However the current keypad is designed wiému navigation and number/text entry in mind. This
does not provide adequate support for steeringstagistures and mouse interactions. The underlying
hardware of mobile phones is increasing in power feence so must the interfaces that govern thenr,(Ke
et al., 2008). The finger interaction technique d®fo address the problem of only keypad suppottht
majority of mobile phones. To ascertain the affiacs interaction technique has on steering, mounsk a
gesture based tasks three applications were crediieti assessed the usability and user satisfaofidme

finger interaction technique.

It is important to test the user experience on teginones as this is what governs the way in whggrs
interact with them (Jones & Marsden, 2006). NornB®88) lists four principles which make a system
easy to use, these are: visibility, feedback, algmmceptual model and good mappings. A high degiee
visibility allows the user to conceptualize theremt state of the application and the range obastivhich
are possible. Constant feedback must be providéoketaser so they know what the results of thdioas

are. A good conceptual model allows the user teetstdnd the relationships between all the diffepamts
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of the system. Good mappings create rational oglahips between the actions the user performstand t
results they receive. The user study applicatioesewdesigned to assess the usability of the finger

interaction technique. One could relate the foungiples to the finger interaction technique thus:

» Visibility: The system has three noticeable modese: calibrated, calibrating and calibrated. This

allows the user to know what mode the system @ohwhat input it is expecting.
» Feedback: The user is presented with the posifitinedr finger which updates with each frame.

» Conceptual model: it is clearly shown to the uséem their finger is being tracked and when
objects on the screen have been interacted witls dlfows them to understand the states the
system is in.

» Good mappings: Mapping the output to the fingeovedl for a direct relationship between user

movement and the positional information on theesyst

All these principles aim to improve the usabilitytbe system. But this must be evaluated in a sgety
which compares the usability of the finger intei@cttechnique to the keypad interaction techniche.
such a series of performance metrics were designesst the tasks.

6.2. Performance Metrics

Love (2005) suggests three performance metrics velratuating mobile systems, these are: task success
task completion time (time on task) and errors. ddethese three performance metrics were used in the
study. These are: Task Success, Time-on-Task amdsEEach of these metrics will be discussed @& th

following sections.

6.2.1.Task Success

Task success is one of the most widely used pedica metrics (Love, 2005) and measures the ability
and effectiveness of the user to complete the gasdn to them. Two types of task success exist,emam
binary task successhich is a simple affirmative or negative scoreastted when the user completes the
task, orlevels of successhich adds grey areas which define how well ther usanaged to complete the
task. This study identifies different levels of sess to take into account various situations irctviai user
may have partially completed a task This study useerall binary task success in that users either
succeeded or failed the task.
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6.2.2. Time-on-Task

Time-on-task measures the length of time the wdeastto complete a set task. The faster a userletasap

a task the better the experience for them. Howavweumber of exceptions do exist, such as some games
would not be enjoyed to their fullest if the usen@y rushes through them (Wisniewski, et al., 2005
However in the case of the steering game a faster is in fact better for acquiring a high scordtds a
reflex game relying on the user’s quick finger moeats.

Time-on-task is important for this study as it meas whether or not the visual finger interaction
technique is faster than normal keypad input. pAlblacations were timed starting from after the usad
pressed the OK key and the system had calibraté@dk their finger colour (the pointer is drawntlais
point and is the signal for the user to begin dretimer to start), to when they attained the soorthe
steering game, acquired all the targets in theetaagquisition application or completed the seoés
gestures in the directional gestures application.

6.2.3.Errors

Errors reflect mistakes which are made during #s&g. They are useful in highlighting problem arefas
an interface and were used to great effect in uber study. In this study, errors were broken imo
groups: system errors and user errors. Systemsedrererrors caused by the system losing the fingée
background and hence obscuring an accurate madfiger. errors and are errors caused by the user gakin
a mistake. System errors are the same across ealppplications but user errors differ between the
applications. Two types of user errors are comnuoallt of the applications, these are: calibratiorors

and out of view errors

Calibration errors were recorded if the user hi&drtfinger in the incorrect place and initiatedadibration
request, hence inputting a part of the backgrounidamrrect part of the finger. Out of view err¢@VE)
were recorded if the user moved their finger ouhefview of the camera hence causing it to loedrtck

of the finger and giving a false positive resultnor result at all to the application. It shouldrmed that
the users were told not to move their fingersautiew and an OVE was recorded by the system en th

phone.
6.3. Tasks

Three applications were created whose subtasks baged on Folegt al's taxonomy of subtasks (as
discussed in Section 2.3.4). These applicationg werated to test the usability of each type darattion

in each task and acquire feedback on the new fimgeraction technique. All applications were eqag
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with the ability to accept both key presses frora Keypad and coordinate updates from the camera in
order to compare the standard keypad interactichmique with the finger based interaction techniduee

three different applications are discussed in tlewing sections.

6.3.1.Steering game

A steering based game was developed to test thensys relation to quick reaction based movements
which are seen in many mobile phone arcade styleegasuch as Snake on Nokia phones (Nokia, 2003).
This task falls within the position subtask of Roéetaxonomy in that the user must move the poitder
catch the falling blocks. This requires the usepdsition the pointer in one dimension to catchhtoeks.

The game involves the user moving their fingeratele objects falling from the top of the screen.eWilan
object is caught it changes colour, is reset aedsttore increased. Figure 6.1 illustrates the gaaneg
played using the finger interaction technique. Tker has caught three of the targets which havegeta
their colour to white and are no longer worth psifithe user must now try and catch the left mogetao
reset all the targets. The right most target hashed the bottom of the screen and is in the psooes

being reset as shown by the faded yellow blockatadp right of the screen.

Figure 6.1: User playing the steering game. The afipation is tracking the darker part of the finger and is hence tracking the lower
part of the finger on the screen.
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To succeed in the steering game the user must ebeniple game. In order to carry this out the usgestm
catch 15 blocks. Once they reach the designatee $ioe task is ended and a success (1) is recdided.

user gives up, a failure (0) for the task is reedtd

The internal timer started when the pointer wasvdran the screen, after the calibration processeQine
required number of blocks were caught (or score acageved) as specified in the task brief (see Adpe
A) the timer was stopped and the log of the time @mor values written to a file.

User errors in the steering game were limited tly @alibration errors and out of view errors ass&rm
cannot be penalized for slow reflexes or loss ofcemtration. However the number of blocks missed by
the users were counted for both the keypad anefimgeraction technique runs on the task. Thiyidex

a comparable way of recording how many errors \geréormed for each interaction technique.

6.3.2. Target Acquisition

This application was designed to test the navigati@ability of the finger interaction technique.i3 ltask
falls within path and select sub tasks. The usestrmove (create a path) the pointer in two dimersi@an
important difference from the steering game anddtiional gestures task) from one block to the other
given order. The user must also acquire each hitmakove on. By moving and acquiring blocks the user
emulating acquisition, whether it be in menus,iméé browsers or applications. Four Targets aregolan
the screen at equal distance from each other. $&emust then move their finger to acquire eadjetasn
the screen by hitting the target with the pointea iclockwise order. Figure 6.2 shows the targpliegtion

in progress.
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Figure 6.2: User using the targeting application. Tie user is moving their finger away from the blockhey acquired in the top right
shown in white. The three yellow blocks have not lem acquired by the user.

To record a success users must use their fingeawdgate with the keypad to acquire four equallgcsal
targets on the screen. Once all targets have bapnred a success is recorded. Figure 6.3 shoveeis u
path through the target acquisition applicatione Tiser starts by selecting the top right block.yTtmen
move in a clockwise order to select the bottomtrithottom left and finally top right. The user dosst
have to carry out all these selections in one clae& movement. They can move to and from the cehtre

they wish, as shown by the red path.

To succeed in the target acquisition task the osest complete the required amount of selectionthén
correct order. Once they reach the designated nuofbselections the task is ended and a success (1)

recorded. If the user gives up a failure (0) fer thsk is recorded.

The internal timer started after the user preseeddK button to calibrate the colour of their fing®nce
the required number of blocks specified in the thskf (see Appendix A) were selected the timer was

stopped and the values written to a file.
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3 s 2]

Figure 6.3: A sample user’s finger path using thearget acquisition application. Starting with the t right target the user selects all

target in a clockwise order. Both the red path andlue path are considered successes

Additional errors were recorded if the user acquitee targets in an order different to the oneestat the
task brief. These are classified as user errorsaarslich were not errors caused by the systemrimus e
caused by the user’s lack of concentration in ustdading or completing the task. The main erroiested
to the interaction technique are the amount ofteegits the user needs before the block is regsiase
selected (see figure 6.4). If the user misses ekldmd needs to reverse direction to acquire it thes is
recorded as a reattempt. However if the user pause®ves their finger back upon itself when natsel
to a block and hence is not trying to select albtben this is not counted as a reattempt.

Figure 6.4: An example of a reattempt at acquiringa block. The user has overshot the block and had tmacktrack

~ T4 ~



CHAPTER 6 — USER STUDY

6.3.3.Directional Gestures

An application was created to test simple gestased interactions. Directional gestures are gestused

on touch screen devices (Lin, et al., 2007). Thgestures also emulate the way in which the useddvou
use current keypad based interaction techniqueth@mobile phone, such as scrolling through a &et o
pictures, or scrolling down a menu. This task falishin the pathing, select and gesture (Reimann &
Paelke, 2006) subtasks of Foletyal's (1990) taxonomy because the user must utilizesfiggstures either
from left to right or right to left in order to mewhe blocks. Smaller gestures to the middle ottdreera’s
field of view select the blocks. The user is présenvith a screen containing a series of coloutedks. In
order to move to the next block the user must ntbeg finger from the left of the screen to thehtigo
move to the right hand block, or from right to leftmove to the left hand block. Figure 6.5 shoesuser
with their finger to the right of the screen aneé tilocks scrolling in that direction Similar to teeeering
game the user is limited to one dimension. Unlike $teering game the user must also take into atcou
selection and pathing of the gestures. The intetingr started when the user pressed the OK key to
calibrate the colour of their finger. Once the sate of blocks specified in the task brief (see&xmix A)
had been completed the timer was stopped andrtieand error values were written to a file. Regpem

errors were monitored by an observer, all othesrsnwere recorded internally.

Figure 6.5: User using the directional gestures apigation. The user is moving the blocks to the righ
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Task success (1) was recorded if the user completedesignated number of block selections. Faildye

was recorded if the user gives up.

Additional errors in the directional gestures agiion were recorded if the user motioned a gestutke
wrong angle. For instance the task was to useigerfto move a set of coloured blocks eitherdeftight.
If the user moved their finger in a vertical motimstead of horizontal then this was considered aser
error. If the user overshot a box they were tryimgelect then an overshoot error was recordedu&i6.6

shows the user having to backtrack to select arequa

Selection Area Selection Area Selection Area

| ] | | | |
EFEETE EEN
—— — —

(@) (b) ()

Figure 6.6: In (a) the user is moving the blocks fewith the intension of selecting the green squarby making it come to rest between

the two lines. (b) shows the user over shooting thiees and having to backtrack to the right to findly select the square in (c)
6.4. Methodology

This study used a repeated measures design (vetiiject design) which means that all participargsew
tested on both interaction techniques (Love, 2005prder to negate order effects arising from ficac
(i.e. user's becoming familiar with the system aftesir first use and hence biased results aresgedifor
the second interaction technique) the sample afsusas divided into two groups using a Latin Sgsare
Design (Cairns & Anna, 2008). Table 6.1 displays ty in which two users were divided into two
groups and tasks assigned to them. One group adsedsbn the keypad interaction technique and tihero

on the finger interaction technique.
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Table 6.1:A Latin Square with three different tasks. Thisais example of two users, one in group i and ongraup ii. A random

selection of tasks is presented.

Group First Task Second Task Third Task
i (Keypad First) Steering Garr(Keypad Target Acquisitio Directional Gesture
Steering Game(Finger) (Keypad) (Keypad)
Target Acquisition Directional Gestures
(Finger) (Finger)
ii (Finger First) Target Acquisitiol Directional Gesture Steering Garr(Finger’
(Finger) (Finger) Steering Game(Keypad)
Target Acquisition Directional Gestures
(Keypad) (Keypad)

The independent variable is the amount of errorfopaed by users. Outcomes caused by the indepéenden
variable, known as dependent variables are twofitly the user's speed of performing the tasks i
dependent upon their comfort and ability with thrgér interaction technique. This is the first quitative
data that is recorded. Secondly the user's attitadé overall satisfaction with the finger tracking
interaction technique is in question and their oeses are recorded to ascertain the overall acuapta

the new interaction technique. It is important taenthat this second dependent variable shouldaot
underestimated in its importance. While user’'s rpayform some tasks much faster using the finger
interaction technique, they may not be comfortaisieg this technique and hence would not want éoits
This is especially true of new interaction techmigon mobile phones as the user will often be ufiag

device in a public area, sometimes on the movenaagdfeel that the workload is too high.

6.4.1. Apparatus
This study required:

» The development of three applications on the mopllenes using the two different interaction
techniques

» Creation and setup of the speed timings for theraation techniques. These were recorded with

internal timers.
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» Development of the questionnaires which would gattee information after the tasks were
completed (see Appendix A). These give the useqerence and how they felt when using the

system.

Two questionnaires were developed. The first waethan the NASA — Task Load Index (TLX) (Hart &
Staveland, 1988) which is designed to gather in&dion after each task was completed. This questioan
gathers information based on six categories of taakl, these are: mental demand, physical demand,
speed, success, work load and difficulty. It caesif six questions, each addressing one of théask
load categories. Below each questionnaire was extsah for the user to specify which technique they

preferred (Finger or Keypad) and a space for artiaén comments.

The second questionnaire was based on the Usedul8asisfaction and Ease of Use (USE) questionnaire
(Lund, 1998). This questionnaire was chosen becdusealyzes usability metrics and not performance
metrics like the TLX questionnaire. Three Systenahilgy Scale (SUS) questions were also migratéd in
the USE questionnaire into the relevant sectioaset) on the results shown in Tullis and Strets0042

The USE questionnaire contains four distinct categopthese are: usefulness, ease of use, easaroing

and satisfaction. Usefulness included questiontherdesired efficacy of the finger interaction tacjue

and whether the user thought the technique would #zem time. Ease of use included questions on the
user friendliness and whether the user could usghbut instructions. Ease of learning include@sfions

on how quickly the user learned to use it and wérethey thought other people would be able to léarn
easily. The satisfaction category included questitocused on how fun and pleasant the interaction
technique is. Questions were ranked using a 7 kett Scale. There were 7 questions in the usefs
category, 11 in the Ease of use category, 4 inBhge of learning category and 6 in the Satisfaction
category, with a maximum attainable score in eaddtien of: 49, 77, 28 and 42 respectively (higteer i
better). Those questions which were not positive tmeir scores inverted when they were tallied.hEac
category section was tallied and converted intoeecgntage for comparison. This allowed the four

categories to be compared. This questionnaire agltestions only about the finger interaction teghei

The study required a mobile phone capable of paifag the finger based interaction tasks and theidNok
N95 was used for the prototype applications. Thelystalso required certain environmental conditions.
These were in a room lit by fluorescent lighting8aEV and on a simple grey background as this was

shown to be the environment in which the systenedh& most accurate results (see Section 5.2.1).
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A suitable location was chosen and the lightinget@svith a light meter to ensure the system wouwldfail
due to it being too dark or the background envirentrtoo complex. The following section details the

participants who were chosen to take part in tlee study.

6.4.2. Participants

Numerous researchers have said how many partisig@uld be user in a user study Faulkner (2003)
suggests 10 to show 95% of user errors. Tullis &tedson (2004) conducted a study which used 123
participants to evaluate a pair of websites usivg different usability questionnaires (SUS, QUCKUQ,
Microsoft Product Reaction Cards and their own tjoesaire). Once completed they took random
samples between 6 and 14 to analyze the perceatri@ct conclusions based on the full sample Jikey
showed that at 12 participants some of the quastioes had peaked (SUS, QUIS) with the others only
increasing by two to five percent at a sample siz&4. Hence twelve participants were chosen whiewe
familiar with using mobile phones. Users were alsed to interacting with applications or gameshart
phones and had at least five years experience doinBarticipants were of varying ages betweenteggh
and thirty which is the age group with the highgshetration of camera based mobile phones (Wirefly,
2008). Six male and six female participants wetecsed to give a full representation of users. Tokeur

of the user’s skin is important in relation to theckground being used. A user with darker skin tmaye
problems when using the system in a dark enviromnnf@milarly a user with lighter skin colour in an
environment with many reds, pinks and whites wallise the system problems in distinguishing theefing
from the background (see Section 5.3.2). Hence caraledistribution (6 dark, 6 light) of people with
differing skin colour was attained in order to a&st@ a representation of user’s finger colours wioala/

use the system.

6.4.3.Procedure

Participants were evaluated separately using aorarmtdering of tasks to negate any possible fantilia

or practice between interaction techniques. Thégyaant was first given a session brief which ecoméd

an explanation of the system, the goals of the sty and how to work the finger interaction tagoe

and how to switch the application to using the legsee Appendix A). They were then asked to sign a
consent form in accordance with the Rhodes Unitseeghics guidelines (see Appendix A). The paracip
was then given a brief demonstration of each ofajy@ications and shown how to calibrate the sygtem
recognize their finger. The participant was thewegi a chance to briefly experiment with a practice
application in order to become comfortable with Wy in which they held their fingers in front dfet

camera. The practice application tasked the ppants with moving their finger between two obstadte
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draw a figure of eight and use the keypad to aehtbe same goal. Users took on average two mimutes
this preliminary task. Once the participant was faytable with the finger interaction technique awaild
easily trace the figure of eight the evaluationaregrhose who were chosen to use the finger irtterac
style first were given the phone with a random egagion initiated. For example assuming the appbce
chosen were: the directional gesture applicatiost, fsteering game second and target acquisitiodh, tine
session would have continued thus: The directigeature application was started and handed togée u
They were then asked to select the sequence dkbtmdlined in the task brief. Once this was cortgule
the application was changed to use the keypad hedsame sequence of directional gestures were
performed. The final results were time on task, amaf overshoot errors and system errors. These we
either written to file by the system or noted bg thbserver. Once the task was completed the user wa

given the TLX questionnaire, preferred system agriegal comments for the task(see Appendix A).

The second application was the steering based géheeuser was asked to catch 15 blocks (acquire a
score of 1000). Their run through the game wasdimed the number of blocks the users missed and
caught were also recorded. Once the user had ctedgleeir first run in the game it was reset arelubker
was then asked to use the other interaction teakrtig again get a score of 1000. The final resflthis

test were the amount of catchable blocks missed; @W time on task. Once the task was completed the
user was given the TLX questionnaire, preferredesysand general comments for the task (see Appendix
A).

The third and final application presented to therusas the target acquisition application. Usersewe
asked to select the objects in a clockwise ordetisg from the top right. As the user moved tligiger to
each of the blocks it would change colour lettihgnh know that it had been selected. Once the tiop le
block was selected (the last block in the clockveisguence) all blocks would reset to their defgeilow

and the user could continue. The user would coatinith this process until they had completed iefiv
times. Once this was completed the application ne@ast and switched to accept input from the keygrat

the same sequence of five clockwise block acqaisstiwas performed. The final results captured ey th
observer was time on task, OVE and amount of negtt® at selecting a block. Once the task was
completed the user was given the TLX questionnaireferred system and general comments for the task

(see Appendix A).

Once all tasks were completed the user was givenUBE/SUS questionnaire. Once this had been
completed the user was asked if they had any atiraments on the finger interaction technique, ifhexy

were asked to write it down on the paper provided.
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6.5. Results and Discussion

Each of the three tasks generated four sets oftseSiese are:
* The time taken on each task,
* The amount of misses and errors,
* TLX score based and
* which of the interaction techniques the participamaferred.

Task success is not presented as all users weressiial in completing all of the tasks they wenreegi No
difference was found between users with differdimt solours and so will not be discussed in relatio
the results..

This section will first look at the time it took&1s to complete each task, followed by the amotietrors
generated by the user when using the keypad aidfitihgers. This is followed by the task questiomea
TLX results and the sub categories for each otdkks. Finally the USE/SUS questionnaire resultsbei
presented and discussed.

6.5.1.Time on Task

The Time on task data is presented in Figure 6paited t-test was performed to determine if theesew
any significant differences between the keypad famger interaction data. No significant differengte=
2.02, p =0.039df = 11) was found between the keypad and fingerthHertarget acquisition task. No
significant difference (t = 1.77, p =0.06f,= 11) was found between the keypad and fingerHfersteering
game. A significant difference (t = 2.65, p = 0.682= 11) was found between the keypad (27.8) and finge
(46.02) interaction times for the directional gestutask.
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Figure 6.7: Time taken to complete each of tasks

6.5.2.0Overall Errors

The overall errors are presented in Figure 6.8r @gers were not included. A paired t-test wasgrered
to determine if there were any significant differes between the keypad and finger interaction deta.
significant difference (t 5.6, p <0.001,df = 11) was found between the keypad (0.42) and fing@5(4in
the target acquisition task. No significant difiece (t = 2.004, p = 0.08f = 11) was found for the steering
game. No significant difference (t = 1.8, p = 0.065 11) was found for directional gestures.

As can be seen in Figure 6.8, in the target adiunstask users performed on average 0.4 errorsawhe
using the keypad. The finger interaction technigoered on average 4.25 errors per user. The anebunt
blocks missed in the steering game were countecaraverage a user using the keypad missed 179lock
whereas when using the finger interaction technitu@5 blocks were missed on average. Errors redord
in the directional gestures tasks occurred 0.38giper user when using the keypad and 2.92 tinmrasspe

when using the finger interaction technique.
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Figure 6.8: Number of overall errors within each ofthe tasks

6.5.3.TLX Score

The TLX score is presented in Figure 6.9. Thereewsx questions, each out of ten with the maximum
possible score being 60 (higher is worse). A patregbt was performed to determine if there werg an
significant differences between the keypad andefingteraction data. A significant difference (263, p
=0.02,df = 11) was found between the keypad (17.58) ancefi@7.1) for the target acquisition task. No
significant difference (t = 0.7 , p = #if = 11) was found between the keypad and fingerHerdteering
game. A significant difference (t = 2.8, p = 0.088= 11) was found between the keypad (15.5) and finge

(27.1) interaction times for the directional gessitask.

Summing up the questionnaires gave scores for thettkeypad and finger interaction techniques within
each of the tasks. All questions were positive tjoles except for number four (the question scors wa
inverted when tallied), hence a higher score iss&dhan a lower score. Figure 6.9 shows that usetse
target acquisition task gave the keypad a betteresthan the finger interaction technique. The ding
interaction technique scored similarly in the dil@tal gesture task. However the finger interaction
technique did achieve the same score in the sgegame as the keypad, which is an improvement when

compared to the other tasks.
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Figure 6.9: The average mean score of all three ties

6.5.4.Preferred Interaction technique
Figure 6.10 shows the amount of users who prefeored interaction technique over the other. 58% of

users preferred the keypad to the finger interadgchnique in the target acquisition task. 75%hefusers
preferred the finger interaction technique to tleggad in the steering game. This is the only tabkres
finger interaction was preferred by users. A larggority of users (75%) preferred the keypad tofihger

interaction technique in the directional gestuesskt
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Figure 6.10: The percentage of participants who piferred one interaction technique over the other

6.5.5. Target Acquisition

The Target acquisition sub categories of the TLXdjons are presented in Figure 6.11. Each category
corresponds to one of the questions in the quesion A paired t-test was performed to determiiieare
were any significant differences between the keyguadi finger interaction data. No significant diéiece

was found for mental demand (t =1.5, p= @5 11), physical demand (t =0.7, p =05~ 11) and speed
(t=0.4, p=0.7df = 11). A significant difference was found for sussdt = 4.29, p= 0.002Jf = 11)
(keypad: 2.9, finger: 5.4 ), work load (t = 4.4% @.002,df = 11) (keypad: 3.1, finger: 5.8 ), and difficulty
(t=3.86, p= 0.004df=11) (keypad: 2, finger: 4.6) .

Observational comments made by the observer dtlmgser study noted that this task was the tasisus
struggled with the most. Moving in two dimensioeemed to increase the dexterity required. This beay

due to the fact that the user is simply uncomfdetabith the way in which their hand must be heldront

of the camera. Other tasks only required left aglt movement which is easier than moving up angrdo

as well.

The target acquisition task was scored seven puwiotse than the keypad on the TLX questionnaireckvhi
is a 12 % difference. For the finger interactionht@que the average time on task was only 4 seconds

slower, this can be accounted for by the averageuabof times the users had to double back (4.&eta
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missed per user) to select a block because theyriegkd it on the first attempt. The keypad exhibia
very low error score of only 0.42 targets missed yser. The t-test showed that there is a sigmifica
difference between these values. This is due toliserved difficulty users had in moving their fangn

two dimensions while keeping it parallel to the emanlens. One of the users who preferred the finger
interaction technique to the keypad in this task gmarked that the finger interaction technidieas
more frustrating. Unlike the keypad where the user could move gtraight line with very little effort, the
finger interaction technique required a high lesketoncentration when trying to move from one tartge
another. This is exemplified by the significantfelience between user's mental demand when using the
finger interaction technique and the keypad (sepiriéi 6.11). With the keypad the user simply had to
keeping pressing one direction button. This is edmd by one of the users who remarked that “Moti
seems faster with the finger but | kept on having@blem at a corner”. While the user could mowrth
finger between objects at a much faster speedalctuitting the target produced more difficultyrfthe
user as they struggled to get the pointer to latténgets. Fitts’ law can be applied to this dmo@ecuracy

to try an understand why users had difficulty adggi the targets with the finger interaction tecius.
Fitts’ law (Fitts, 1992) describes the time it take acquire a target with a rapid aimed moveméfiten
applied to user interfaces on computers Fitts’ am be used to describe the time it takes to asquir
button or in this case block with a pointer or aursTargets which are further away or smaller resi
require more time to select than targets whichcloger. So speed is directly proportional to accurdhe
finger interaction technique allowed users to gdlee blocks much faster than they could with teggad
and this lead to the decrease in accuracy, aglsbgtd-itts’ law. Users would quickly move their dier
across the screen and on many occasions missdblkesbMWith the keypad technique they had much more
time to line up and correct the path of the poimtgh the blocks. The drop in accuracy could alsalbe to

the sensitivity of the finger interaction techniquiecould also be due to the lack of tactile femdbthat
users are used to when selecting something wittkeélgpad as some users took a few seconds to negiste
that the colour had changed and they could movéoaihe next target. If the amount of errors can be

reduced then the time would improve and may evepess that of the keypad.
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Figure 6.11: Average subcategory scores for the tget acquisition task

Looking at the keypad interaction technique, upeeserred it and it can be seen that the fingesradtion
technique performed below average with 42% usee$eping it to the keypad. This however is still
promising and with further work (see Chapter 8 Quse style interactions with the camera and finger
could surpass speed and accuracy of mouse stgiaatibns implemented using the keypad. As noted by
Yamashitaet al. (2007) moving from one type of interface to anothwfamiliar one shows worse

performance stats.

Many of the comments for this task expressed reseoptimism for the technique. Comments tended to
say that if one thing (such as practice time, $ityiand so forth) was changed then this techaiguwuld

be better. For example on user remarkethink that if | had more time to learn and gesed to the
camera technique that it would have been easiens®’ and “I would prefer to use the camera if it
followed your finger better” Another user noted after they selected that pgreferred the keypad for this
task: “although the camera was more entertainingllluding to a lack of frustration with the finger
interaction technique but still preferring the kagp Interestingly a user who selected the fingeraction
technique as their preferred means of interactiothes task said that théfreferred camera because it is
novel even though more frustratingfommenting on the fact that even though they waster and

ultimately preferred the finger interaction techregthey still experienced some frustration whicls wat

~ 87 ~



CHAPTER 6 — USER STUDY

present with the keypad interaction. Showing thanethough some users preferred the finger interact

technique they still were not completely satisfigth it.

6.5.6.Steering Game

The steering game sub categories of the TLX questaye presented in Figure 6.12. A paired t-tes wa
performed to determine if there were any signiftadifferences between the keypad and finger intenac
data. A significant difference between the keypad finger was found for mental demand(t = 3.74, p =
0.11,df = 11).No significant difference was found for plogdidemand (t = 0.4, p= 0.d@f = 11), speed (t =
0.9, p=0.4 df=11), success (t =0, p=df=11), workload (t = 1.1, p = 0.8f = 11) and difficulty (t =
0.44, p= 0.6df = 11).
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Figure 6.12: Average subcategory scores for the stiéng game

In the steering game the finger interaction techaigeceived the most favorable score out of theethr
tasks. As will be seen this is the one task whieeefinger interaction technique received the maositjve
comments and scores. It also achieved better tandserror rates. However it is important to notat th
participants still felt as comfortable with the kag on average giving it the same scores as tlgerfin
interaction technique. This can be attributed tersidoeing familiar with the keypad and not the d¢ing
interaction technique (Yamashita, Barendregt & Moyt2007). 75% of the participants said they would

rather use the finger interaction technique thankiénypad. During the user study users could posttie
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pointer much quicker than they could with the kedigdsers also seemed to be having much more fun wit
the finger interaction technique, with many contiguto play the game even after the timer had been
stopped. Most of the participants said they woully ghe game again. Looking at the sub categories
(Figure 6.12) shows that users experienced a higtegrtal demand and slightly higher physical demand
when using their finger, this in turn leads to timger being scored as slightly more difficult anaving a

higher work load than the keypad.

The time taken on this task was much faster foffitigeer interaction technique recording an 11.88sd
gap with the keypad. It can be seen that the amotimisses is also lower for the finger interaction
technique interaction technique with it scoringaarage of 14.25 blocks missed and the keypaddigpr

17 blocks missed per user.

The reason the steering based game is more switdtke tfinger interaction technique is because ef th

analog way in which the user can control the pointe

All the comments on the steering game were positiaers preferred the speed with which they could
catch the falling blocks. One user remarked tffdte keypad took more effort than the cameraid
another commentedKeypad too slow. Camera worked faster but took sdime to get used toivhile
another said they preferred the finger interactemmnique because oflaetter scroll speed’ Even though
users had some problems getting used to the finggaction technique they still preferred it otiee well
established keypad interface. Tasks well suitedralogue input such as steering games would benefit

from the finger interaction technique.

6.5.7.Directional Gestures

The directional gestures sub categories of the fuXstions are presented in Figure 6.13. A paitedtt-
was performed to determine if there were any sicgit differences between the keypad and finger
interaction data. No significant difference wasrfduor mental demand (t =2.18, p= 0.@6,= 11),. A
significant difference between the keypad (1.8) inger (4.3) was found for physical demand (t %3
=0.009,df = 11). No significant difference (t = 1.02 , p 30df = 11) was found for speed. A significant
difference was found for success (t = 2.37, p=,005 11) (keypad: 2.2, finger: 4.5 ), work load (t 272,

p= 0.03,df = 11) (keypad: 3.1, finger: 5.5 )and difficulty£t2.62, p= 0.03df = 11) (keypad: 1.6, finger:
4.4).
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Figure 6.13: Average subcategory scores for the dictional gestures task

The camera interaction technique scored badlyenTibX questionnaire. This was also the task whieee t
keypad achieved its best score. This leads toattyest disparity between the keypad score andirigerf
interaction score. It was observed that the task significantly easier to conduct with the keypadtlze

left and right movements of the blocks related wellhe left and right buttons on the keypad. Thiturn

lead to users quickly completing the task taking awerage 27.76 seconds as opposed to the finger

interaction technigue which took on average 46di®1ds to complete.

The ease of use and speed with which the user emddhe keypad in this task is reflected in thie su
category scores in Figure 6.13. The finger intéoactechnique is significantly worse for all sulegdry
scores except for mental demand and speed. The lovadkfor this task is especially high for the fng
interaction technique with the score averaging.atdat of 7, the highest in all tasks. All othetegories

which show a significant difference scored simiylarith the keypad far outperforming the camera.

The user comments for this task were mostly negabome users complained about the sensitivithef t
pointer when the finger was being tracked sayireg the“speed factor made the task longedhd“the
pointer was slightly jumpy”These comments highlight the fact that this tasls fairly trivial but was
being slowed down and complicated by the fingegranttion technique. It is important to note thatse

tasks such as this one which is a straight forvemidction task such as that used in a menu orrpictu
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gallery is better suited to an interaction techeigehich mirrors its simplicity (le keypad). In time as the
user becomes more familiar with this camera bagpd of interaction they may wish to use it for ¢
sorts of tasks exemplified by one user who comntetibat “In time | might even prefer the fing
interaction technique. It minded me of early experiences with the mouse @aaytl prefer mouse owv
arrow keys”saying that when they first started using a comphéal difficulty with the mouse but nc
they prefer it over using the keyboard for navigiat

Three users did prafehe camera to the keypad with one saying thattédohnique i “Novel and
entertaining to use This user also achieved good scores in all #s&g and took to the technique quicl
This is positive because the user quickly surpasisedhitial difficulties of the task and could get down
focusing on the task and not how to use the intera¢echnique However it must be concluded that

finger interaction technique in its current forrmist well suited to directional gestut

6.5.8.USE/SUS questionaire

The final questionnairésee Appendix A) is broken into four categoriesnaly: usefulness, ease of use,
ease of learning and satisfactidfigure 6.14displays each of these categories as a perce of the
maximum possible scorélsefulness scores 63 % . Ease of use is slightigi@coring 60.6% on avera(
Satisfaction scores in the upper sixties with 66.6Be highest scoring category of the interac

technique is ease of learning, with users scotiag 75.3%

Usefulness %
100

Satisfaction % 66-6% Ease of Use %

Learnability %

Figure 6.14 Usefulness, ease of use, ease of learning ands$attion for participants using the camera interation technique. Higheris
better
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Usefulness, ease of use and satisfaction all stonéarly in the low to mid sixties. Ease of legnag scores

the highest of the four, at 75.36%. At first thessurprising as many of the users initially had sdrauble
with the finger interaction technique, but as tpiestionnaire was given to the user after all #s&d were
completed, they had had ample time to learn anénstahd how to fully use the technique, hence ifle h
score. The next highest scoring category was aatieh, with users scoring this category at 66.6%s
means that users found the satisfaction of theesystbove average, agreeing in part that they etijoye
using it and would recommend it to others. For$askch as games this category would need to sodee g
high in order to be effective as the user needga level of satisfaction with the interaction tedue to
fully enjoy the game. A game or steering basediegipbn should not make the user concentrate on the
interaction technique to the detriment of the acapgplication’s content (Wisniewski, et al., 2005his

would mean that ease of use which scored 60.6%dadsb need to be improved for these sorts of tasks
6.6. Summary

This chapter has presented a user study which arzducted to ascertain the user experience thrdugh t
use of three tasks based upon Foley’s. The fisk t@as the target acquisition task which assedsed t
user’s ability to interact with the mobile phonangstheir finger as a mouse style pointer. The ding
interaction technique scored slightly below thepgayin all performance metrics but still showednpise
with regards to future work. The second task wasstieering game. This task was the only task winere
finger interaction technique outperformed the ke&lyjpa some of the performance metrics. Users gave
favorable comments after playing the game and 76%em preferred the finger interaction technigoe t
the keypad. The final task was the directional west task which asked users to navigate three aou
blocks either left or right with the ability to set the desired one. The keypad far outperformeditiyer
interaction technique because of the simplicityhef task which was well suited to simple left amghtr
button presses and not the gestures utilized bfiriger interaction technique. This leads to theatasion
that simple tasks should utilize the simplest mtéon techniques, in this case the keypad asitigerf

interaction technique presents too much overheduketaser.

The final part of the user study presented thegjpants with the USE/SUS questionnaire made ujowf
categories. These categories contained questioith wkalt with usefulness, ease of use, satisfactic
ease of learning. Users scored these questions7opoint Likert scale. The results of this questiaine
revealed that ease of learning was the highesinggdollowed by user satisfaction and usefuln&sse of
use scored the lowest. These results showed tleattbe user had used completed the user studyfeliey
comfortable and satisfied enough to score easeanfing and satisfaction as the highest.
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The final conclusion of the user study is that siteebased tasks and games are well suited toirtigerf
interaction technique. The keypad interaction tegpa is well entrenched in mobile phone users and i
well suited to simple tasks and navigation like theectional gestures task. The data gathered figm

target acquisition task shows promise but moresuseaferred the keypad.
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Chapter 7 Discussion

This chapter presents a discussion of the camesaddanger interaction technique in relation to ithigal
problems described in Chapter 1. A look at the wawhich the finger interaction technique relates t
other implementations in the mobile computer vidiefd is also presented. The results obtained ftioen
user study are examined in terms of the overalbilisaof the finger interaction technique. Finally

discussion on mobile applications and games inioglship to the finger interaction technique isgeneted.
7.1. Discussion

This study aimed to investigate the use of the lophone camera as an interface for interactive
applications, most notably as a substitute to tegpad in steering based tasks and mouse based
interactions. The main reason for this interactechnique was to alleviate the restrictions impdsgthe
keypad interface currently found on mobile phot@sclusion when using touchscreens was also a proble
this study aimed to solve. Touch screens can badf@n some high end mobile devices but they are
limited to these high end handsets. However, casnema be found on the majority of mobile phones and

present the potential of touchscreen style gesamdsnteractions without the problem of occlusion.

Many mobile computer vision studies were explomedhapter 2. Across all these studies it was \asibl
that mobile computer vision was possible and cdutddeployed to mobile phones. Back-of-device
interactions were shown to not obscure the smaedlescpresent on mobile phones (Baudisch & Chu, 2009
Various optical flow and motion detection algorithiwere examined and a thresholding algorithm was
selected with the intent of deploying it onto a NMoRN95 smart phone. The algorithm used no pre
processing and implemented a search square. Taishsequare allowed increased frame rate without a
decrease in accuracy. The lack of pre processirggadaantageous in the increased framerate it allowe
This enabled real time feedback to be given touker which is important in computer vision systems
(Moeslund & Granum. 2001). The main drawback ofrthdtiband thresholding algorithm was its inability
to distinguish between colours if they were witthie same threshold, regardless of whether they paate

of the finger or not. This would lead to low acawyascores if the finger is the same colour as the
background which are most notably dark lightingditbans or finger colour backgrounds. So the finger
interaction technique would work in many officesldromes with adequate lighting but could not corapar

to a backlit keypad in the dark, this limited threaunt of locations it can be used in.
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Moeslund and Granum (2001) categorise computeorviapplication: surveillance, control and analysis.
The finger interaction technique described in thisses falls within the control category and thienpry
performance requirements (and their ranking) ofoatrol system are from least important to most
important: robustness (0 or 1), accuracy (1) aregd2). For this study it was decided that robesgrwas
an important consideration because of the portahiere of mobile phones and the different enviramsme

they are exposed to. Hence robustness was raffketbg with accuracy.

Chapter 4 addressed the issue of speed within @ot@ystem and because it is the highest rankest mo

important problem a series of benchmarks were peadd to identify the fastest API. It was found that

C++ yielded the fastest results for all tests wathramerate (10 FPS) above the minimum frame rate
suggested in the literature of at least 6 FPS (Betal., 2003). The main disadvantage of using G+that

it is limited to a small subset of handsets, i tase those with Symbian S60 installed. It sebatsthere

is still a need for a software interface which dan deployed onto the majority of handsets with the
capability of providing real time tracking. Javaosls promise but is by no means ready to provide

widespread real time camera tracking interactions.

It was unfortunate that Java did not provide a wmwpccess the viewfinder stream like Python (using
wrapper to NokiaCV) and C++ do, as Java showed gingiscores throughout the experiment and has the

highest deployability across mobile phone platfarms

Chapter 5 addressed the accuracy of the systent aag shown that the finger interaction techniguses

not limited to a single lighting condition and bgotund but could be used in the portable mobile
environment and could adapt to differing conditioRsom this it was shown that the finger interactio
system was robust enough to be used in a mobileommvent. Hence the finger interaction technique
fulfilled the three main performance requirementsaccontrol computer vision system (Moeslund and
Granum, 2001). The system worked well in adequdiegnvironments. A user study was then conducted
to ascertain user satisfaction and usability of fihger interaction technique in relation to tharstard

keypad.

The user study presented in Chapter 6 illustragent’si satisfaction with regard to the types of iat&on
techniques. To summarize the user study findingssuaere tentative in accepting the finger inteoact
technique for mouse based interactions with thgefinnteraction technique receiving slightly loveeores
than keypad. Users did not like the directionaltgesstyle interactions when using the finger iatéion
techniqgue and ranked it significantly worse thae #teypad. However users were satisfied with the
analogue steering based input afforded to thenméyinger interaction technique. This was exengdifin
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the higher scores and better comments attractethédogteering based task. These simple steeringl base
tasks can mostly be found in games (Wisniewskal.e2005) and fall into the position section ob&sks
described by Folegt al. (1990). It would be beneficial to revisit Foleyaxonomy to examine where the

finger interaction technique can be improved anénefit would be better to use a keypad.

Each of Foleyet al's (1990) subtasks specify the building blocks ofrdaractive system. Each task in the
user study was designed to examine a selectioombination of subtasks from the taxonomy. Quantify,
text entry and orient were not examined as theefimgteraction technique is not well suited to thesks.
Target acquisition encompassed position and pathibgo dimensions. This task focused on mousedase
interactions. The steering game encompassed positione dimension, focusing particularly on stegri
based interaction. The directional gestures tastorpassed pathing, selection and gestures in one
dimension. This task focused on using gestures th@Hinger interaction technique which is an addito

the Foley taxonomy by Reimann and Paelke (200@udged in Section 2.3.3.

The performance and usability data gathered fragrutters in each of the user study tasks can besdppl

the taxonomy subtasks within each of the user stadks. Table 7.1 shows an overview of each of the
subtasks and how they relate to the three typa@stefactions. Scores are reduced to the two pestem
used by Moeslund and Granum (2001) by the way iichvthey were ranked in the user study with regard
to the finger interaction technique. The Steeriagng was ranked first in the user study and soubtask
position receives a 2 (most important). The taegejuisition task was ranked second in the useysind

so pathing receives a 1 (second most importang. ditectional gestures task was ranked last arttieso

gestures subtask which is unique to this task vesea O (third most important).

As can be seen in the last three columns of Taliledch interaction technique encompasses thes&sbta
which it uses. Analogue Steering Interactions whitdlude position are the most favoured by theding
interaction technique. Mouse Style Interactiondude the two high scoring subtasks but pathindnesed
with the Gestures and Simple Navigation interactechnique which was ranked last and hence a lower
score of 1 is achieved. The final interaction tegha of Gestures and Simple Navigation includesaii
tasks but position. The two subtasks which are umit this interaction technique are both givefitls
leads to the conclusion that simple gestures angja@onal inputs are not well suited to the camntegiaed
interaction technique. The Position subtask is wgelted to the finger interaction technique, whserea
pathing shows promise. Hence the finger interactiechnique is best suited to analogue steering

interactions which encompass the position subtask.
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Table 7.1:Five sub tasks are listed in the first column. Titst four are from Folext al's original taxonomy. Gestures is an addition to

the taxonomy by Reimann and Paelke. The ratingf@ameuser’s ratings, data and feedback in the sisely and are reduced to fit within the

2 point system shown in this table.

Overall Rating Interaction Techniques
Position 2 Analogue Steering Mouse Style
Interactions Interactions
Pathing 1
Select 0 Gestures and
Gestures 0 Simple Navigation
Overall rating: 2 1 0

The following section relates back to the topierafitimodal interfaces and readdresses whetheririgerf

interaction technigue accomplished the goals otimodal systems set using TYCOON.

7.1.1.Finger Interaction as a Multimodal Interface

Section 2.2 presented the various advantages n§ usultimodal input to better the goals of computer
interfaces. Using TYCOON (TYpes and goals of CO@peN) (Martin, 1998) resulted in the
classification of the finger interaction technicage an equivalent or alternate type of interactidms type

of interaction allows for faster interactions arettér recognition by the user. The previous sedimowed
that the finger interaction technique is best suiteanalogue steering interactions, hence onbytijpe of
interaction is addressed for the remainder of tiepter.

7.1.1.1. Faster Interactions

In order to ascertain whether the finger interactiechnique allows the user to interact faster it
mobile phone, the results of the user study mustebgamined. In the three tasks in the user stady n
statistically significant difference was found betm the times it took to complete the tasks orcdmera

to the time it took on the keypad. However the m@ae of the finger interaction technique in theestng
game was 12 seconds faster. This shows that istdeeing game users on average were faster wheg usi
the finger interaction technique than when usirggkbypad. It is also important to note that usesrsehad
many years of experience with the keypad and haygl arfiew minutes of experience with the camera.
Hence it can be said that for steering based ictierss such as those exhibited in the steering géwe

finger interaction technique does allow for fastgeractions.
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7.1.1.2. Recognition

Recognition refers to the ability of the multimodalstem to recognize commands from two or more
modalities. It was shown in the user study redhlis the keypad is well suited to many tasks omtbéile
phone. Simple gestures for instance are easieerforp with a key press than by trying to move ones
finger in small motions in front of the camera.dn instance such as this the user could use thEakeyp
browse a menu or list of objects and then movéedihger interaction technique if they then nesthput
analogue steering based information. This incrélaseaccuracy of the recognition of commands for the
system as it will expect key presses for simpl&gasd camera input for analogue ones not suitedeto
digital keypad buttons. Therefore the finger intéin technique can be said to aid in the recogmiin a

system and satisfies this goal of equivalence.

Both of the goals of equivalence for steering baséeractions were satisfied by the finger inteiact
technique. Another goal of any portable systemoisntrease the amount of time the device can stay
operational i.e. battery life. The amount of powein on the mobile phone is investigated in tH®¥ang

section.

7.1.2.Battery Life

One concern with the finger interaction technigsighe continuous use of the camera and its drain on
battery power. Battery lifetime is an important swleration for new interaction techniques as usaits
respond negatively if there is a substantial dessraa battery lifetime due to the interaction teghe
(Rahmati & Zhong, 2008). A study was conducted bgngkt al. (2006) using their camera interaction
technique. Three tests were run namely: Only keygutide, camera with little interaction and no Hagtk

and camera with exhaustive usage and no powergésatures enabled. Their study showed a significan
drop (from 8 hours to 3 hours on a Motorola v710bi@o phone) in running time when the camera

interaction technique was used.

It is not surprising that the battery life is affied by constant tracking of the camera stream. higleest
drain on current phones is the backlight and connstadio use (Wang, et al., 2006). Hence as inmsan

that these features drain battery power variousep®aving features have been enabled to extenerypatt
life, such as switching off the backlight after ewf seconds of no operation. If the finger interacti
technique were to be widely deployed there wouldehto be the same type of power saving features
deployed as there are for current hardware solsitidhis would allow the finger interaction techreqgio

be widely deployed to many systems and used in rapplications. These applications are discusséukein

following section.
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7.1.3.Deploying the Finger Interaction Technique
The previous sections have shown that the fingeraetion technique can be run on current mobitenph
technology and is usable for certain interactiochtéques. This section provides a discussion on the

various games and applications which could be sweted to the finger interaction technique.

As mobile technology has grown, so too has the denfar more interactive based activities on mobile
devices. This can be seen by the huge growth inntbkile gaming sector (Wisniewski, et al., 2005).
Mobile games are however, limited by both hardwsedormance and the physical size and placing®f th
keypad. Large scale games like those seen on @msold PCs are not possible to implement on such

physically small hardware.

Mobile games would benefit from an analogue int&@fauch as the finger interaction technique. Thiem ma
disadvantage with the current way of analogue fia@rg with games is that the user must press keys
multiple times to try and emulate analogue inphisTechnique of interfacing with games is prominien
arcade games where the user is required to eitluttoh bash’ to achieve a result or to press a&seri
buttons in the correct order at a certain speeattton the required goal. It is however unlikelgttthese
games work well on mobile devices as the keys mnes are not designed to be pressed multiple times
succession at speed. If an analogue interfacequsiresl but the hardware is not available, thenagert
solutions can be implemented, such as holding davutton to increase a value (e.g. hold down up to
increase acceleration at a constant rate). Thigtemnis not very efficient when precise valuesrarpiired

at very precise intervals.

The games that are best suited to analogue integface any games that require fluid movement sisch
first person shooters or racing games. A genreaohas which is well suited to the finger interaction
technique is that of racing games as these exgmiple analogue steering interactions discussedhen t
previous section. It should be noted that the nitgjoff racing games require analogue movement g on
one dimensions with relation to the player i.e. phegyer is only presented with controls to move &fd
right with forward and backward mapping well to tkeypad. Currently key presses are used to initiate
slides and other racing maneuvers which are sefftdio successfully control the vehicle through given
obstacles. However, realistic type games takeaotmunt real world physics and the correspondintigrac

of simply pressing a button (turn steering whed)%Qight or left) would result in failure in morealistic
type of game. This is why a steering wheel or anadogamepad is required for realistic racing sitmhs

on consoles and PCs. While a keypad can provideca dgnterface to a well designed game in two
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dimensions it is however very limiting when movitagthe third dimension (up and down). It can clgae

seen that there are very few if no realistic typegs which are deployed on mobile devices.

As stated by Heumaeat al. (2006) there are various types of advanced gancesdéogy which are coming

to the fore such as thByetoyused in theSony Playstatiorconsole series which captures a gamers
movements and project Natal on the Xbox 360 whrelekis the user’s body as a controller. Hardware
solutions such as the Nokia Xpress-on gaming cpvevide the user with an extended keypad which
makes interfacing with mobile games easier (NoR@2). This however, is still an added extra wiode
must purchase to add to the gaming experience.sUseuld rather buy a dedicated mobile gaming
platform like the Sony PSP (Playstation PortableNmtendo DS than buy specialized hardware foirthe
Mobile Phone. Mobile devices lend themselves beéterasual gaming than the more demanding games

available on specialized gaming systems.

Currently the mobile gaming market is dominatedabgade and puzzle style games (Wisniewski, et al.,
2005). This is because of the keypad and the cosves of the casual game. This is because of tloeiaim

of concentration required when playing games omtbge. Games which are ported from other platforms
to mobile devices and which bear the same name Need for Speed, Grand Theft Auto, Call of Duty,
Fifa, Halo) are almost always changed in genre to suit ttexface and environment (short gameplay on
the move) provided by mobile phones. Realistic iveis of games such as first person shooters are not
suited to the current mobile phone environmenthay tequire extensive multi modal input to proville

player with a realistic interface.

Any recently released mobile phone has the hardiweptay mobile games. Many of these consumers are
not going to spend extra money on such mercharadisthe Xpress-on gaming cover or other types of
peripheral hardware. Using the hardware alreadyladbla as a fluid gaming interface is important foe

user to be able to enjoy mobile gaming without gtiey large sums of money into it.

Games which require pointing devices, a large scmreconvenience of no additional hardware will not
work well at all on the mobile platform (Nokia, Z8)0 The finger interaction technique with furtheonk

could allow for such games (tailored for a smatesa) to work on mobile platforms.

Another category of programs which could benefdnir the interaction technique is that of mobile
applications. These applications form an integeat pf the appeal of mobile devices. The adverfuly

fledged internet and QWERTY keyboards has allowsahps to perform almost all of the functions that a
mobile computer can perform being only limited bgit size and processing power. Mobile applications

range from word processors to web browsers. Athese applications are also limited to the laydua o
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mobile device’s interface. While QWERTY keyboards/é allowed much more flexible character input
mechanisms they are still have the disadvantagbsinfy small and tend to increase the size of éwcd.
The target acquisition task map well to web browseiith further work the finger interaction techmég
could also be used for browsing the internet aygdatocuments. As noted the finger interactionnagpke
and the keypad interact through equivalence sosusauld move a pointer around with their finger and
then conduct simple tasks like turning pages whih keypad if they so wish. Mobile applications can

benefit greatly from a multimodal interaction tetjue like the finger based interaction.
7.2. Summary

This chapter has discussed the finger interactahrtique in relation to the literature supportihgthe
algorithms chosen from said literature and theotsritests which were performed on it. The accueacy
speed tests showed that the required levels ofstobss, accuracy and speed were met. Finally tiie us

study results were analyzed.

The finger interaction technique yielded good resswhen used in steering based tasks. Applicatignesh
use simple steering based interactions will berfed the finger interaction technique. Speed bematks
provided the best platform at current technologiele at the time of the study. Various accuracystes
identified the lighting conditions and backgrounssich work best with the technique. Finally the ruse
study solidified the initial claim that the fingerteraction technique would help steering basemstand

games on mobile phones.

As such the finger interaction technique has metairits goals of increasing user satisfaction asebility

in steering based tasks. The goal of implementegfuges with the finger interaction technique was n
met. Users found the keypad to yield more satigfyesults and as such found the keypad more utizdie

the finger interaction technique for simple direnofdl gestural input. It is unclear whether the gofal
implementing mouse based interactions was met. iloog to the data gathered in the user study the
technique performed at the same level as the kejmadsers in mouse based interactions and target
acquisition. This is encouraging as users were erpjosed to the finger interaction technique fdewa
minutes as opposed to the years of experiencekeipad interactions they have had. However, because
the finger interaction technique did not show anigant difference over the keypad it cannot biel $hat

the goal of implementing mouse based interactiassldeen met. With more practice and some additions
mentioned in the following chapter users could fitng technique more satisfying for mouse based
interactions, encompassing the majority of navagatind analogue interaction tasks performed on Ieobi

phones.
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Chapter 8 -Conclusion and Future Work

This chapter presents a conclusion to the enticument. Focusing on the four main areas of the main
problem this study addressed. These are: the wjabil deploying a computer vision system on mobile
phones, what type of algorithm to deploy and wludtwsare interfaces exist to accomplish this, hoe th
accuracy and robustness of such a system wouldffbetead by changing lighting and background
conditions and whether it is a usable and satisfgghteraction technique to users of mobile phofiéss

is followed by a discussion of the future work whimould lead to a more usable interaction technique

The high level of mobile phone penetration andféts¢ growth of powerful processing potential, a$l ae
problems with current interaction techniques suglo@lusion on touchscreens and lack of analoguet in
on keypads were motivators to explore the deploymém finger based interaction technique on mobile
phones. Drawing on the current literature of coraputsion and vision based systems a finger intenac
techniqgue was designed to be practically deplogethé N95 mobile phone running the S60 operating
system. It was found that there was a need foethemputer vision systems and it was possible pogle
them onto mobile phones. A multiband thresholdilggp@thm was selected because it did not requies pr
processing and scaled well to the pixel streamivedefrom the camera. This solved the first probleim

identifying the viability of deploying a computeision system on mobile phones.

The multiband thresholding algorithm was then eksie three APIs and C++ was identified as the most
viable to implement the finger interaction techmqrhe Java and Python APIs did not perform fast
enough to allow real time interactions. This solubé second problem area of selecting a suitable
algorithm and identifying the effectiveness of emtrmobile phone software interfaces for real tinseial

interactions.

As well as speed the other important factors iromputer vision system are robustness and accuracy.
These were explored through a series of accuraty. tEhese tests showed that the finger trackistesy
was accurate and robust enough to be used in ntlguately lit environments, solving the third pesthl

of whether the finger interaction technique coutdused in various differing conditions.

Finally a user study was conducted to explore #er gatisfaction and usability of the finger intéi@n
technique. The three separate tasks examined unstitestudy showed where the strengths and weasiess
of the technique lie. It was discovered that theteay is well suited to analogue steering basedactiens.

Task times and amount of errors were better thasetlattained by users with the keypad. Comments wer
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also positive for steering based interactions drel rhajority of users preferred the finger inte@cti
technique to the keypad which they had been usinghtich longer than the finger. The finger inteact
techniqgue shows promise for target acquisition modise based interactions but is not suited to gEstu
and simple navigational interactions, these woutdbletter dealt with by the keypad in a multimodal
system. This leads to the conclusion that fingeselanteractions using the camera on the mobileg@ho
are well suited to steering based interactionswgm@mise for mouse based interactions and areictlyr
not suited to directional gestures and simple raiog. This solved the final problem of whetherrgse
were satisfied with the finger interaction techgand whether it was usable by identifying the suiea

which it is.

It was shown that there is a need for new typeswaitimodal interaction techniques on mobile phones.
Steering based interactions were shown to benedin fthe finger interaction technique without the
problem of occlusion or needing to increase the sizzhe device. The keypad on phones is suitetoe
tasks such as simple navigation and combining ithgef interaction technique with the keypad would
create a powerful multimodal interface. The waysvhnich these interaction techniques cooperate bgve
no means been fully explored and there is muchréutvork which must still be done to fully expose th

advantages of vision based interaction techniquasabile phones.
8.1. Future Work

During the user study a few issues with the intewactechnique arose. Firstly the high sensitivafythe
technique caused difficulty for some users as thag the technique was highly susceptible to small
movements. This was especially noticeable in soemple who had shaky hands. Secondly the jumpiness
of the pointer affected some of the users. Thetpoimould sometimes make small jumps to differents

of the finger. This did not affect large sweepingtions of the finger but became an annoyance when i
sometimes occurred when users were making smallfiavements. This chapter presents approaches to

solving these problems as well as some possibnekins to the finger tracking system.

The two issues users had the most problems withthreakigh level of sensitivity and the jumpinesshe
pointer when trying to carry out small movemenksgasihe first issue of sensitivity is closely tiedhow
the user moves their finger. The system draws tietgr where it detects the tip of the finger. kyrbe
that the users were simply not used to working Wirtger interactions that they felt it moved tostarhis
is increased by the fact that the user is receimmgesistance to their finger as the surfacetofiahscreen
would provide. To try and negate this high sengjtia grid could be used to draw the pointer. Thd g

would be updated when the finger is detected inafnte blocks and the block highlighted as in Feggu
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8.1. This would mean that the user must move tteger a much larger distance for the pointer to be
updated.

R —

Figure 8.1: The screen is divided into a grid. Théop of the finger is detected in the shaded blockhis is also the pointer. As long as the

finger stays in this block the pointer will not mowe. As soon as the finger moves to another block tipeinter will then be drawn there.

This would solve both the sensitivity complaint ahé jumpiness issue. However this will decreage th
accuracy as very small movements will not be regest unless the finger moves from one block to
another. This would address both the problem o$iieity and the jumpiness experienced by usersabut

the expense of small precise actions.

In Section 5.3 it was shown that using the systeran environment where the colours change suchmas o
the move or under moving shadow causes a dropcuracy. To help alleviate this problem and extdred t
range of environments the colour being trackeddte changed from frame to frame. As there is dlsma
leeway granted by the thresholding algorithm tHeresce colour could be updated as it changes tivéh
environment. This would allow the system to adapthe changing environment and hence increase the
accuracy. However there may be a problem with awyuif the algorithm detects the wrong colour.
Further research is required into the accurach@flgorithm in dynamic lighting conditions.

While speed was not an issue, as noted in Chaptdesdscope with which the system can be deployed i

limited to the Symbian S60 operating system. A weapclass for Java could be created which has sicces
to the bitmap stream from the camera. This wouldwathe frames per second to hopefully reach an
acceptable level in Java. Coupled with the readerstores achieved in the other speed benchmagks th
system could be deployed to many more mobile deuicat just the Nokia phones which have Symbian
S60 installed on them.
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Currently to use the system an application mustdmed using the finger tracking classes. It wowdd b
beneficial if instead of having to program a newlaation every time the finger interaction techimegwvas
required, the system could be set up to issue Symdmwmmands such &eft andri ght. This would
allow any application to be used with the fingaacking system such as internet browsers and mobile

games.

As noted in the previous chapter battery life ipamant. It would be beneficial to conduct an expent

on how the finger interaction technique’s use ef¢hmera affects battery life.
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Appendix A

Please circle the value you think is appropriateefch of the questions ranked from 1(Very Low})@qVery High)

Steering Game

Keypad Interaction

Camera Finger Interaction

Very Low Very Highl Very Low Very High
How mentally demanding was t
task?

1 2 3 5 6 7 8 9 11 2 3 7 8 9 1
How physically demanding wathe | Very Low Very Highl Very Low Very High
task? 1 2 3 5 6 7 8 9 11 2 3 7 8 9 1
i.e difficulty in positioning and
maintaining fingers in front o
camera
How hurried or rushed was the p¢| Well Paced| Well Paced
of the task? Hurried Hurried

1 2 3 5 6 7 8 9 11 2 3 7 8 9 1
How successful were you Very Low Very High| Very Low Very High
accomplishing what you were aske 1 2 3 56 78 9 11 2 3 7 8 9 1
to do? Do you feel you got a good
score?
How hard did you have to work Very Low Very High| Very Low Very High
accomplish your level of 1 2 3 5 6 7 8 9 11 2 3 7 8 9 1
performance?
How discouraged, irritated, stress| Very Low Very Hig | Very Low Very Hig
and annoyed were you? 1 2 3 5 6 78 9 11 2 3 2 8 9 1

Overall for this task which method would you préafeuse? (circle one)

* Keypad

e Camera

Would you like to add anything else?
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Please circle the value you think is appropriateefach of the questions ranked from 1(Very Lowl@

(Very High)

Target Acquisition

Keypad Interaction

Camera Finger Interaction

Very Low Very Highl Very Low Very High
How mentally demanding was t
task?

1 2 3 456 7 8 9 11 2 3 7 8 9 1
How physically demanding was t| Very Low Very Highl Very Low Very High
task? 1 2 3 45 6 7 8 9 11 2 3 7 8 9 1
i.e difficulty in positioning and
maintaining fingers in front o
camera
How hurried or rushed was the p¢| Well Paced| Well Paced
of the task? Hurried Hurried

1 2 3 456 7 8 9 11 2 3 7 8 9 1
How successful were you Very Low Very Highl Very Low Very High
accomplishing what you were aske 1 2 345¢6 78911 2 3 7 8 9 1
to do?
How hard did you have to work Very Low Very Highl Very Low Very High
accomplish your level of 1 2 345¢6 78911 2 3 7 8 9 1
performance?
How discouraged, irritated, stress| Very Low Very High| Very Low Very High

?

and annoyed were you 1 23456 789 11 2 3 7 8 9 1

Overall for this task which method would you preti@use? (circle one)

* Keypad

e Camera

Would you like to add anything else?

~116 ~



APPENDICES

Please circle the value you think is appropriateefich of the questions ranked from 1(Very Low)@qVery High

Directional Gestures

Keypad Interaction Camera Finger Interaction
Very Low Very Highl Very Low Very High

How mentally demanding was t|1 2 3 4 5 6 7 8 9 1 2 3 45 6 7 8 9
task?

How physically demanding was t| Very Low Very Highl Very Low Very High
task? 1 2 3 456 7 8 9 11 2 3 45 6 7 8 9 10

i.e difficulty in positioning and

maintaining fingers in front o
camera

How hurried or rushed was tlpace|1 2 3 4 5 6 7 8 9 1 2 3 45 6 7 8 9
of the task?

Well Paced Well Paced
Hurried Hurried
How successful were you Very Low Very High| Very Low Very High

accomplishingwhatyouwereaske1 > 3456 78 911 2 3 45¢6 78 9 10
to do?

How hard did you have to work 1 | Very Low Very Hig | Very Low Very Hig

accomplish your level of 123456780911 2345¢867809 10
performance?

How discouraged, irritated, stress(| Very Low Very High| Very Low Very High

and annoyed were you’? 1 2 3 456 7 89 11 2 3 45%6 7 8 9 10

Overall for this task which method would you preti@use? (circle one)
* Keypad
« Camera

Would you like to add anything else?
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Pleas Eace aX in the square which you most agree with rankeunfd (Strongly Disagree) to

Usefulness Strongly Disagree Strongly Agree
1 2 6 7
* |t helps me be more effective \ \ \ | \
. I think t_hat I Woul_d like to use this ‘ | | ‘ ‘
interaction technique frequently
e |tis useful
* It makes the things | want to accomplish
easier to get done
* |t saves me time when | use it
* It meets my needs
* It does everything | would expect it to do
Ease of Use Strongly Disagree Strongly Agree
* ltis easyto use
* Itis simple to use
* ltis user friendly
e |tis flexible
e Usingitis effortless
* | felt very confident using the
interaction technique | | | | |
* | can use it without written instructions
* | don't notice any inconsistencies as | use it
* Both occasional and regular users would
like it
* | can recover from mistakes quickly and \ \ \ | \
easily
« I think that | would need the ] | ]
support of a technical person to
be able to use this interaction technique
Ease of Learning Strongly Disagree Strongly Agree
* |learned to use it quickly and easily
* | easily remember how to use it
* | quickly became skillful with it
* | would imagine that most people
would learn to use this technique quickly
Satisfaction Strongly Disagree Strongly Agree

* |tis pleasant to use

e | would recommend it to a friend

e tis funto use

e It works the way | want it to work

e |t is wonderful

e | feel | need to have it
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Camera Based Finger Interactions User Study

This user study hopes to analyze your experientle asnew mobile interaction technique. We are ngsti
this against the traditional keypad interactiorhteque found on most mobile phones. There are tlases
which we will ask you to perform. Each task will bempleted using the keypad technique, and thesfing
interaction technique. After you have finished etadk with each of the interaction techniques ydulve
asked to fill in the appropriate part of the quastiaire. Once all three tasks have been completedwl!
need to fill in the final section located on thstlpage of the questionnaire.

Each of the tasks will present you with a screeswsing a camera viewfinder similar to what you would
see when you are trying to take a picture. Therg beasome shapes overlaid on this viewfinder. Ignor
them for now. Place your finger in the centre & fitreen and press the ‘OK’ button. A blue box fakh

up on the screen. This box is a calibration gulete that there is a bar at the top of the screkichw
shows the current colour which must be trackeds Till change based on whatever colour is placed in
front of the camera and the ‘OK’ button is presséodu can press the ‘OK’ button as many times as you
wish. This will simply recalibrate the colour anetart the timer for the task. Once you have catidat

your finger colour you will be presented with orfeélee following tasks in no particular order:
Directional Gestures

You will be presented with a screen containing @eseof coloured block. In order to move to the thex
block you must move your finger to the right to radfie blocks to the right, or move your fingerte teft

of the screen to move the blocks to the left. Yalliwotice that the writing at the top of the saneghanges

to the name of the coloured block which is curneentered and this is what we mean when we say a
block is selected.

Your Task:

Select thegreenblock >> Now select thblue block by movingright >> Greenblock by movingight >>
Blue block movingleft >> Green block by movindeft >> Red block movingleft>> and finally thegreen

block movingright
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Green

Blue | right
Green | right
Blue | left
Green | left
Red | left
Green | right

Target Acquisition

Four Targets are placed on the screen at equandistfrom each other. The must move your finger to

acquire each target on the screen by simply hittiregtarget with the pointer drawn on your fingeittee

purple pointer you are moving around with the kelypa

Your Task:

Hit all the targets in alockwiseorder starting with the top right block. Do tliige times.

Steering Game

The game requires you to move your finger to caftgjects falling from the top of the screen. When an
object is caught it changes colour, is reset andstiore increased. Once the object has been caigbut
of play and is no longer worth any points. Oncettadl blocks have been caught you will receive aubon

and all blocks will change colour and be worth p®#gain.

Your Task:

Try and get acoreof 1000
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Appendix B: User Study Results

Steering Directional USE/SUS
Target Acquisition | game Gestures guestionnaire
Keypad Camera | Keypad Cameral Keypad Camera | Usefulness
Q Score 15 22 26 21 18 17 | Ease of Use
Time 37.3 35.63 59.90 46.37 29.89 30.85| Ease of Learning
Misses 0 3 19 14 1 1 | Satisfaction
Preferred 1 0 0 1 0 1
Target Acquisition: | think that if | had more time to learn and ge¢diso the camera
technique that it would have been easier to use
Comments
Steering Directional USE/SUS
Target Acquisition | Game Gestures guestionnaire
Keypad Camera | Keypad Camera Keypad Camera | Usefulness
Q Score: 16 19 22 32 10 35| Ease of Use
Time 36.49 39.16 62.16 80.56 23.70 68.16| Ease of Learning
Misses 0 3 19 21 0 4 | Satisfaction
Preferred 1 0 0 1 1 0
Target Acquisition: although the camera was more entertaining
Steering Game:The keypad took more effort than the camera
Directional Gestures:The finger and speed factor made the task longer
Comments
Steering Directional USE/SUS
Target Acquisition | Game Gestures guestionnaire
Keypad Camera | Keypad Camera Keypad Camera | Usefulness
Q Score: 9 19 10 24 9 11| Ease of Use
Time 46.97| 45.58 108.01| 98.27 30.56 42.01| Ease of Learning
Misses 0 4 25 22 2 2 | Satisfaction
Preferred 1 0 1 0 1 0
None
Comments
Steering Directional USE/SUS
Target Acquisition | Game Gestures guestionnaire
Keypad Camera | Keypad Camera Keypad Camera | Usefulness
Q Score: 30 24 27 25 23 25| Ease of Use
Time 50.22 54.76 80.69 53.03 24.88 38.25| Ease of Learning
Misses 2 5 16 9 0 3 | Satisfaction
Preferred 0 1 1 0 1 0
Comments Observer Comments:pressed menu for 4 secs, game
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Steering Directional USE/SUS
Target Acquisition | Game Gestures guestionnaire
Keypad Camera | Keypad Camera Keypad Camera | Usefulness
Q Score: 20 17 18 20 18 19 | Ease of Use
Time 36.74) 45.04 71.73 54.99 20.82 30.52| Ease of Learning
Misses 1 3 15 10 0 1 | Satisfaction
Preferred 0 1 0 1 1 0
Steering Game:The clicks and keypad take long compared to dyatick was used
Comments
Steering Directional USE/SUS
Target Acquisition Game Gestures guestionnaire
Keypad Camera | Keypad Camera Keypad Camera| Usefulness
Q Score: 30 32 31 28 27 30 | Ease of Use
Time 39.72 40.37 46.67 42.37 29.07 31.61| Ease of Learning
Misses 0 4 14 10 0 1 | Satisfaction
Preferred 1 0 0 1 1 0
Target Acquisition: If it didn't lag when it disappeared at the bottibnvould of been
easier
Directional Gestures: The pointer was slightly jumpy
Comments Observer Comments:problem with small movements. Wrong type of movetae
Steering Directional USE/SUS
Target Acquisition Game Gestures questionnaire
Keypad Camera | Keypad Camerg Keypad Camera | Usefulness
Q Score: 27 24 27 28 27 34 | Ease of Use
Time 48.18| 54.66 123.32 65.72 36.13| 122.24| Ease of Learning
Misses 1 6 24 19 0 15 | Satisfaction
Preferred 0 1 0 1 1 0
Target Acquisition: Motion seems faster than the finger but | kephawing a
problem at a corner
General Comment:In time | might even prefer the finger interactittreminded me
Comments of early experiences with mouse and today | prefense over arrow keys
Steering Directional USE/SUS
Target Acquisition Game Gestures guestionnaire
Keypad Camera| Keypad Camera Keypad Camera| Usefulness
Q Score: 37 38 32 33 30 30 | Ease of Use
Time 47.42  34.43 20.7 21.95| Ease of Learning
Misses 11 7 0 0 | Satisfaction
Preferred 0 1 0 1 0 1
Comments Target Acquisition: Preferred camera because it is novel even thowgk m
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frustrating

Steering Game:Again due to novelty but also due to a betterlsspeed with
camera compared to keypad
Directional Gestures:Novel entertaining to use

Steering Directional USE/SUS
Target Acquisition Game Gestures guestionnaire
Keypad Camera | Keypad Camera Keypad Camera | Usefulness
Q Score: 28 41 35 45 28 46 | Ease of Use
Time 33.09 47.49 49.71 63.61 32.74 35.16| Ease of Learning
Misses 0 3 12 19 0 0 | Satisfaction
Preferred 1 0 1 0 1 0
General Comments:Held finger too close to camera
Observer Comments:nice idea having at back of device but no taddéxiback
makes hard to use
Comments
Steering Directional USE/SUS
Target Acquisition Game Gestures questionnaire
Keypad Camera| Keypad Cameral Keypad Camera| Usefulness
Q Score: 24 22 36 31 25 27 | Ease of Use
Time 58.48  52.99 54.72 46.66 29.06 39.51| Ease of Learning
Misses 0 7 15 12 0 2 | Satisfaction
Preferred 1 0 0 1 1 0
Target Acquisition: | would prefer to use the camera if it followeduydinger better
and didn't freeze when your finger leaves the camvesw
Steering Game:Keypad to slow. Camera worked faster but took sbme to get
used to
Directional Gestures: Took a while to calibrate camera setting was faistg for the
first few attempts. | did get the hang of it and tame became much easier
Observer Comments:The user had long nails and this caused the systéose
finger sometimes, identifying the nail instead lué finger
After the study the user tried applications agaid was much faster
Pressed menu button 10 seconds in game
Comments
Steering Directional USE/SUS
Target Acquisition Game Gestures questionnaire
Keypad Camera | Keypad Cameral Keypad Camera | Usefulness
Q Score: 24 27 28 28 21 28 | Ease of Use
Time 45.02 47.2 63.52| 61.572 28.2 47.23| Ease of Learning
Misses 1 4 16 15 0 3 | Satisfaction
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Preferred| 1 0 \ 0 \ 1 1 | 0 |
None
Comments
Steering Directional USE/SUS

Target Acquisition Game Gestures guestionnaire

Keypad Camera | Keypad Cameral Keypad Camera | Usefulness
Q Score: 22 25 25 28 22 27 | Ease of Use
Time 41 45.18 77.34 55.63 27.32| 44.822| Ease of Learning
Misses 0 4 18 13 1 3 | Satisfaction
Preferred g 1 1 0 0 1

None

Comments

Overall Averages

Steering Directional
Target Acquisition Game Gestures
Keypad Camera | Keypad Cameral Keypad Camera
Q Score: 23.08 25.8333| 26.41666667 28.3333 21.5| 27.4167
Time 43.02| 46.19 70.43| 58.601 27.76| 46.026
Misses 0.454545455 4.18182 17 14.25 0.333333333 2.91667
Preferred 7 5 4 8 9 3
Comment|s
29.7
Final Usefulness
46.7
Final Ease of Use
Final Ease of 21.1
Learning
28
Final Satisfaction
63.19149
Usefulness %
60.64935
Ease of Use %
75.35714
Ease of learning %
66.66667
Satisfaction %
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Appendix B

Accuracy Statistics

5 7 6 6 4
6 6 6 6 5
6 5 7 7 5
4 5 6 7 5
7 6 6 7 5
4 6 7 6 6
5 6 6 7 5
6 5 7 7 6
5 6 6 6 6
6 7 7 7 5
dark complex normal complex bright complex Flourescent Complex Tungsten Complex
5.4 5.9 6.4 6.6 5.2
ttest: ttest: ttest:
0.212579892 0.014956364 0.138184754
ttest dark comp and dark normal ttest dark comp and bright comp ttest dark normal and bright complex
7 7 7 8 6
5 8 8 7 7
7 7 8 9 6
8 8 8 7 7
7 8 8 8 6
7 7 7 8 6
6 5 7 6 6
6 8 8 8 7
6 6 7 7 5
7 7 8 8 6
dark texture normal texture bright texture Flourescent Texture Tungsten Texture
6.6 7.1 7.6 7.6 6.2
ttest: ttest: ttest:
0.212579892 0.00846815 0.052177242
ttest dark texture normal texture ttest dark texture bright texture
6 8 7 8 7
7 7 8 8 8
8 8 8 9 7
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7 8 8 8 7
8 7 8 9 7
7 8 8 8 8
7 7 9 8 8
7 8 8 7 7
7 7 8 9 7
8 8 8 10 7
dark simple normal simple bright simple Flourescent Simple Tungsten Simple
7.2 7.6 8 8.4 7.3
ttest: ttest: ttest:
0.167850656 0.003110428 0.167850656
ttest dark simple normal simple ttest dark simple bright simple ttest normal simple bright simple

Speed Benchmarks

Benchmarks Python Ncv | C++ Java

FPS 10.05258753 | 18.8913182 | 0.189805699
FPS 11.18044747 | 17.44829876 | 0.550414968
FPS 9.385252377 18.19911 | 0.084936689
FPS 11.64786533 | 18.33809659 | 0.121040826
FPS 10.26300756 | 18.90995773 | 0.093248552
FPS 10.53497942 | 17.19654362 | 0.146549293
FPS 10.15296081 | 17.46211788 | 0.127625636
FPS 11.98059677 | 18.40111495 | 0.139750516
FPS 9.479248422 | 18.88290019 | 0.001073277
FPS 10.53654522 18.7 0.162652
delta time 0.091132872 0.05493 | 4.986585382
delta time 0.085906921 0.069 | 5.902402462
delta time 0.091010916 0.12 | 6.670882125
delta time 0.093442112 0.0432 | 6.050368346
delta time 0.089193606 0.0452 | 6.169802009
delta time 0.091769889 0.0315 6.2082509
delta time 0.098587594 0.043 | 5.445362285
delta time 0.099017067 0.05 | 5.273326658
delta time 0.089777607 0.0432 6.5303738
delta time 0.09249218 | 0.05747742 5.95668
Time to Track 10.2619527 0.0498 | 3.233396398
Time to Track 9.69614502 0.0543 | 4.477238012
Time to Track 9.505310073 0.06323 | 4.816617048
Time to Track 10.77159188 0.04123 | 3.155348027
Time to Track 9.24068529 0.03123 | 4.835082693
Time to Track 9.505756914 0.05234 | 3.306169131
Time to Track 9.237202744 0.05235 | 3.218960422
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Time to Track 9.589177865 0.04135 | 3.998565347
Time to Track 10.24776719 0.05132 | 4.18228555
Time to Track 9.920703125 0.0432258 3.895
Full Scan 21.30934422 0.02341 | 0.654630295
Full Scan 19.06080538 0.0134251 | 0.315763653
Full Scan 19.86783913 0.031324 | 0.237666949
Full Scan 20.39047883 | 0.00921345 | 0.469003909
Full Scan 21.33298824 0.01345 | 0.156326475
Full Scan 19.36678219 0.01234 | 0.101086158
Full Scan 21.59474554 | 0.00874257 | 0.090723571
Full Scan 20.94703674 0.01354 | 0.156529723
Full Scan 20.33113887 0.01011 | 0.453996884
Full Scan 20.2201563 0.012625 0.2702
Pixel Skip 10 0.100238724 0.01314 | 0.291072849
Pixel Skip 10 1.660477823 0.013423 | 0.191615324
Pixel Skip 10 1.945375343 0.0201324 | 0.294645251
Pixel Skip 10 1.300899806 0.01456 | 0.093140843
Pixel Skip 10 1.29932662 | 0.00934562 | 0.170149547
Pixel Skip 10 1.273443221 0.013425 | 0.181767681
Pixel Skip 10 0.952743961 0.011134 | 0.171123696
Pixel Skip 10 1.064921387 0.0093425 | 0.081069831
Pixel Skip 10 1.05568867 | 0.00921435 | 0.087885487
Pixel Skip 10 1.130625 | 0.01255787 0.1717
Pixel Skip 30 0.58372466 0.001415 | 0.141237759
Pixel Skip 30 0.326283781 0.0014 | 0.096706228
Pixel Skip 30 0.1323 0.0014 0.0432
Pixel Skip 30 0.205285189 | 0.000932145 | 0.278742828
Pixel Skip 30 0.283755917 0.001043 | 0.256098646
Pixel Skip 30 0.151474851 0.0008452 | 0.130931323
Pixel Skip 30 0.277554055 0.001001 | 0.010348192
Pixel Skip 30 0.853484302 0.0008934 | 0.166103895
Pixel Skip 30 0.269003446 0.001434 | 0.16027467
Pixel Skip 30 0.3453125 | 0.001058097 0.1469
Pixel Skip 30 0.19055847 | 0.000393425 | 0.139082112
Pixel Skip 50 0.297446622 0.0004342 | 0.086291247
Pixel Skip 50 0.160832118 | 0.000512345 | 0.133625695
Pixel Skip 50 0.177414401 | 0.000334156 | 0.151495018
Pixel Skip 50 0.213179117 0.000445 | 0.214606554
Pixel Skip 50 0.145542061 0.000532 | 0.116011673
Pixel Skip 50 0.294547447 0.0003424 | 0.128546107
Pixel Skip 50 0.191270207 | 0.00043215 | 0.160757319
Pixel Skip 50 0.247822911 | 0.000434213 | 0.217144215
Pixel Skip 50 0.215625 | 0.00044258 0.1428
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Latency 1.933681596 0.052 | 0.560759395
Latency 2.55675946 0.05432 | 0.966630684
Latency 2.174935915 0.051 | 0.34202258
Latency 2.306225786 0.045346 | 0.434537071
Latency 1.468867019 0.06345 | 0.399774459
Latency 2.393715688 0.05324 | 0.385411241
Latency 2.32760584 0.04245 | 0.312879259
Latency 2.583187635 0.062325 | 0.257639196
Latency 2.404638451 0.0501 | 0.453351677
Latency 2.3560182 0.05275 0.5100323
Dropped Frames | 23.61980802 | 0.897934982 0.09012
Dropped Frames | 22.8430508 | 0.890605096 0.08234
Dropped Frames | 23.22668961 | 0.93344659 0.073425
Dropped Frames | 23.24095909 | 0.964093793 0.083456
Dropped Frames | 23.51264487 | 0.983018347 0.0734
Dropped Frames | 22.42360335 | 0.865847756 0.08345
Dropped Frames | 23.72746906 | 0.953766752 0.09345
Dropped Frames | 23.25590829 | 0.851875177 0.094235
Dropped Frames | 23.85767523 | 0.978127486 0.085
Dropped Frames | 22.66175551 | 0.94645372 | 0.07379341

ANOVA Results

Univariate Tests of Significance for Python (Spreadsheet)
Sigma-restricted parameterization
Effective hypothesis decomposition
55 Degr. of M3 F ]
Effect Freedom
Intercept 1222.050 | 1222.050| 4797.035 000
Fixel Skip Bench 2064 660 3 988 2201 38791539 000
Error 9171 36 0.255
Tukey HSD test; variable Python (Spreadsheet1)
Approximate Probabilities for Post Hoc Tests
Error: Between MS = 25475, df = 36.000
Pixel Skip Bench {1} {2} {3} {4}
Cell Mo. 20442 | 11784 | 232898 | 21596
1 Full Scan 0.000158)0.0001358| 0.0001359
2 Pixel Skip 10)(0.000139 0.002613|0.001191
3 Pixel Skip 30(0.000139)0.002613 0.955041
4 Pixel Skip S0)(0.000139(0.007157)0.959041
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Flxel Skip Bench; LS Means
Current effect: F{3, 35|=35739.2, p=0.0000
Effectve hypoiresis decompos®en
Veriical bars denobe 0S5 confidence Intervals
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Univariate Tests of Significance for Java (Spreadsheet1)
Sigma-restricted parameterization
Effective hypothesis decomposition
35 Deqgr. of M3 F p
Effect Freedom
Intercept 1.436138 1| 1.4367158| 118.1490| 0.000000
Pixel Skip Bench | 01485878 3| 0.04596359 40853 0.013530
Error 04375497 36| 0.012155
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Java

Java

Tukey HSD test; variable Java (Spreadsheet1)
Approximate Probahilities for Post Hoc Tests
Error: Between MS = 01216, df = 36.000

Pixel Skip Bench
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Pixel Skip Bench 1 2} {3} {4}
Cell Mo, 29360 | AT342 | 14269 | 15014
1 Full Scan 0.088086|0.017373| 0.036263
2 Pixel Skip 10|0.083086 0.919144|0 967385
3 Pixel Skip 30)0.0717373|0.919144 0.993335
4 Pixel Skip 50|0.0362583)0.967389|0.993839
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Univariate Tests of Significance for C++ (Spreadsheet1)
Sigma-restricted parameterization
Effective hypothesis decomposition

55 Degr. of MS F p
Effect Freedom
Intercept 0.00214 1| 0.002143| 143.6636| 0.000000
Pixel Skip Bench | 0.001767 3| 0.000587 39.3518| 0.000000
Error 0.000537 36| 0.000015

Tukey HSD test; variable C++ (Spreadsheet1)
Approximate Probabilities for Post Hoc Tests
Error: Between MS = .00001, df = 36.000

Pixel Skip Bench | {1} 2 13} {4y
GCell No. 01522 | 01263 | .00107 | .00043
1 Full Scan 0.448295( 0.000759(0.000159
2 Pixel Skip 10]|0.448295 0.000159|0.0007159
3 Pixel Skip 20|/0.000159]0.000159 0.982635
4 Pixel Skip 50| 0.000159| 0.000159|0.982695
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e 5(|Fl Bench; LS Means
Cument effect: (3, 256)=32.352, p=.00000
Emzciive hypothes's decomposition
Vertical bars denote +/- standard emore
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Univanate Tests of Significance for Complex (Spreadshest1)
Sigma-resiricted parameterization
Effective hypothesis decomposition
55 Deqgr. of M3 F ]
Effect Freadom
Intercept 1740.300 1 3609.332] 0.000000
Light Level 14.800 4 7673 0.000084
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Tukey HSD test; variable Complex (Spreadsheet1)
Approximate Probabilities for Post Hoc Tests
Error: Between MS = 48222, df = 45.000
Light Level {1} 2} 3} {4} {5}
Cell No. 54000 | 58000 | 64000 | 66000 | 5.2000
1 dark 0.499040|0.019288|0.003254| 0966945
2 normal(|0. 498040 0.493040|0.179210{0.179210
3 lright{| 0.0152585|0.499040 0.966945| 0.003254
4 fluorescent||0.003254|0.179210|0.966945 0.000549
5 tungsten(|0.966945|0. 179210 0.002234| 0000545
Lg'll Level LS Means
Current effect: F(4, 45)=7.5725, p=.00002
Effective hiypathests decomposiion
‘Verlcal bars denote =~ slandard ermors
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Univariate Tests of Significance for Texture (Spreadsheet1)
Sigma-restricted parameterization
Effective hypothesis decompaosition
55 Deqgr. of MS F p
Effect Freedom
Intercept 2464 020 1| 2464 0201 4002927 0.000000
Light Level 15.280 4 3.820 6.206) 0000459
Error 27700 45 0616
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Tukey HSD test; variable Texture (Spreadsheet1)
Approximate Probabilities for Post Hoc Tests
Ermror: Between MS = 61556, df = 45.000
Light Level {1} {2} {3} {4} {5}
Cell No. 5.6000 | 71000 | 76000 | 7.6000 | 6.2000
1 dark 0.615204|0.049078| 0.049078| 0.784581
2 normal|{0.615204 0.615204|0.615204|0.094516
3 bright||0.049078|0.615204 1.000000| 0.002248
4 fluorescent|| 0. 049078(0.615204(1.000000 0.002248
] tungsten|0.784581|0.094516( 0.002248) 0.002248
Light Leved; LS Means
Current effect: F(d, 45)=6.2058, p= 00045
Effeclve rrp':oLnEés :EC:HDOEII.IO'I
Werlleal bars denote +- standard errars
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Univariate Tests of Significance for Simple (Spreadsheet)
Sigma-restricted parameterization
Effective hypothesis decomposition
55 Degr. of MS F p
Effect Freedom
Intercept 20964500 1| 2064500 8085000 000000
Light Level 10.000 4 2.500 6.818 000223
Error 16.500 45 0.367
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Tukey HSD test; variable Simple (Spreadsheet1)
Approximate Probabilities for Post Hoc Tests
Error: Between MS = 36667, di = 45.000

Light Level {1} {2} {3} {4} {5}
Cell No. 7.2000 | 7.6000 | 8.0000 | 64000 | 7.3000

dark 0.582374|0.035049) 0.000665| 0.995961

normal|(0.582374 0.582374| 0.0358049|0.801606

bright{| 0. 035049|0.562374 0.582374)|0.050479

fluorescent|0.000665| 0.038049|0.582374 0.001833

(o R R N B B

tungsten||0.995961|0.801606|0.090479| 0.007833

Lignt Leves: LS Means
Current effect: F{d, 45)=5.5132, p=-000Z2
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Appendix C

Mobile Phone Performance Analysis for Camera Based
Visual Interactions

Simon Kerr Hannah Thinyane Greg Foster
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ABSTRACT

Vision based technology such as motion detection ha s long
been limited to the domain of powerful processor in tensive
systems such as desktop PC'’s and specialist hardwar e
solutions. With the advent of much faster mobile ph one
processors and memory we are now seeing a plethora of
feature rich software being deployed onto the mobil e
platform. Since these high powered smart phones are now
equipped with cameras, it has become feasible toco  mbine
their powerful processors and the camera to support new
ways of interacting with the phone. However, it is not clear
whether or not these processor intensive visual int eractions
can in fact be run at an acceptable speed on curren  t mobile
handsets. In this paper we look at one of the most popular and
widespread mobile smart phone systems; the Symbian S60 and
benchmark the speed, accuracy and deployability of the three
popular mobile languages. We test a pixel threshold ing
algorithm in, C++, Python and Java and rank them ba  sed on
their speed within the context of intensive image b ased
processing.

Categories and Subject Descriptors
D.3.0[Software]: Programming Languages General
B.8.0[Hardware ]: Performance and Reliability General
General Terms
Performance, Measurement, Languages

Keywords
Performance Analysis, Mobile Phones, Camera Based Visual
Interactions, Pixel Threshold Algorithm
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Vision Based Interaction Techniques for Mobile Pégin
Current Status and Future Directions

Simon B. Kerr, Greg Foster, and Hannah Slay

Abstract—In recent years mobile devices have been
deployed with various new technologies, such as hig
guality cameras and the ability to support rich

multimedia. Vision based technology such as motion
detection has, until recently been limited to more
powerful desktop devices. This paper lays out a bef
review of these technologies with the aim of intraacing
the concept of vision based interaction on mobilea¥ices
and substantiate an implementation thereof. We
conclude that mobile phones are currently being
deployed with hardware and software which can supp
vision based interactions and which in the future culd
be widely deployed. We predict that in the near fuire
vision based interactions such as gesture controlilw
become prevalent and greatly enhance mobile devices

Index Terms—computer vision, gesture tracking,
human-computer interaction, mobile devices, mobile
interaction.
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