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Abstract

Networks will soon connect a wide range of computing devices within the home. Amongst those devices
will be home entertainment devices. Remote control over the network will be a key application for net-
worked entertainment devices, and requires a protocol for communication understood by both controller
and controlled device. Devices capable of communication using multiple control protocols will be com-
patible with a wider range of controllers than those which implement only one control protocol. This
work examines home networks and a number of control protocols. The implementations of the UPnP and
AV/C protocols for an AV receiver are described. The issues involved in the concurrent use of multiple
control protocols to control a device are considered, possible methods of concurrent control discussed,

and a solution which simulates virtual copies of the device is implemented and tested.
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Chapter 1

Introduction

Home entertainment systems in today’s homes usually consist of a TV, with an amplifier and speakers,
and devices such as VCRs, CD and DVD players, TV decoders, and a wide range of other components.
All these devices are connected to each other in order to pass audio and video, using many different
analogue and digital connection types. This results in consumer confusion, loss of signal quality and an
unsightly tangle of cables. The user interface of each device in the system is, typically, a small LCD
display and buttons on the front panel, and an infra-red remote control. The front panel interfaces can be
difficult to use, and the number of IR remote controls for a home entertainment system grows as devices
are added.

Computer networks have entered many homes as a means of connecting PC'’s to share Internet access,
files and printers, amongst other applications. In the future, it is likely that the networks that connect the
PCs in the home will expand to connect devices all over the house into a single network. Since most
home entertainment devices already include embedded computer systems to manage the functions of the
device, and the computing power of those systems is increasing, those devices will also be connected to
the network. A network which includes home entertainment devices is considered a home entertainment
network. Once connected to a home entertainment network, home entertainment devices will be able to
use the network to stream digital media from one device to another, rather than the current analogue and
digital cable connections.

Another application that the home entertainment network will make possible is the remote control
of one device from another. In an example scenario, a digital TV set could display a user interface for
a VCR, and the user would interact with the controls on the interface using the TV’s remote control.
The instructions that the user issues would be passed from the TV to the VCR over the network, and the
VCR would carry them out, then update the interface on the TV to reflect the results of the operation.

A hand-held PDA with a wireless network connection could also be used as the controller, and since it

1



CHAPTER 1. INTRODUCTION 2

would be able to control multiple devices, it would be able to replace a number of IR remote controls for
devices with a single controller.

Control of a device over a network requires that both the controlled device and the controller are
connected to the same network and use a common control protocol which specifies the manner in which
control instructions and responses are sent. Various alliances of companies in the home entertainment
and computing industries have specified a range of such protocols. While those protocols share common
goals, they are all designed in different ways, and thus have differing strengths and weaknesses. At
present, there is no single protocol implemented by all devices, and each manufacturer selects a protocol
for use in their products.

In the market for network-attachable home entertainment devices, a product can gain a competitive
advantage by supporting multiple control protocols. This widens the range of other products that it
can communicate with, increasing the chances that it will be compatible with devices that are already
present on the purchaser’s home network. However, there are technical challenges to be overcome in the
development of a product that uses multiple control products.

This thesis describes work that has been done to meet these challenges. In order to do this, the thesis
first considers, in general terms, the concepts of the home entertainment network and control protocols.

Chapter 2 examines concepts concerning the home entertainment network. The IEEE 1394 serial bus
is introduced and proposed as a suitable network technology upon which home entertainment networks
can be built.

Chapter 3 describes three control protocols which can be used to control devices on an IEEE 1394
home network: UPnP, AV/C and HAVi. The models and concepts which the protocols employ are
described in general, and various aspects that they share are identified and compared.

Since there are few devices available today that are ready for the vision of the home entertain-
ment network described above, the remaining chapters cover the design and development of a prototype
IEEE 1394-connected, multiprotocol-controlled home entertainment device that could form part of such
a home entertainment network. The prototype is intended to test the feasibility of concepts involved
in the vision, including the use of the IEEE 1394 bus for home entertainment control applications, the
use of UPnP or AV/C to control a home entertainment device, and the simultaneous use of both control
protocols. The intended system is diagrammed in figure 1.1.

Chapter 4 looks at a Yamaha AV receiver which is typical of devices found in today’s home enter-
tainment systems. It supports a number of means for remote control, and the RS-232 protocol it provides

is discussed.
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Figure 1.1: The intended multiprotocol network control system

Chapter 5 studies each chapter of the UPnP specification in detail and considers possible methods of
implementing the specification. It describes how a UPnP control server (the software which runs on the
device and handles control communications on the network) for the AV receiver was designed, developed
and tested.

Chapter 6 examines the AV/C protocol and how an AV/C control server was designed for the AVR,
and alternative ways in which it could have been designed. The development and testing of the control
server and a corresponding control point application are discussed.

Chapter 7 considers the need for devices to support more than one control protocol simultaneously,
the issues involved in doing so, and some possible solutions to those problems. One of the methods
identified was implemented in the prototype system, and this implementation is described. Automated

testing verified its ability to support both UPnP and AV/C control servers at the same time.



Chapter 2

Home Entertainment Networks

This chapter examines how computer networks will cover the home, and defines home entertainment
networks within those networks. The IEEE 1394 bus is proposed and evaluated as a network well-suited

for building home networks.

2.1 The advent of home networks

The Digital Home Working Group (DHWG), a group of computer and consumer electronics companies
promoting interoperability amongst devices on home networks, has identified three islands of computing
devices in the home: the PC and Internet world, including PCs and their peripherals such as printers and
digital cameras; the mobile device world, including notebook PCs, cellular phones and PDAs; and the
consumer electronics, home entertainment and broadcast world.

Home entertainment systems are found in most living rooms today. They are used for recreation
and access to news and information by playing broadcast media, such as terrestrial, satellite and cable
TV, and radio, as well as recorded media such as compact discs, video tapes and DVD discs. A home
entertainment system is comprised of a number of consumer electronics devices, connected to pass me-
dia between them in analogue and simple digital formats. They include devices which are sources of
broadcast media, such as radio and TV tuners, satellite and cable receivers; players for recorded media,
for example, CD players, VCRs, digital video recorders, camcorders and DVD players; media outputs,
such as TV sets and speakers; and a range of intermediate devices, including amplifiers, AV receivers,
surround sound decoders, and set-top pay-TV decoders. Many of these devices now include increasingly
sophisticated computing capabilities used for controlling the operation of the devices, media processing

(including tasks such as audio and video effect processing, digital video decoding and surround sound
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decoding) and user interfaces. These embedded computers could potentially be connected to a computer
network.

Personal computers are present in many homes. Where there is more than one PC in a home, many
of those PCs have been connected by networks, to allow file and printer sharing originally, and more
recently, multi-player gaming and sharing of broadband Internet access, amongst other applications.

Communications systems exist for the devices within the three islands, such as Ethernet networks
connecting PCs to each other and to broadband Internet access, Bluetooth networks linking notebook PCs
to cellular phones, and the wide range of analogue and digital connections which home entertainment
systems use. However, the three islands remain largely isolated. The DHWG envisage that the islands
will converge to a single network reaching throughout the home. [1, p 3]

This view is echoed by Rose and Scherf who characterise consumers’ current definition of home
networking as “sharing a broadband connection between and among multiple computers in the home” —
this only recognises networking in the PC realm. However, they expect that a wider range of products
will be connected, leading to their prediction that, in future, home networks “will distribute movies and
television broadcasts, music, information, enable online gaming, and send control signals throughout the
home.” [2, p 1] Thus the network will be used to carry the audio and video signals in streams of digitised
media, instead of the variety of connections present in current home entertainment systems.

O’Driscoll presents a wider, more generalised approach to the topic. Recognising that there are pro-
cessors embedded in devices around the home, he envisages a future in which “pervasive computing”
will connect all devices in the home onto a network, and those networks onto the Internet, to allow com-
munication between people at any time and place. He describes a model in which Information Appliance
Networks (IANs) connect Electrodomestic Network Devices (ENDs) around the home to provide an
information infrastructure that delivers Digital Media Commaodities (DMCs) as well as brokering, inte-
grated solutions and customer relationship management services to their users. DMCs are the products
that people will make use of for communication, information and entertainment through ENDs on an
IAN. The entertainment DMCs that he lists include TV programs, video on demand, streaming audio,
gaming, text and hypermedia. [3]

In another paper, Scherf classifies entertainment networks into the following categories:

e point-to-point, a single-purpose network connection between two devices for transferring audio or

video;

e distributed or multi-room, allowing AV signals to be transmitted from a device to a TV or stereo

elsewhere in the house; and
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e cluster, allowing devices to announce themselves on a network, configure themselves, and com-
municate to share processing and storage. This enables devices that coordinate control of other

devices. [4, p 1]

It is quite possible that a home entertainment network will evolve and grow through these three phases
to reach the home-wide network described above.

Entertainment devices will be present on home networks in rooms around the house. Scherf and
Parks define a network-capable entertainment product as “non-PC device purchased by a consumer that
leverages the Internet, processing power, and perhaps a level of hard drive storage to play video, stream
audio (music), play games, and perform other similar functions.” [4, p 4] Therefore, home entertainment
networks are considered to be those portions of a home network focused on entertainment, and are the

area of the home network that will be the focus of this thesis.

2.2 Applications that utilise home entertainment networks

The installation of home networks will be driven by the advantages they offer and new applications that
they will make possible. Rose and Scherf divide home networking applications into four categories and

offer examples:

1. data-centric: sharing broadband Internet access, PC LAN applications, telecommunications, ac-

cess to information platforms

2. multimedia-centric:multi-person gaming, personalised content, stored/streamed multimedia, on-

demand content

3. home managementemperature and lighting controls, energy management, security systems, re-

mote control
4. value-added servicesice, protection, upgrades, communities [2, p 5]

Network-connected home entertainment devices will be primarily involved in applications that fall into
the multimedia-centric category, but must exist in the context of other applications. Specific advantages

of the home network in entertainment systems include:

1. Reducing cable cluttera plethora of different cabling types in a home entertainment system frus-
trates and confuses the consumer. With a single connection to the home entertainment network,
the devices will be able to send and receive all the signals that would previously be connected with

multiple connections.
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2. Digital media: analogue signals degrade with every length of cable and connection between them.
A home entertainment network will transfer media in digital formats, so it will not suffer degrada-
tion. Content providers such as movie studios and record labels wish to protect the content they
produce from unauthorised duplication, and copy protection mechanisms can be developed for

digital networks.

3. Allowing communication between different classes of devddeome entertainment network will
allow media to move freely between devices that would have been on separate islands. For in-

stance, video stored on a PC could be displayed on a TV across the house.

4. Access to external mediallows access to digital media streamed via a broadband network con-

nection, leading to applications such as video-on-demand libraries.

5. Control and automationdevices can be controlled by other devices via the network. The most
obvious advantage is that this can eliminate a multitude of remote controls; further applications

include remote control from outside the home. It can also allow co-operation amongst devices.

This work focuses on protocols that can be used to provide networked control, and their implementation
in entertainment devices, rather than media transfer applications.

Networked control occurs when one device, the controller, issues commands to another device, the
controlled device, using the network as the means of communication. The controlled device carries out
the controller’s instructions and returns a response to the controller, and can also inform the controller as
its status changes. A control protocol defines a format in which commands, responses and notifications
are represented for transmission across the network. The control protocol is the language of communi-
cation between controller and controlled device. In this work, the software that implements networked
control services on the controlled device is referred to as a control server, while software which allows a
user to send commands from a controller device is called a control point.

A number of control protocols suitable for use in home entertainment networks have been specified,
usually by groups of consumer electronics, computer or network equipment companies. Those protocols
all share the goal of allowing remote control of devices, but since they have been designed by different
groups of companies, with different market objectives, the nature of the protocols varies. At present,
these control protocols compete for manufacturer and consumer acceptance, in hopes that the protocol
will achieve critical mass and become the industry standard.

Consumers will purchase network-controllable home entertainment products to add to their home

entertainment networks, which, in many cases, will already contain one or more controller devices. They
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will want to select new devices which are compatible with their existing controllers to maintain their
investment in those controllers. Further, O’'Driscoll points out, in a section on issues relating to home
network architectures, that, “because no two households will own the exact make, model and quantity
of ENDs, the superstructure [including controllers] will vary greatly across the demographics of the
home user market.” He draws attention to the need for robustness and flexibility in the lower layers to
accommodate this. [3, p 17]

When manufacturers develop new controllable devices, they might try to design their products to
be compatible with as many controllers as possible, so that their products appeal to as large a market
of purchasers as possible. Selecting the most popular or widely-deployed control protocol will achieve
compatibility with a wide range of controllers, but devices which support more than two control proto-
cols will necessarily be compatible with a still wider range of controllers. This work focuses on how
controllable devices and the control server software run on those devices can implement support for

multiple control protocols.

2.3 Requirements of home entertainment networks

There are obstacles to the widespread use of home entertainment networks, and demands that must be
met in order for them to achieve their full potential.

Scherf identifies some of the challenges facing home entertainment networks: [4, p 6]

1. alack of a clear standardthough he believes that there will be a diversity of network standards
employed, he suggests that manufacturers might not be willing to commit to producing products

until standards have settled.

2. muddy business modelsontent providers have yet to find successful business models for the
distribution of content that take advantage of the opportunities presented by home entertainment

networks.

3. digital rights managementhere is a conflict between content producers, who wish to guard their
content from unauthorised duplication, and consumers, who wish to make fair use of the content
they purchase. Scherf highlights the critical importance of a digital rights management system, but
points out that no clear choice exists, and warns of government intervention which might impose

a solution on industry.

The network must provide sufficient bandwidth for high quality streaming media. For instance, DVD

discs contain video in MPEG-2 format at bitrates between 4 and 12 Mbps, while HDTV is distributed
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over digital cable networks at 19 Mbps. Since multiple streams might need to be delivered to multiple
locations in the home, the network must be capable of carrying a number of streams simultaneously. The
network must also provide sufficient bandwidth for all other applications that will be used on the network
at the same time — for instance, a file transfer between two PCs should not interrupt or degrade video
playback on a TV. Since the ear is sensitive to skips in audio playback and the eye to breaks in picture,
streaming media must be delivered regularly.

Home networks must be able to connect clusters of devices around the home to create a single, unified
network.

Since home entertainment systems are used by all members of the family, all aspects of the system
should be easy to use. Networked devices, in particular, should make connecting devices simple and
require little configuration in order to solve the cable clutter problem, and should operate reliably.

A network that fulfils these requirements and provides a platform for the focus of this thesis is the

IEEE 1394 bus.

2.4 The IEEE 1394 bus

The IEEE 1394 standard defines a high-speed ergonomic peripheral bus, designed to provide low-cost,
scalable, high-speed connection between computing devices, referred to as nodes on the bus. A key
feature of the bus is its ability to carry both asynchronous data packets and isochronous digital media
streams, making it well-suited to multimedia applications. The bus is also known as “FireWire,” an
Apple Computer trademark, or “i.LINK,” Sony’s branding which is now in common use in Japan.

The FireWire bus was first developed at Apple starting in 1986. It became an IEEE standard,
IEEE 1394-1995 [5] in 1996, and has been amended by IEEE 1394a-2000 [6], including improvements
to increase efficiency, and IEEE 1394b-2002 [7], which allows new network media types and longer
distances. The IEEE P1394.1 working group is preparing a specification which provides a mechanism
for bridging between buses.

The bus is based upon a four-layer model, which is shown in figure 2.1 and which Anderson examines

in detail. [8] Below is a summary of aspects of those layers and more recent developments.

Physical layer

The physical layer defines the electrical and mechanical characteristics of the bus. Data is transmitted

serially at a range of speeds referred to as S100, S200, S400, S800, S1600 and S3200, named after
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their approximate speeds in megabits per second. IEEE 1394-1995 specified that each node would be
connected to another using shielded twisted pair (STP) cables of up to 4.5 m at S100 to S400 speeds.

IEEE 1394b allows the use of a variety of network media to connect nodes, each with different speed
capabilities and range limitations. STP can be used at S400 to S3200 up to 4.5 m. Category 5 unshielded
twisted pair (UTP) cables can be used at S100 for distances less than 100 m. Multi-mode glass optic
fibre can be used at the same speeds and at distances of up to 100 m. Cheaper hard polymer clad fibre
and plastic optic fibre allow S200 at up to 100 m and 50 m respectively. [9]

The connectors used on the cables (shown in figure 2.2) are standardised for compatibility and

are of a simple design for reliability. Originally a six-contact connector was used on the STP ca-
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bling. IEEE 1394a introduced a smaller four-contact connector intended for hand-held devices, and

IEEE 1394b-compliant nodes use the nine-contact “beta” connector. UTP cabling uses the same RJ45
connectors used in UTP Ethernet networks, while the fibre optic options use a variety of connectors. The
six- and nine-contact connectors incorporate a power supply, which can eliminate the need for separate
power supplies for low-current devices. Connections are “hot-pluggable,” meaning that the user can

safely unplug a node without having to turn it off first.

The topology of the bus is unstructured, so nodes can be connected to each other in any way, such as
atree or a star. No terminators are needed, unlike, for example, the SCSI bus or 10base?2 Ethernet. Loops
in the bus are forbidden by the IEEE 1394-1995 standard, but loop-detection and elimination facilities
in IEEE 1394b-compliant buses automatically disable links which create loops. Nodes of different max-
imum speeds can be connected to the bus and communication will occur at the highest speed supported
by each node. As many as 63 nodes can be connected on a bus, and up to 1023 buses can be connected
by bridges.

Since the bus supports peer-to-peer communication between nodes, an arbitration process ensures
that only one node attempts to transmit at a time. The physical layers of every node that wishes to
transmit compete in the arbitration process, and the winner is able to transmit one packet. Arbitration
ensures fair access to the bus for all nodes.

The bus is reset every time a node is connected or disconnected. All nodes discard their bus con-
figuration information and perform tree identification to determine the bus topology and identify a root
node. The self-identification process follows, during which unique identification numbers are allocated
deterministically to all nodes, and each node notifies the others of its bus capabilities. Thus nodes do not
need to be manually configured.

A standard for wireless IEEE 1394 is being finalised by the 1394 Trade Association Wireless Working
Group. A protocol adaptation layer has been developed to allow IEEE 1394 applications to use the
IEEE 802.15.3 standard for wireless personal-area networks. IEEE 802.15.3 is designed to operate at
speeds between 11 and 55 Mbps, and will incorporate Ultra Wideband wireless technologies for speeds
between 110 and 480 Mbps. Bridges can be designed to connect a wireless IEEE 802.15.3 network to a
wired IEEE 1394 bus, based on the IEEE P1394.1 bridging design. [10]

Link layer

The link layer translates transaction requests from the upper layers into packets on the bus, and decodes

the address and channel numbers of asynchronous and isochronous packets received from the bus.



CHAPTER 2. HOME ENTERTAINMENT NETWORKS 12

Isochronous transactions offer predictable latency and guaranteed on-time delivery of streaming
media, where the rate of transfer is more important than guaranteed delivery. Up to 64 independent
isochronous channels can be carried on a bus, each of which can contain logical audio and video streams.
A bus cycle starts every 1% when the bus cycle master (an isochronous-capable node selected after
self identification) sends the cycle-start marker. The link layer of each node transmitting a stream then
transmits a block of its stream in each cycle, addressed to the channel number. The link layer of those
nodes that receive that channel decode the packet and pass it up to the application. Isochronous transac-
tions are unidirectional, in that the receiving nodes provide no confirmation of delivery.

Asynchronous transactions can occur when isochronous streams are not being transmitted, though at
least 20% of each cycle is reserved for asynchronous use. The link layer implements simple subactions

as directed by the transaction layer.

Transaction layer

The transaction layer supports asynchronous transactions, which are initiated by a requester and an-
swered by a responder. Asynchronous transactions can be broadcast, or are addressed to a single node
given by bus number, node number and memory address within that node. There are three types of asyn-
chronous transactions: reads from a given memory address, writes to a memory address, and locks, used
to ensure that an operation is atomic. Transactions consist of two subactions: the request subaction trans-
fers the command and data to the responder; the response subaction returns a status in write transactions,
and data in read and lock transactions. Packets are CRC-checked and acknowledged by the recipient,

thus delivery can be guaranteed.

Bus management layer

The Bus Management layer implements a variety of services to nodes on the bus. All nodes must be
capable of automatic bus configuration, and there are three additional management roles which can be
performed: the Cycle Master, the Isochronous Resource Manager and the Bus Manager. Each node may
be capable of fulfilling one or more of those roles, depending on its capabilities. Thus, the set of bus
management services available on the bus depends on the set of nodes present on the bus. The nodes that
will perform those roles are chosen every time the bus is reset, after self identification.

The Cycle Master is responsible for sending cycle start packets to begin each new cycle. This role

must be performed by the root node.
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The Isochronous Resource Manager handles allocation of isochronous channel numbers and band-
width to those nodes which wish to send isochronous data.

The Bus Manager provides services for all nodes, such as topology and speed maps of the bus,
management of the supply and utilisation of power by nodes on the bus, optimisation of traffic on the

bus, and enables the cycle master.

Application protocols

Above the four layers described, the bus is capable of carrying a range of higher level protocols, allowing
it to be used in many applications. These protocols include IEC 61883-2 audio, IEC 61883-6 video,
TCP/IP networking and SBP2-encapsulated SCSI.

Digital Transmission Content Protection

Digital Transmission Content Protection (DTCP) is a standardised means of protecting commercial dig-
ital content being carried on an IEEE 1394 bus from unauthorised copying, interception or modification.
It was developed by a group of five electronics companies and has been endorsed by US movie studios.

Each DTCP-protected media stream has Copy Control Information (CCI) which indicates whether it
can be copied. Four levels of copy permission are defined: “copy freely” allows the content to be copied
at will, “copy once” allows a single copy of the stream, “copy no more” marks copies of copy once
content to prevent further duplication, and “copy never” prohibits any copying of the content. The CCI
is given in the headers of the isochronous transactions that the content is carried in, and also embedded
in the content.

Before a device sends a DTCP stream to a recipient, it verifies the authenticity of that device based
on its identification certificate. The Digital Transmission Licensing Administrator (DTLA) is the body
which provides those certificates to device manufacturers. The content streams are encrypted using a
public-private key encryption scheme so that only devices which are certified secure can read it. The
DTLA can issue System Renewability Messages in new devices and content, which can revoke device

certificates should the security of the device be compromised. [11]

How IEEE 1394 meets the demands of home entertainment networks

IEEE 1394 has many attributes which make it eminently suitable as the foundation of home entertainment

networks, amongst them are the following:

e Wide industry support from consumer electronics, computer hardware and software companies.
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e Designed with streaming media in mind, as it provides isochronous transactions which guarantee

bandwidth and regular delivery.
e Ability to support all applications by layering other protocols above it, including TCP/IP.
e Abundant bandwidth, particularly since IEEE 1394b has standardised speeds from S800 to S3200.

e Scalable to small embedded devices, by accommodating low-speed devices, allowing minimal

implementations without unnecessary functions, and providing power over the same cable.
e Wireless capability using the IEEE 802.15.3 protocol adaptation layer.

¢ Ability to use a variety of cable types, which provide different lengths between nodes at different

costs. Longer range cabling can be used to connect different rooms in the house.

e Ease of use, since the cabling uses simple connector types and the bus allows hot-plug connections,

and requires no configuration.

¢ Ability to protect copyrighted content, while allowing legitimate copying using DTCP.

Figure 2.3 gives a hypothetical example of how an IEEE 1394 bus could be deployed in a home and
devices connected to it. The islands identified by the DHWG which would have existed before the
IEEE 1394 bus connected them are shaded.

Though one cannot predict which network technology will win in the