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Abstract

The advent of advanced modern nanotechnology teobsi offers new and exciting

opportunities to develop novel nanotech-derivedinzadarial nanodrugs with enhanced
selective and targeting abilities that allow fowky effective drug dosages, longer drug
persistence and reduced drug degradation withirbtitly. Using a nanodrug approach also
has the advantage of avoiding drug resistance @mubkhat plague reconfigured versions of
already-existing antimalarial drugs. In this studicombinant triosephosphate isomerase
enzymes fromPlasmodium falciparun{PfTIM) and Humans(hTIM) were recombinantly
expressed, purified and characterigefl.IM was shown to have optimal pH stability at pH
5.0-5.5 and thermal stability at 25°C wih, 4.34 mM andVpax 0.876 pmol.mtmin™. For
hTIM, these parameters were as follows: pH optim&.6#7.0; temperature optima of 30°C,
with K 2.27 mM andVmax 0.714 pmol.mtmin™. Recombinant TIM enzymes were subjected
to inhibition studies using polyvinylpyrrolidone \(P) stabilised silver nanoparticles
(AgNPs) of 4-12 nm in diameter. These studies showwt the AgNPs were able to
selectively inhibitPfTIM over hTIM with an 8-fold greater decrease in enzymaticiency
(KcafKm) observed foPfTIM, as compared tbTIM, for kinetics tests done using 0.06 uM of
AgNPs. Complete inhibition d?fTIM under optimal conditions was achieved usingoQua/
AgNPs after 45 minutes whileTIM maintained approximately 31% of its activity s

AgNP concentration.

The above results indicate that selective enzyntatgeting of the important, key metabolic
enzyme TIM, can be achieved using nanotechnology<tf nanodrugs. It was demonstrated
that the key structural differences, between the éwzyme variants, were significant enough
to create unique characteristics for each TIM wvdrithereby allowing for selective enzyme
targeting using AgNPs. If these AgNPs could be tmdipvith a nanotechnology-derived,
targeted localization mechanism — possibly usingfexpitin to deliver the AgNPs to infected
erythrocytes (Burns and Pollock, 2008) — then swch approach could offer new
opportunities for the development of viable antiani@l nanodrugs. For this to be achieved
further research into several key areas will beiired, including nanoparticle toxicity, drug

localization and testing the lethality of the systen live parasite cultures.
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1. Literature review

1.1 Malaria
Malaria is a potentially fatal, yet treatable irtfeas disease, which kills hundreds of

thousands of people every year, most of whom aitdreh in Africa (Aregawiet al., 2011,
Miller et al.,2002). It is caused by protozoan parasites of émugPlasmodiumThe disease

is transmitted through femal&nophelesmosquitoes. There are approximately 60 known
species ofAnopheleghat act as hosts, with about 30 species beingidenesi as highly
important, of which only four can infect humans andatural conditions?. falciparum, P.
vivax, P. ovaleandP. malariae.Of these it is onlylasmodium falciparumvhich results in
severe and potentially fatal malaria (Tuteja, 200Mljer et al., 2002). According to the
World Health Organisation (WHO) 2011 report on malaan estimated 3.3 billion people
are at risk of being exposed to malaria, with Jlioh deemed to live in high risk locations.
In 2010 there were approximately 216 million casgésnfection and between 537000 and
907000 deaths, of which approximately 91% occuriadAfrica with 86% being children
below the age of 5 (Aregavet al., 2011). While it is true that the fight against aré is
showing signs of succeeding with a reduction ineobsd cases by approximately 17% since
the year 2000 and a decrease in mortality by 26#%se figures are significantly lower than
the targeted values of 50% fewer cases by 2010g¢Aveet al.,2011).

1.2 Fighting malaria
The WHO currently recommends a wide variety of apphes for malaria control and

treatment. These methods target two main aspetteafisease (a) the vector of the disease,
mosquitoes and (b) the parasite itself. To limittees for the disease, the use of insecticide-
treated mosquito nets and indoor residual spr&S)(to treat walls and ceilings is currently
recommended. Targeting insecticides to areas wimasjuitoes typically land before and
after feeding, limits vector spreading and overglesticide usage. Pyrethroids,
organophosphates and organochlorines, includindgl®icdiphenyltrichloroethane (DDT),
are typically used as chemical insecticidal agef#segawi et al., 2011). While the
pyrethroids are the most widely used insecticiddse to their low toxicity, cost and long-
levity - increasingly more toxic alternatives, suhDDT, are seeing a comeback.



The use of DDT is still controversial, but the putal benefits of its use, are often seen as a
good enough reason to disregard scientific findiigking it to ill health effects. DDT
exposure has shown links to various serious medwmadlitions such as; pancreatic cancer,
breast cancer, non-hodgkins lymphoma and otherecanOther concerning medical issues
include; reproductive related problems, impairectddon, androgen receptor antagonism
linked to testicular cancers and low sperm counésirological poisoning effects such as;
hypersensitivity, dizziness, irritability, tremoend convulsions (Longnecket al., 1997;
Snedeker, 2001). Yet other research and statigtrelysis has called many of these findings
into question (Longneckeet al., 1997). Nevertheless, DDT was initially banned e t
1970's, and is currently banned in many countiegén and Chen, 2001).

Strategic monitoring for the spread of insecticidsistance is part of the WHO antimalaria
program and 78 countries currently monitor for s&sice. In sub-Saharan Africa, 27
countries have reported pyrethroid resistance (@&segt al.,2011).

Monitoring includes a promotion of research inte tinechanisms of insecticide resistance
within the mosquitoes and, so far, two main mecttammethods of resistance development
in mosquitoes have being identified. These areetasie resistance and metabolic resistance.
Target site resistance typically involves modificas that prevent insecticide binding at
target sites of the mosquitos’ central nervousesystSuch mutations have been shown to
occur in acetylcholinesterase (the target of organsphates and carbamates) and voltage-
gated sodium channels (the target of pyrethroias @DT). On the other hand, metabolic
resistance mechanisms observed usually involvenenease in expression and regulation of
detoxifying enzymes that prevent insecticides rewgrhheir target sites (Aregavet al.,
2011).

For treatment and prevention the WHO recommends ghspected malaria cases should
undergo parasitological confirmation tests eithir microscopy or with the use of rapid
diagnosis tests that have been developed. Forrowedi cases the recommended treatment is
Artemisinin based combination therapy (ACT). In i#idd to this, a complete withdrawal of
Artemisinin based monotherapies (AMT) is recommend€&hese AMT treatments are
suspected of creating and harbouring the spreadrt@misinin-resistant parasites, which
decrease the effectiveness of ACT’s (Dondetpal., 2009; Aregawiet al., 2011). As of
November 2011, 28 pharmaceutical companies wdtarsthufacturing the monotherapies,
39 fewer than in 2010. Limiting the production asade of the monotherapies AMT has been



difficult due to weak regulation of the pharmaceaittindustry. A greater collaboration in this

regard is thus required (Aregaetial.,2011).

Since ACT currently represents the frontline in fiilght against malaria and is often the drug
of choice, the spread of resistance by using AM3a significant problem. ACT generally
has the greatest success when compared with ottramercially available drugs. In
Cambodia however resistance to ACT is present gmdading (Dondorpet al., 2009;
Aregawi et al., 2011). Seeing as ACT’'s are recommended as theamplent to older
treatments, of quinine, chloroquine and sulfadoygemethamine, to which there is a
relatively widespread resistance, and since noebetlternatives are currently available,

resistance to ACT is likely to become more wideagria the future.

The rapid spread of resistance to relatively neugsliis possible, and has been seen in the
past with other anti-parasitic drugs. Programsimanglace to monitor and test for resistance
and, where possible, intervene with more drastiasuees like insecticide spraying when
detected. These efforts to limit the spread ofstasice will likely maximise the lifetime of
the currently-available drugs but resistance to dewgs also threatens to unravel much of
the successes achieved so far (Aregatvell.,2011). The WHO therefore actively encourages
malaria research so as to ensure that new drudsnathods for tackling this disease, will be
available in the future. For this goal to be achkwnalaria research needs to be an on-going
field of research. Novel drugs, with new mechanishsaction, are required to ensure that
new drugs have a useful life-span and are unaffebie currently-spreading resistance

mechanisms.

1.3 The malarial life cycle and targeting it
Of all the malaria causing parasités,falciparumposes the greatest risk of death and severe

morbidity. The life cycle of this interesting paitasis extremely complex and a detailed
understanding of this life-cycle is required if neamti-parasitic drug targets are to be
identified. The parasite expresses a variety dediht, often specialised proteins, which are
critical to its survival in the different cell liseand environments in which it lives (Tuteja,
2007). To survive the parasite progresses throegieral distinct life cycle stages (Figure

1.1) that are outlined in detail in the followingges.
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Figure 1.1: The life cycle of malaria parasit®s falciparumandP. malariae Taken from the Centres
for Disease Control website (CDC, 2010).

Infection starts with a mosquito taking a blood mearing which sporozoites are injected
from the mosquitos’ salivary glands into subcutarsetissues and, less frequently, into the
blood system of the human host (Miller al., 2002). The sporozoites travel directly to the
liver for P. falciparumandP. malariaewhere they infect liver hepatocytes. Studies (Mgita
al., 2001), have shown that the sporozoites are capdli@versing through different cell
types in a process that involves piercing the qggisma membrane of the cell, using special
proteins to achieve entry. Unlike bacteria and notiser parasites, which enter cells without
disrupting the plasma membrane, malarial sporogaitake use of a parasitophorous vacuole
to enter the cell (Motat al.,2001). Utilizing this process enables the parasiteside freely
within the cytosol and to exit the cell at a lagtage, again by piercing its way out. The
process results in leakage from effected cells tduentry and exit ‘wounds’ that can spill
cytoplasmic fluids until they are able to closeisTability of the parasite to bore in and out of

cells, allows it to traverse cellular barriers gehetrate through tough layers of skin cells,



which is necessary for it to reach its target, liher hepatocytes (Motat al., 2001). It has
been shown that the sporozoites tend to migratugfir several hepatocytes within the liver
before settling inside one of these cells, to gtatnext phase of the life cycle. This process
has been shown to be essential in the parasiéesyldie. The factor that triggers the decision
to switch between entry mechanisms is unknown @viét al.,2002; Tuteja, 2007). Once it
has been triggered, the parasite alters its cély éachnique, to one using a parasitophorous
vacuole for hepatocyte invasion. This is achievethgl conventional receptor mediated
endocytosis (Entzerothat al., 1998; Motaet al., 2001; Kaiseret al., 2003). The receptors
involved in this process have been studied in Hetn the surface of the parasite,
thrombospodin domains of the circumsporozite pmtaiong with the thrombospodin-related
adhesive protein, interact with heparan sulphatgéeprglycans of the host hepatic cells to
achieve cellular invasion via endocytosis (Freegdl.,1993).

Once this occurs, the sporozoites undergo sevlesgs of asexual reproduction in the liver
hepatocytes for between 9-16 days. This phase dsvikknas exo-erythrocite schizogony
(Figure 1.1A) and it results in the production olfigonts. In the case &f.ovaleandP.vivax,

a delayed schizogony phase may also occur. Thashgeved by the production of dormant
liver hypnozoites, which can remain dormant inlther for several weeks or longer and will
result in relapsing malaria in the patient, if eatied. Once inside the hepatocyte, sporozoites
produce tens of thousands of merozoites, each mpéimfecting a red blood cell (Millest

al., 2002; Tuteja, 2007). Studies have shown that #ragite then induces cell death and
detachment of the host hepatocyte. This is followgdoudding of parasite-filled vesicles
called merosomes which travel through pores ineltimen of sinusoidal blood vessels in
the liver. During merosome budding from the hepgimcthe parasite also simultaneously
suppresses the expression of phosphatidylserirntbebjost. Suppression is achieved active
accumulation, in the merozoite, of intracellulaOans, which are normally released by the
dying hepatocyte. This prevents the productiorplodsphatidylserine, an enzyme on the
outer plasmid membrane merosomes, which functiena aellular recognition signal for
destruction to phagocytes. However, since the noemesmembranes are derived from the
host cell, and the production of phosphatidylseligenfected host cells is being suppressed
by the parasite. Merosomes are therefore able fectefely avoid detection by host
phagocytes and to safely enter into the blood strdiller et al.,2002; Sturrret al.,2006).

Once in the blood stream, the merosomes releasezoitas directly into circulation (Sturm
et al., 2006). This represents the beginning of the eogiytic cycle (Figure 1.1B), which is
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primarily responsible for the symptoms of the dsseéFreveret al.,1993; Tuteja, 2007). As
such, and due to its complexity, this part of ife dycle has been identified as a good target
for the development of drug interactions that nrayhit it (Frevertet al., 1993). Merozoites
enter the erythrocytes in a four-stage processt,Rinere is a reversible recognition and
attachment to the outer membrane of the erythrecyBecond, this is followed by a
reorientation which then leads to irreversible bigdand reorganisation of the parasite,
forming a parasitophorous vacuole and allowing yeninto the erythrocyte. Third,
invagination of the merozoite occurs, in a procélsat simultaneously removes the
merozoites surface coating - which protected ithe blood stream. Fourth, the invasion
process is finalised by the resealing of the epdyie and the parasitophorous vacuole
membranes (Tuteja, 2007). Within this process es@f cellular signalling reactions occur.
These prepare the parasite and host cell for fudkgelopment. The process is extremely
complicated and not fully understood. It is knowattit involves a set of protein interactions
between host and parasite enzymes that allow fer phrasitic takeover of the host's
biochemical machinery (Milleet al.,2002; Tuteja, 2007).

Asexual replication of the parasite within hosttergcytes then begins, starting with the
characteristic 'ring form' of the trophozoite, whican be easily identified for diagnosis,
using a microscope (Figure 1.1B). The reproducfmacess continues with trophozoite
enlargement, which is accompanied by a highly aathetabolism, using glycolysis. During
this process the parasite uses its own glycolytrymes and actively imports glucose from
the blood to satisfy its energy needs (Sherman9)19¥he parasite lacks a functional
tricarboxcylic acid (Krebs) cycle and is thus eszliirdependent on glycolysis for energy
production (Parthasarathgt al., 2002). This means that the glycolysis enzymeshef t
parasite are potentially good targets for drug tgpraent (Milleret al., 2002; Ravindra and
Balaram, 2005; Tuteja, 2007; Shekinah and Rajad@f€8; Gerdes and Overbeek, 2012).
As the trophozoite enlarges and the replicationtinors, the parasite ingests host cell
cytoplasm and uses proteolysis to break down hakbiogin the red blood cells, forming
free amino acids needed to feed the massive lelvebmication. A by-product of this
digestion is the production of free heme, whicposentially toxic to the parasite. This toxic
waste is dealt with by polymerizing it into hemazavhich then crystalizes and is stored
within the parasite’s food vacuole to form whakieown as malaria pigment (Millest al.,
2002; Tuteja, 2007). Inhibition of this processansidered as the mechanism of action of

most of the currently-used antimalarial drugs,udahg Chloroquine and Artemisinin (Robert



et al.,2001). Resistance to this mechanism of action tsaskeeen described in detail (Sidhu
et al.,2002). Replication ends with multiple rounds of leac division and the construction
of schizonts. IrP. falciparumthe whole erythrocytic cycle takes approximateByhdur and
the subsequent release of the merozoites occurdtamaously throughout the body. This
simultaneous rupture and release of red bloodagltents into the blood stream, results in
the production of cytokines such as the tumourassifactor among others. Together, these
cause the clinical manifestations (fever, and sfjatiEmalaria. The repetition of this process
causes massive accumulation of toxins and destruaf red blood cells that ultimately
results in malaria-associated death (Mi#éal.,2002; Sturrret al.,2006; Tuteja, 2007).

A small percentage of the merozoites in red bloelsao on to form micro- and macro-
gametocytes which later become male and female sfasinthe parasite, for the sexual
reproduction phase, which occurs in the mosquitgufé 1.1C). After these gametocytes are
ingested by a mosquito they have no further fumctiothe human host. After a mosquito has
taken a blood meal from an infected individual, gametocytes move into the mosquito's
mid-gut, where they form into sexual micro- and macgametes. These gametes fuse
together, creating a fertilized zygote, which tfan®s into an ookinete and then infects a
mid-gut cell of the mosquito before developing i@to oocyst (Tuteja, 2007). The malaria
gamete surface antigen Pfs230 has been identifisdglthis process. This is critical for the
recognition and binding to exflagellating human béalbd cells that contain the male parasite
and form into exflagellation clusters, which releasdividual microgametes. The process has
been shown to be a critical step in oocyst fornmafigksi et al., 2006). Sporogony then
occurs within the oocyst, producing many sporozoitet migrate to the mosquitos’ salivary
glands when the oocyts ruptures. The cycle is cetaglby the mosquito taking a blood meal
from a new host (Figure 1.1A), (Tuteja, 2007; Millet al., 2002). Gaining a detailed
understanding of this lifecycle is a critical stigat will aid in finding drug targets for the
development of the new drugs, required for the omgefforts to fight malaria.

1.4 Triosephosphate isomerase (TIM)
Triosephosphate isomerase (TIM) is a well-studiechddimeric enzyme which was first

discovered by Otto Meyerhof (considered one offéttieers of modern biochemistry) in 1935
(Meyerhof, 1935). TIM is a critical enzyme of glygsis that catalyses the inter-conversion
of dihydroxyacetone phosphate (DHAP) and D-glyakrhide-3-phosphate (D-G3P).

Glycolysis is one of two basic energy-producing yenatic cycles, along with the



tricarboxylic acid cycle or ‘Krebs cycle’. Thesectgs produce cellular energy, by oxidative
phosphorylation, in the form of ATP and NADH/NADPHhich are energetic biochemical

agents required in the metabolism of all livingamgms (Voet and Voet, 2003).

The enzyme TIM is therefore very old and has bechigkly evolved over time. It has been

described as an enzyme honed to perfection, byeleetive pressures of evolution (Knowles
and Albery, 1977). ThaumanTIM (hTIM) is a good example of this enzyme, shown in its
loop-open and loop-closed forms in Figure 1.2 below

Figure 1.2: PDB images showin@TIM in loop-open (a) and loop-closed (b) forms, lwlound
substrate. The mobile loop is coloured in greeagidims constructed with PyMol

1.4.1 Mechanism of action
The enzyme reaction occurs through the creatiom a@is-enediol (intermediate), by the

mediation of the protonation and deprotonation fao enol structures (Figure 1.3),
(Knowles, 1991).
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Figure 1.3: Diagram of the inter-conversion of DHAP (a) to #re=diol intermediate (b) to D-G3P (c)
via a catalytic acid/base proton abstraction invm@vGlu-165 and His-95 of TIM. Image from
(Knowles, 1991).

How TIM achieves this mode of action has been esttety studied (Knowles, 1991; Joseph
et al., 1990; Pomplianeet al., 1990; Knowleset al., 1972; Banneet al., 1975; Lolis and
Petsko, 1990). Three main functional componentsimareperation in TIM and will be
discussed in detail. The first of these is a proleop (residues 166-177), in which the subset
residues (of 168-173) are highly conserved and famgid lid that moves ~7 A in a hinge-
like action from its open state (with no ligand g@et) to its closed position (with a substrate
or inhibitor present), see (Figures 1.2 and 1 Khofvleset al., 1972; Banneet al., 1975;
Josephet al., 1990; Lolis and Petsko, 1990; Pompliagtoal., 1990). While many enzymes
have similar structures, the mechanisms of how @rcdtymes work are not always fully
understood. It has been suggested that thesewtsanove in an 'induced fit' mechanism
upon substrate binding. A similar well-studied eyx#of such a mechanism is that of lactate
dehydrogenase (LDH). In LDH it has been shown thpgn binding of its substrate, loop
movement is induced. LDH has a similar peptide Jompich contains a highly conserved
catalytic Arg109 residue that is responsible folapgring a carbonyl group on the substrate
and stabilizing its transition state (Clareal.,1986).



Figure 1.4: Models of wild-type and mutant TIM, with residuelstioe mobile loop 168-177 in (light
blue) and the rest of the protein in (dark bludje Bound inhibitor phosphoglycolohydroxamate is in
orange(a) Wild-type TIM in open loop conformation, (inhibitshown for visual reference onlyh)
Wild-type in closed/liganded conformation with ibior bound.(c) Mutant TIM (lid 170-173
deletion) in open loop conformation (again inhibislown for visual reference onlyi) Mutant (lid
170-173 deletion) in closed/liganded conformatiathwnhibitor bound. Image from (Pompliared
al., 1990).

As with LDH, in TIM the mobile loop appears to clamdown on the bound
substrate/inhibitor complex. In TIM, unlike LDH, meew catalytic residues are brought into
action. Instead it appears to effectively sequasiersubstrate from the solvent (Figure 1.5)
and is thought to help stabilize the substrate uino transition intermediary states.
Crystallographic work has also shown these higblyserved lid residues 170-173, the main
chain NH group of Glyl71, creates at least one, jpossibly two, hydrogen bonds with
oxygen atoms on the substrate or inhibitor's phagplyroup (Pomplianet al., 1990). An
example of this ilPlasmodium falciparun{PfTIM) is shown in Figure 1.5. This stabilises the
substrate for TIM ensuring a tight fit as the epafion reaction transitions through its
different states (Figures 1.2 and 1.3) (Pomplienal.,1990).
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Figure 1.5: The hinged loop ofPfTIM, (pdb code: 1LZO), in closed conformation, fonm a
hydrogen bond of 2.7 A, with its backbone Gly17H-§roup and an oxygen atom of the inhibitor
complex 2-phosphoglycolate. Bond lengths shown iar@angstroms. Image made using PyMol
version 1.3.

The 'induced fit' hypothesis is acceptable for Télsl shown by crystallography data and
computer simulation studies done by Josephl., 1990, which indicates that residues 166-
168 and 174-176, which are not conserved, act @shthges' for the loop movement. The
study points out that during the interaction betwége substrate and the catalytic Glul65
residue, the residue shifts towards the substrate,relatively substantial positional change
of ~3 A from open to closed loop forms. This shiftturn induces further pseudo-dihedral
angle changes between residues 166-168, whichrinweaken a hydrogen bond between
Trpl68 and Tyrl64, causing a shift in the indolactional group of Trpl68. The indole
group then interacts with Glul29 and causes a dascd dihedral angle changes that
culminate in the bond angle changes of residuesl¥®4 ‘the other hinge’, which closes the
loop. The study also notes that the loop is rigidaghout its movement. This is due to intra-
loop hydrogen bonds and stacked ‘van der Waalgefibetween conserved loop residues.
As the loop closes residues 173 and 176 form adhditinydrogen bonds with the rest of the
3D protein structure as the loop clamps down (FaduB), while residue 171 forms hydrogen
bonds with the substrate (Figure 1.5). These helpp¢k the mobile-loop or ‘lid” down,
ensuring a tight fit and limiting substrate movemaithin the active site (Josepdt al.,
1990). Due to the complexity of this process, ithsorised that any conformational changes
in overall TIM protein structure may have drasfileets on activity.
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The next two components used by TIM for its reaciwoe, a catalytic base and a catalytic
acid, which mediate the two enolization steps iohedirection, (Figures 1.6a and 1.6b)
respectively (Knowles, 1991). The catalytic bassponsible for the removal of the pro-R
proton of C1 in DHAP (Figure 1.3), is the carboxglgroup from Glul65 (Figures 1.3 and
1.6a). Isotope and crystallographic studies hawewvehthis mechanism to be bi-dentate,
meaning it is also capable of removing the protammfC2 in D-G3P (Figure 1.3). This is
catalytically required for the reverse reaction ¢Mieset al.,1972; Banneet al.,1975; Lolis
and Petsko, 1990; Bash al.,1991; Knowles, 1991).

For the above to occur, strategic and extremelgigeeplacing of the Glul65 residue relative
to the substrate is required. Indeed it's beenribed that the reason proteins are often so
much larger than their substrates, is simply topBuphe necessary scaffolding required for
such precision-placing of the catalytically actigwups (Knowles, 1991). The removal of
Glul65, or its substitution with alanine or glycitas been shown to reduce catalytic activity
by over a million fold (Knowles, 1991). The finatteve chemical component of this enzyme
is a catalytic acid, which acts as an electrophild aids in the enolization steps. Again it is
the strategic placing of His95 that places its mmmle rings, NH group, precisely in-between
and approximately 2.9 A from each of the two pdssgubstrate, C1 and C2 oxygen groups
(Figures 1.3 and 1.6b). This allows for the creatid a hydrogen bond which aids in the
chemical destabilisation of both substrate confdiona DHAP and D-G3P, and aids in their
catalytic inter-conversion. Mutations of His95 &mown to decrease catalytic activity by a
factor of nearly 400 fold, when compared to thedwiype enzyme (Baskt al., 1991,
Nickbarget al., 1988). Essentially, it is the strategic and pregssitioning of catalytic base
and acid groups by the twehelixes that hold these residues (Figures 1.6cespectively,

as well as the snug fit within the active site —iabhis further aided by the stabilisation of
the substrate molecule by mobile lid closure — timatkes this enzyme so efficient. The
isomerisation reaction can therefore be said tatfan in a catalytic pull-push acid/base

mechanism which relies on the precise positioningctive residues and a snug substrate fit.
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Figure 1.6: The catalytic residues of the active site in Tl The catalytic base of Glu165 (yellow)
acts as a proton acceptor with the tightly-fit $tdie (red)(b) The catalytic acid from the NH group
of His95 acts as the electrophi{e) Thea-helix that stabilises the imidazole ring of His@®) Thea-
helix stabilising the lid over the phosphate grofithe phosphoglycolohydroxamate (inhibitor). Note:
the dots surfaces are at the van der Waals' tagige from (Knowles, 1991).

Understanding the remarkable chemical mechanismslvied in these catalytic events,
which occur within angstrom distances allows ondaion a deeper understanding of the
enzyme TIM and how it functions. This informatioancthen be used to aid in the design of
new enzyme inhibiting drugs. The ability to seleely target a specific variant of such an
important enzyme could be used to design antimétabdrugs capable of disrupting this
mechanism of action. To further investigate thisgoility for the design and development of
P. falciparumTIM targeted therapeutic agents, the genetic vaniaand unique structural

features of this enzyme should be studied.

PfTIM is one of the better-studied variants of TIMdais known to have several significant
important differences, compared to its human hastinterpart, versiorhTIM. These
differences are discussed in detail in the follagyvsection. In this research it is assumed that
nanoparticle interactions that could induce confaranal changes in targ&@TIM would

likely inhibit activity, because even a relativedynall shift in residue positioning would
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probably have strong effects on activity, due ® phecise redox chemistry and nature of how

TIM operates.

1.4.2 TIM from Plasmodium falciparum (PfTIM) as a drug target
Critical evaluation of the specific genetic varmais inPfTIM reveals several key differences

with the hTIM variant. Exploitation of these differences could maR&IM an excellent

target for selective enzyme inhibition.

As previously mentioned?. falciparumlacks a functional energy-producing Krebs cycle,
making it entirely dependent on glycolysis for eneproduction (Velankeet al., 1997;
Ravindra and Balaram, 2005; Tuteja, 2007; GerddsGarerbeek, 2012). This, coupled with
the parasite’s massive energy demands during asddaad-stage, reproduction (Sherman,
1979), means that the parasites glycolytic enzymes potentially good drug targets.
Disrupting this cycle will starve the parasite betcellular energy it needs to survive and
reproduce. The sheer scale of the parasites regiioduprocess puts a huge strain on the
host’s system and the ability to slow this procgs®n, could make the difference between
life and death.

The parasite’s use of its own glycolysis enzymdsrsefan opportunity to identify genetic
differences between it and iteumanhost. DNA sequencing and X-Ray crystallographic
studies have helped identifPfTIM as having several notable genetic and struttura
differences that may be useful for targeted drugeligpment (Velankeret al., 1997;
Parthasarathgt al.,2003; Ravindra and Balaram, 2005).

The search for therapeutic agents against pathpggmgeting key enzymes that only exist
within the pathogens themselves, is usually the dyatson. If this is not possible, selectively
targeting analogous parasite enzymes is also abgaggMaithal et al.,2002; Ravindra and
Balaram, 2005). Two methodological approaches teean used for this purpose. The first
approach is to design benign inhibitors that competr the active site. Ideally, these
inhibitors will remain in the active site or, ine cases, may even modify the active site
chemically. This method is only useful, however,ewhthere aren't any important host
analogues to the target enzyme. The approach iesotiesigning inhibitor peptides that
specifically target the active site of the enzymhanalogous enzymes are present, similarities
with the homologous host enzyme’s active site ugliabit the use of this approach, because
the residues within active sites of analogues areally highly conserved. In such cases a
better strategy is to target dimer interfacesydéspnt, which are typically less conserved and
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often exhibiting clear genetic and structural difeces. In this case the approach is to target
non-conserved, but functional, interface residwesdfsruption. This can also be done using
synthetic peptides, or by covalently modifying riae surface residues that could disrupt the
oligomeric state of the protein ( Smithal.,1975; Gémez-Puyoet al.,1995; Maithakt al.,
2002). As demonstrated (Gomez-Puyeu al., 1995), this approach worked well when
targeting the blood parasit€rypanosoma bruceilIM (TbTIM), which shares many
similarities in enzymatic structure witlasmodium(Greenbaunet al.,2004; Velankeet al.,
1997). TbTIM features a subunit interface cysteine residaeposition 14 (Cys14), which
was shown to be influential in subunit binding. GZmPuyouet al. (1995) were able to
selectively inhibitTbTIM using a methyl methanethiosulfonate to dergaiits Cys14 into a
methyl sulphide. The treatment showed dramatichitibn on other TIMs that featured
interface Cysl14 residues. TIMs without this vadatshowed only low levels of inhibition.
For rabbit TIM a 20% decrease in activity was obedrand in yeast TIM the inhibition was

negligible (Gomez-Puyoet al.,1995).

In the case oPfTIM, the enzyme is known to only be fully active its dimeric form
(Maithal et al., 2002). In addition it also features dimer-intedaxysteine residues, in this
case at position 13 (Cys13), whilehiIM this residue is methionine. Methionine is sianil

to cysteine, as it also has a sulphur atom witisiside chain, but its sulphur atom is shielded
by a terminal CH group, which makes it less reactive. The presefdkis mutation makes
selective enzyme inhibition oPfTIM an attractive option, as targeting of TIM dimer
cysteines has already been successfully demorsti@teselective inhibition (Gémez-Puyou
et al.,1995).PfTIM contains four cysteine residues per subunpasitions 13, 126, 196 and
217 (Figure 1.7b). Disruption of the interface C¥<f PfTIM or its removal (C13D mutant)
results in a significant, 7-fold, decrease in caialactivity and reduces dimer stability. In
addition to this, Cys196, ¢#fTIM, is also located on the enzyme surface and sippdo the
active site (Figures 1.7b, c). Maithatl al., 2002 demonstrated that this residue is the most
accessible and reactive of the cysteine residuesepting its sulphur atom in the surface
structure (Figure 1.7c). This provides an extersitd for chemical targeting of cysteine
sulphur atoms with nanoparticle-based nanodrugsitiiislaet al., 2002; Malabadiet al.,
2012).

The presence of the reactive sulphur atoms in ys&emes side chain is what makes these
mutations of such interest. Sulphur is a known treacelement in this amino acid, and is

responsible for the creation of disulphide bonds$ stnong ‘van der Waals’ forces, which are
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highly influential in enzymatic folding and structuconformation. Sulphur atoms are also
known to form bonds with gold and silver atoms ame used to interface gold and silver
surfaces, or nanoparticles, in various biotechiagfbns, such as biosensor design, peptide
metallic interfacing and nanoparticle stabilisatiillner et al., 2007; Malabadiet al.,
2012).

Of the four cysteine residues, X-ray crystallographs shown that both Cys196 and Cys217
are surface-accessible fBfTIM. Additionally, the sulphur atom of Met248 issal exposed

on the surface (Figures 1.7a and 1.7c).

Mobile-loop

Active site

Figure 1.7: PyMol (v1.3) representations &fTIM (a,b,c) andhTIM (d) with sulphur atoms in
yellow. (PDB codes: 1YDV and 1HTI respectivelyp) PfTIM monomer, showing Mobile-loop
above the active site, the sulphur atom of the dimkrface Cys13 and surface accessible sulphur
atoms of Cys217 and Met248b) PfTIM dimer showing surface of chain A, with sphere
representations for the 4 cysteines and the onbiomitte 248, (note Cysl3 at dimer interfade).
Reverse side oPfTIM showing surface accessible Cys196 sulphur at@h.Surface structure of
hTIM showing mobile-loop, active site with bound initor (2-phosphoglycolic acid - £sP0s) and

the only surface accessible sulphur atom on Cys217.
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Maithal et al., 2002 performed a sophisticated evaluationPéFIM cysteine residues by
differentially labelling the residues using iododceacid and iodoacetamide. This was
followed by electron spray ionization, mass speciopy and tryptic fragment digestion
analysis, to determine the positioning of the lab&hese data indicated that the accessibility
of the cysteine residues is as follows: Cys196>BysCys217 and Cys126. This correlated
well with crystallography data which shows Cysla@id&d inside the enzyme and while
Cys217 was largely covered; only partly exposirg sulphur atom (Figures 1.7a, b).
Likewise Cys196 is highly available on the revessge of the structure (Figure 1.7c).
Interestingly, while the crystallography data irades Cys1l3 has a generally-limited
accessibility, due to dimer formation, labellingoeximents indicated otherwise, with Cys13
undergoing relatively rapid modification, indicagiraccess by the labelling residues is
possible and therefore possibly by other interfgagents. Due to the proximity of Cys13 to
the active site, labelling of this residue was a®companied by loss in enzyme activity
(Maithal et al.,2002).

1.5 Medical Nanotechnology
The field of nano-medicine using nanoparticlesisatively new and, to date, few nanodrugs

have been tested in humans (Cle¢rl.,2008; De Jong and Borm, 2008; Léstyal., 2010;
Sperling et al., 2008). Recent research has however shown progmesdisis field with
developments involving transition metal complexes therapeutic agents, used to treat
carcinomas, lymphomas, control infections, as mfi&ammatory agents, neurological
disorders, and diabetes (Rafiqeé al., 2010). Many challenges that face conventional
therapeutic agents, such as poor bioavailability etrinsic toxicity, often compromise or
seriously limit the abilities of otherwise beneéficdrugs. Nanotechnology has allowed the
creation of nanoscopic systems which can be altéhedugh the addition of various
functional surface molecules thereby altering pleamlogical and therapeutic properties.
These designed systems are capable of overcoming ofahe limitations associated with
conventional treatments (Chex al., 2008; De Jong and Borm; 2008, Léey al., 2010).
Drug delivery with nanotechnology is designed tplei pathophysiological conditions and
anatomical changes that often exist within diseds=iies. This allows for the creation of
site-specific targeted therapeutics (Sahabal.,2007).

Nanosystem selective targeting allows for the aadation of higher concentrations of

therapeutics at targeted sites, and lower cond@nsaelsewhere in the body. This enhances
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bioavailability and reduces systemic toxicity. Inporation of the drugs into nanosystems
also overcomes solubility issues that are often@ated with otherwise-effective functioning
drugs. Nanosystems also allow therapeutic drugdypoass immune detection, during
circulatory transportation to target locations. sT'lenables targeting sites that are hard to
reach, such as the brain, which offers an additiohallenge due to the blood brain barrier
(Sahooet al.,2007). Cheret al (2008), outline several nanosystems and their targéich
have been developed and are currently in use.iihp®rtant to note that nanotechnology-
derived drugs are usually custom designed yet oftake use of the same base nanoparticle
system, such as gold or silver nanoparticles. Itthe various modifications and
functionalising of these systems that creates mmddrighly specific and capable
nanodrugs/nanosystems (Chedral., 2008). The nanosystems are typically less thannt@0

in size, thus allowing delivery through capillariaad uptake by cells. Drugs coupled to
nanosystems also generally benefit from longemutaton times and less loss of therapeutic
potential during circulation (Sahaa al.,2007). For drug delivery, nanosystems can employ
encapsulation, entrapment, adsorption, and attactiraed are even able to dissolve active
agents into or onto the nanoparticle matrix. Thas de used to allow for the creation of
targeted release mechanisms, or triggers, whichtlgraid in limiting toxicity and increased
concentrating at target sites (Salal.,2007; Cheret al.,2008; Lévyet al.,2010).

Regulation of protein activity has important bionoadl applications and can be used to
influence the processes of signal transduction, Digplication and other key metabolic

systems (Toogood, 2002; Gadek and Nicholas, 2008)oparticles can be made in the same
size range as enzymes and have several key adeantdign considering therapeutic agents.
They have large relative surface areas for intemastand attachments, they easily enter into
cells, and their synthesis can now be performeatively easily to make various sizes and
shapes with alterable surface propert@snteet al., 1999; Wuet al., 2009). These abilities

allow for more than just cellular targeting and madelective enzymatic targeting both a

viable and attractive option in modern therapedéeelopment.

Due to these multi-capabilities that can be atteduthrough such modifications, the modern
nanodrug development trend is to create multifemeti nanoparticle systems to fulfil
virtually all the drug requirements of selectiveligkry, biocompatibility, solubility, and
limited toxicity. An example of such a system ig tise of polymeric micelles, developed by
Nasongklaet al. (2006), which target cancer cells, deliver drugsd allow magnetic
resonance imaging (MRI) for tracking.
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1.5.1 Medical applications for transition metals usmg nano-technology
Many nanomedical applications involve the use ahgition metals, which have several

unique properties that make them useful. Transiti@tals all have unfilled d-orbitals and
occupy groups 3-12 on the periodic table. Thisvadlthem to have various reactive oxidative
states, giving them both oxidation and reductiopatélities. They are capable of forming
many different types of bonds of varying strengisyally with negatively charged molecular
groups. This confers transition metal complexe$ witomising pharmacological properties
and has spurred a great deal of interest and ws&ao investigating the development of
compounds that use the transition metals (Rafiefual., 2010). Transition metal medical

applications come in many forms, from modified sngtom/ion enhanced ligand structures,
which can be new or may just improve older theripsuto complex functionalised

nanoparticles.

An example of the use of transition metals in maldiantimalarial research is the
modification of chloroquine using Fe ions to crelgoquine, which was synthesised and
testedin-vitro on live parasites resistant to chloroquine. The sgnthetic organometallic
analogue was shown to be 5.3 times more activensigthe chloroquine resistant parasite
than chloroquine (Atteket al.,2003).

1.5.2 Gold and silver nanoparticles
Gold nanoparticles (AuNPs) are one of the moreistudanoparticle variants for use in

nanomedical and nanosensing applications. PropedficAuNPs include biocompatiblity,
bioavailability, photo-optical activity, and easwnttionalization. Applications such as
diagnostic imaging, biosensing, and various carberapeutic techniques have greatly
benefited from these unique properties. In additothis there are various delivery methods
for gold nanoparticles that can target diseasesligis (Cheret al., 2008). Silver is in the
same group (Group 11) on the periodic table as.dontteed gold and silver share the same
outer electron orbital valences’ and consequeily means that silver (Ag) and gold (Au)
nanoparticles tend to have similar chemical reacgixoperties when reacted with the same
elements or compounds (Kholoatal.,2010). This effect is noted with special referetwe
bond length properties when reacting with sulphomtaining compounds as indicated by
Sellerset al.,(1993).

Gold nanoparticles have been used in photothermeahpies by exiting AuNPs at 650-900
nm which then transform absorbed energy into hea photothermal ablation technique

19



used to kill targeted cancer cells (Chatnal., 2008). The technique demonstrated effective
destruction of the cancer cells, although the &etieting techniques that were used lacked
selectivity (Huanget al.,2006; Cheret al.,2007).

Silver nanoparticles (AgNPs) have also shown a waléety of uses and can be synthesised
in many ways. They have commonly been used asfelcsant and antibacterial agents
(Kholoudet al.,2010; Guzmaret al.,2008). One area of silver nanoparticle researchhhs
been widely explored is nanoparticle-virus inteiatt. Elechiguerrat al. (2005), showed
that silver nanopatrticles, of sizes ranging frorhOlam, are able to interact with the HIV-1
virus, through exposed sulphur atoms that wereeptesn HIV glycoprotein (gp) knobs of
gp120. The AgNP-gp120 binding also demonstrateal wihibition by preventing host cell

entry.

Applications of silver have a long history of theeatic uses and silver has being extensively
studied for its antimicrobial and antiviral propest Silver has seen applications as
nanoparticles for water treatment and sterilizgtesnanoparticles or nano-crystalline silver
in dressings, gels and creams have being usecedb burn wounds and reduce bacterial
infections in chronic wounds among other treatmems have generally being found to be
non-toxic to humans in minute concentrations bwehshown cytotoxicity to some cell lines
depending on nanoparticle size (Raial.,2009). The manner in which silver nanoparticles
obtain such desired properties is being investiyated is not yet fully understood. It has
being shown that size and shape of the silver remtiofes is important however with
generally the smaller range of approximately <20gemerally exhibiting higher efficacy and
greater biocompatibility (Kinet al.,2007; Raiet al.,2009). Studies have shown that AgQNPs
interact with the lipopolysaccharides in the extegellular membranes of bacteria, causing
structural changes and degradation that leadscreased cell membrane permeability and
ultimately cell death (Sondi and Salopek-Sondi,Z200m et al.,2007; Raiet al.,2009). A
study investigating by Hao and Schatz (2004) indgdhat as the size (particularly below
100 nm) and shape of silver nanoparticles changeresponding changes in the
electromagnetic field and surface Plasmon resonahégNPs are observed. These changes
allow for differences in electrostatic interactioresulting in dipole and tripole moments
between nanoparticles that are notably differeie Effect these altered field states and
strengths may have on interactions with complexedes, such as proteins, is unknown but
it is fair to assume that if they appear to notadfect characteristics of simpler NP-NP

interactions, the effect on more complex moleculesch as proteins — will be presumably
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more notable and definitely far more complex. Ty potentially explain the variability in
toxicity effects observed in various studies (Soadd Salopek-Sondi, 2004; Kiet al.,
2007; Raiet al.,2009).

A demonstrated application of AUNPSs is in bioserdesign, where redox enzymes typically
lack the direct electrical conductivity requiredtare’ them into amperometric sensors with
high sensitivities able to detect the binding otmscopic levels of target compounds that
require detection. By using enzyme-nanoparticleridybystems, gold nanoparticles can be
tethered to gold nano-electrodes using cross-liekag form dithiol bridges with ligand-

linked detector enzymes. The AuNPs mediate eleath@rge transport, thereby increasing

the amperometric detector efficiency (Yeual.,2005; Willneret al.,2007).

1.5.3 Biomolecular nanoparticle engineering
Biomolecules, like proteins, antibodies, antigend amall DNA segments, offer the reactive

potential to design unique nanoparticle-biomoleduylbrid systems. In terms of scale, these
building blocks are of a size which allows for théarbe attached to nanopatrticles and travel
with them, allowing them to complement the nanaples by conferring the unique
properties they possess and thereby creating noaebscale substances with diverse
capabilities. The engineering of nanosystems capabinolecular recognition and selective
binding to target cells and enzymes, is a relagivetw field of research with exciting
prospects in biomedical applications (Yeual., 2005). Fischeet al. (2002), demonstrated
an engineered NP-enzyme interaction capable ofgrezimg and inhibitingx-chymotrypsin.
This system used monolayer-protected nanopartieitts functionalized anionic termini for

recognition and inhibition, similar to the genesample shown in Figure 1.8b.

Being able to engineer the nanoparticle proteireradtions is a critical step in the
methodology of designing multi-capable nanomedicaystems. Typically, two
fundamentally-different approaches are used tougate proteins to nanoparticles. These are
direct covalent linkage of the protein to the naartiple surface, which can be done in
several different ways, or the use of non-covalet¢ractions between the protein and

nanoparticle to generate supra-molecular assen{Besaet al.,2010).

In the direct conjugation approach, multiple protside chains may potentially be involved
in interactions. In such cases conditions thattlmon-specific binding are often sought, as it
has been shown that direct conjugation interactroay often result in the loss of enzyme
activity, usually due to conformational changes pirotein structure. A commonly-used
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method for direct conjugation is the use of a @Englsteine residue for monovalent
attachment. This approach is also plagued by pratenaturation but it may be useful for
protein targeting, where enzyme denaturation ass ¢d activity may be desired. The ability
of cysteine to directly conjugate to metallic naadjcles makes it a useful bio-
nanotechnology tool, which can be used as a fumalizing nanopatrticle linkage or for direct
protein-nanoparticle interactions, if present otaet enzyme surfaces (Raetaal., 2010;
Majzik et al.,2009).

Another direct conjugation method relies on the ireegring of custom ligands for
nanoparticle conjugation and functionalization. sThmethod generally has had greater
success, due to its wide range of modification ibdgges and easy development methods

available. Some common attachment methods areedtin Figure 1.8 (Raret al.,2010).

(a) Direct attachment
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Figure 1.8: Three examples from Ram al. (2010), for direct protein-nanopatrticle attachméaj.
Direct attachment using a thiol groups on the pnstesurface.(b) Amine-carboxylate coupling
linking NP carboxylate and protein amine groye$An alkyne-azide Huisgen ‘click’ reaction, which
uses a catalyst to aid linking the azide taggedhPthe alkyne tagged protein to achieve high gield

An example of the application and possibilities mbdern nanoparticle drugs has been
demonstrated recently, as highlighted by (Sheri2ldt?2; Hrkachet al., 2012). This passed

Phase 1 human drug trials for a clinical cancerodamg and the nanodrug is currently
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undergoing further testing. The study done by BINE)osciences of Cambridge,
Massachusetts (Hrkacket al., 2012) provided positive evidence for the progressiv
development and clinical application of new nanoitieds. The nanodrug system that was
used consisted of a hydrophobic nanoparticle owitl, polylactide polymers encapsulating
the cytotoxic drug docetaxel. This was surroundgd hydrophilic corona of polyethylene
glycol bound to a small designed molecule, (S-3%3amino-1-carboypentyl]-ureido]-
pentanedioic acid), which targets the prostateiipenembrane antigen that is known to be
overexpressed in most solid cancer tumours (Hrletchl., 2012). A computer-generated

image of this molecule is shown in Figure 1.9a (flaa, 2012).

Oligo(ethylene glycol)
N
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Interacting
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/H:"

Hydrophobic chain

(b)

Bind Biosciences

Figure 1.9: (a) Theoretical image of the anti-cancer nanopartitriey under human clinical trials
developed by BIND Biosciences. The nanoparticlegdfunctions as a targeting and safe drug
delivery vessel by utilising layers of peptidestmfer different functionality to the overall namod
system (Sheridan, 2012; Hrkaeh al., 2012).(b) A general schematic of a common ligand system
used as a linker to help maintain structure andtfan of linked proteins (Raret al.,2010).

The second, non-covalent method, using suprame@eauteractions is also commonly used
for the creation of bioconjugates (Shagtgal.,2007). With this approach it has been shown
that either ‘naked’ or fully functionalised NPs,ngeally interact in a similar manner as
normal protein-protein interactions. This occurstiyh the evolution of a loosely attached
protein ‘corona’ around the nanopatrticles, whichasadepending on the environment it is in,
as well as the concentration and type of protemesent (Ranat al., 2010). The ‘naked’

nanoparticles tend to irreversibly bind and defaminitial layer of biomolecules which

form the first ‘corona’ layer, while functionalizedPs, which already have an irreversible

bound initial layer, act similarly by also loosddinding available biomolecules (Raatal.,
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2010; Lynch and Dawson, 2008). This is further assed in section 1.5.5, Non-

functionalized protein-nanoparticle interactions.

1.5.4 Nanoparticle toxicity
Nanoparticle toxicity has been investigated unagerous conditions and have being found to

be both benign and toxic depending of circumstar{ielz® and Schatz 2004; Kiet al.,
2007; Cheret al., 2008; Raiet al., 2009; Lasagna-Reeves al.,2010). Size similarities of
nanoparticles with other biological components hsag enzymes, have raised concerns about
the ability of nanoparticles to be disguised anssghrough natural cellular barriers. This can
lead to undesired cellular entry into otherwiselthgacells, with unknown effects. Yet this
ability is also a potential benefit, allowing forugy delivery in hard-to-reach places, like the
brain and cell nuclei (Connat al.,2005; De Jong and Borm, 2008). To investigateutzell
toxicity, Panet al. (2007), studied the size-dependent nature of NBtayicity, using
triphenylphosphine-stabilised, AuNPs. Four diffédreanammalian cell lines were tested,
including humanHela cells. They found that AUNPs of 1-2 nm in sizew&d cytotoxic
effects, with 1@ values in the high micro-molar range, while AQNI?<L5 nm in size were
determined to be generally nontoxic, even at 6@ fabgher concentrations than the small
NPs.

AuNPs -
&

AuMNPs

AuNPs S~

Vo
J
Figure 1.10: Gold nanoparticles functionalized with cationic ardonic side chains used in toxicity
studies. Image from Chegt al. (2008), original study done by Goodmetral. (2004).
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Other investigations by Goodman al. (2004), have shown that toxicity is influenced hg t
nature of the functionalizing and stabilising sat&ins. Cationic side chains tended to have
low cytotoxic levels, while anionic side chains wehown to be generally nontoxic (Figure
1.10).

Current literature generally supports the notioat thanoparticles are generally nontoxic.
However, size, composition and the way in whichytla@e functionalized can strongly
influence their toxicity. Additional research ingHield is required to further understand and

define nanopatrticle toxicology (Chenal.,2008; De Jong and Borm, 2008).

1.5.5 Non-functionalized protein-nanoparticle inteactions
Nanoparticles and the study of their interactiorih warious enzymesn-vitro andin-vivo,

has created a new field of nanomedicinal studiesvimich these interactions are being
characterised and potential medical applicatioesb&ing investigated (Lynch and Dawson,
2008).

Early studies on protein-nanoparticle interactioeyealed that proteins often become
distorted upon adsorption with various surfacestdtn adsorption onto various materials is
generally well studied, with interactions being eeily defined by electrostatic and
hydrophobic forces. Understanding this process lamd it relates to protein nanoparticle
interactions is somewhat more difficult, due to tmenplexity of size-to-surface ratios. Yet
this is critical in understanding how adsorbed girotayers function and even mediate other
enzymatic interactions around them (Lynch and Dawvs008). Protein-nanoparticle
interactions typically involve highly curved surés; with NPs often on the scale of the
enzymes themselves. This curvature adds a comgexdynamic that is often overlooked,
when trying to understand nanoparticle-proteinradgons (Lynch and Dawson, 2008).

In material biology any material that comes in emhtwith a physiological environment is
generally considered to become almost immediatgiyrated in biological matter, consisting
mostly of proteins (Lynch and Dawson, 2008). Thikempomenon requires careful
consideration in the case of non-functionalized tgamnanoparticle interactions.

Physiological environments, like blood plasma, ¢gfly contain over 3000 proteins (Omenn,
2007). Such a variety of proteins represents a wighge of association and dissociation
constants, each with different affinities and exg® times. One way of studying this

phenomenon can be to consider the nanoparticlairasusided by a protein corona. This
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‘corona’ is in a constant state of change, dependeanits environment and the proteins

present in it (Lynch and Dawson, 2008).

Protein adsorption studies, using AuNPs with sdHembed monolayers of
mercaptoundecanoic acid, have focused on adsorptitmbovine serum albumin (BSA),
myoglobin, and cytochrome c. All three of theset@irts were shown to form adsorption
layers with both irreversibly- and reversibly- bdurfractions (Kaufmanet al., 2007),
highlighting the observation that protein adsonptomto solid surfaces is a complex process,
involving structural changes of protein surfaceshydiration of sections of the protein, and
new direct electrostatic interactions, includingdiogen bonding and van der Waal

interactions (Kaufmaset al.,2007).

Protein 3D structure is tightly controlled throutifte composition and conformation af
helixes ang3-sheets. The positioning of hydrophobic residueags influential and they are
usually localized to the protein core. The ovetradtiary protein structure is more than just a
scaffold for the active site as it helps determswdubility, stability and longevity of the
molecules in various sensitive cellular environmse(ord et al., 1999). Due to the
sensitivity and a relatively low number of stabiig bonding reactions, such as disulphide
bonds, proteins are often considered as only maligirstable entities that tend to get
replaced relatively regularly, due to their inhéneistabilities. As such, a strong interaction —
even with the surface of a protein — has the pmtlerib easily disrupt their fragile
conformational state. Such disruption will usuaidgult in some form of deformation and the
likely loss of enzyme activity/function (Woret al., 1999; Lynch and Dawson, 2008). In
addition to active disruption, it has been showat ttince a protein’s conformational state is
altered, it may often remain deformed, even afterremoval or desorption of the disrupting
agent. This depends on the particular protein angesproteins are able to refold better than
others. Still other proteins are aided in foldingdmaperones that encourage a desired protein
conformation. For example, Sabatired al. (2007) demonstrated that BSA undergoes
irreversible conformation changes upon adsorptimh desorption with an asbestos surface.
Similar effects were also shown on BSA using pgtgste nanopatrticles. This indicated that
BSA is susceptible to irreversible adsorption aedadption changes (Sweryda-Krawieic
al., 2004). It can thus be assumed that adsorption dasrption of nanoparticles in a
selective manner, that targets one particular mar@ otherwise identically-functioning

enzymes, may result in a selective inhibition dffen the target protein that underwent
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stronger nanoparticle adsorption. This requiresidieatification of a target interaction site

for adsorption.

The influence of protein cysteine residues on norefionalized nanoparticles has been
shown to be very important. In one study by Skeral., (2007), Raman spectra results
indicated that the sulphur atoms on cysteine residin haemoglobin were able to form direct
chemical bonds with cadmium sulphide nanoparticieder a normal physiological pH of
7.43. The functionalization of gold nanoparticlesng cysteine residues is well established,
as previously discussed (Majzét al., 2009). It should also be noted that gold, silved an
copper are all known to form bonds with sulphumadalue to their grouping on the periodic
table, which makes them attractive nanoparticlaagsofor protein-nanoparticle interactions
of this type. The malarial TIMRfTIM), shown (Figures 1.7a, b, c, d), has severalosrd
surface sulphur residues that are not presentehTi#M variant. This offers an opportunity

for such selective nanopatrticle targeting.

1.6 Conclusions
The malarial triosephosphate isomerise enzyme hpstential as a nanoparticle enzyme

target. First, it has been identified as a biomadiarget due to its importance in energy
production for Plasmodium falciparumSecond, it has key amino acid, and structural,
differences from its human host counterpart. Thadgsr potential targets for gold and silver
nanoparticle interactions due to their ability w®saciate with sulphur atoms of accessible
cysteine and methionine residues (Figures 1.7 a, 8). Finally, the selective inhibition of
the Trypanosoma brucdilM variant, which is known to be similar in strucé toPfTIM, has
been demonstrated by targeting cysteine resida¢sith also present RfTIM and has being
shown to be fatal fof. brucei This indicates that, if successful, this methodgl has the
potential to be fatal td. falciparum,as it was toT. brucei(Gomez-Puyowet al., 1995;
Velankeret al.,1997; Parthasarathet al.,2002; Parthasarathet al.,2003).

1.7 Hypothesis
Due to amino acid sequence and structural diffeaermetweerhuman and Plasmodium

falciparumtriosephosphate isomerases, silver nanoparticfdess than 20 nm in size, will

selectively inhibit the parasite enzyme ovehiisnancounterpart.
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1.8 Research objectives

1.

Obtain cDNA for recombinant expression lfimanand Plasmodium falciparum

triosephosphate isomerases.

2. PCR amplify and sub-clone these genes into the BEF) expression plasmid.

3. Transform this plasmid int&. coliBL21(DE3) cells for protein over-expression.

4. Purify large quantities of highly pure recombinagmzymes using Ni-Affinity

chromatography and test enzyme activity, usingtalsie assay.

Assess and characterise the recombinant enzyméckirend activity and establish
enzyme stability under different temperature andcpHditions.

Synthesize and characterise silver nanoparticlesessing their stability, size and
shape using transmission electron microscopy aedtsgphotometry.

Interact the recombinant enzymes with the silvenoparticles and monitor for

changes in catalytic activity.

Suggest a theorised mechanism for differences tinitgcthat may be observed in

data.
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2. Gene cloning and verification

2.1 Introduction
The aims of this chapter was to sub-clone the geaeences fdnTIM and PfTIM into the

pET28(b+) expression vector and transform the pidsnmto the appropriate cell lines for
recombinant protein overexpression. These vitereoli BL21(DE3) cells forhTIM and E.
coli BL21(DE3), with the pRAREZ2 plasmid fd*fTIM, since P. falciparumis AT-rich and
uses rare codons (Set al., 1996; Baca and Hol, 2000). To achieve this goaleissv
molecular techniques were used. For molecular iAINg, plasmid vectors were used as
they have several natural advantages. First, tipiteey are small in size making them easy
to purify and manipulate. Second, they can repicatlependently of host cells as they have
their own origin of replication. Third, they canyesa multiple copy number, meaning several
copies can reside within a single cell, which isadageous when plasmid propagation is
required. Fourth, selectable agents such as atitibican be incorporated, which simplifies
screening and isolation. Fifth, commercial plasmig®rporate many easy-to-use restriction
endonuclease sites, allowing for easy cutting agatihg of genes (Madigan and Martinko,
2006).

To obtain thePfTIM gene from the malarial parasite, complement@iyA (cDNA) was
obtained from the ‘Malaria Research and RefereneagBnts Resource Center’, (MR4), a
part of the American Type Culture Collection (ATC@nd thePfTIM gene was amplified
using polymerase chain reaction (PCR). This tealnigakes use of two PCR primers that
flank, or are a part of, the target sequence. Taeresome knowledge of the gene sequence
being acquired is necessary. Primers can then figraml and tested, using several modern
bioinformatics tools, and then ordered pre-synsezsifrom a company such as Integrated
DNA Technologies. The design of primers typicallisoa incorporates the restriction
endonuclease sites, which are used to manipulateattplified DNA during sub-cloning
procedures and for cutting and ligating the gergpueece into an expression vector. PCR
works through repetitive heating and cooling cyclesst, the double stranded DNA is
denatured by heating, at high temperatures sué®d &3 or 98°C, separating the dsDNA into
two ssDNA sequences. Second, the sample is coolealldw the primer sequences to
‘anneal’ to the ssDNA at their specific target sitét this stage DNA replication is also

initiated, when a thermally stable DNA polymeraseyene, such agaq or Pfu, binds the
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double stranded primer and template sequence seégiiten polymerase then replicates the
template DNA, downstream of the primer binding ,steer a period of time known as the
extension time. This process typically involves lghé increase in temperature and an
increase in the replication speed of the DNA polsase. However, this may not always be
necessary or advisable for AT-rich genes, as itlccoasult in DNA separation. These
processes are typically optimised for use, withgbguence being amplified. Once extension
is complete the sample is heated again to septdrateaow-double-stranded DNA and the
process repeated 35 to 40 times, each time thealfgtdoubling the amount of target DNA

isolated by the two primers (Wilson and Walker, 200

Once DNA is obtained through PCR, and sub-cloné&al anvector for further propagation, it
can be sequenced. DNA sequencing is now fully aatechbut essentially works in the same
manner as the original un-automated systems. Twibade have been developed. The first
was the Maxam and Gilbert method that made usehefal reactants to achieve base-
specific cleavage of DNA strands, although thishadthas now been replaced by the chain-
terminator method, which makes use of modified dNTPhe second sequencing method is
known as the Sanger procedure, which exploits sieeafi a DNA polymerase froa. colito
synthesise complementary DNA from ssDNA without theed of primers. In both
sequencing methods the chain-terminator sub-metinay be used. This works by
incorporating natural deoxynucleotides and 2’,3latixynucleotide analogues (at a lower
concentration); these lack a hydroxyl group, whegtuses the termination of DNA strand
elongation after they are inserted. A radiolabeli®irP analogue (e.@*°S-dATP) is also
included, and the reactions are run four timesedoceach base. If done correctly, the DNA
elongation is terminated at all possible basescamdbe imaged using autoradiography after
running denaturing (SDS-PAGE). The banding patteshghe four sequences are read
together and the sequence can be directly deducedthis method. Similarly, fluorescent-
dye-labelled substrates can also be used for napid (real-time) DNA sequence detection,
using capillary polyacrylamide gels. This illusegathow modifications to essential basic
techniques (i.e. PCR and gel electrophoresis) esunltrin entirely new powerful applications
of such procedures. Indeed the many different foraofs gel electrophoresis and
chromatography techniques, that all essentiallykveor basic principles, have allowed for the
development of an astounding number of unique aticemely powerful molecular and
biochemical methods (Karp, 2005; Ratledge and kansen, 2006).
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In this chapter the experimental work, used to iobbt@th thehTIM and PfTIM genes in an
expression-ready form, is outlined. This involveNAamplification techniques, using PCR
and plasmid sub-cloning i&. coli IM109 cell lines for gene propagation. FarM the
optimised gene was sub-cloned from the pMK-T plasmio the pET28(b+) vector. While
for PfTIM samples, the PCR product was ligated into theT.2 vector for propagation and
then sub-cloned into the pET28(b+) vector. Oncé lgwnes had being sub-cloned into the
pPET28(b+) cvector making pET28(b+) expression regdigsmids, the plasmids were
transformed into th&. coliBL21(DE3) expression ready cells for protein oxeression.

2.2 Materials and methods
A full list of reagents is also supplied (Appendix as well as a list of buffer preparation

procedures of common buffers used (Appendix B). Wkits were used they all included the
necessary reagents. An Eppendorf bench-top miarsiftege was used for the centrifugation

steps, unless otherwise stated.

For double digestion reactions the Thermo scienE@rmentas double digest tool, available
on their website, was used (http://www.fermentas/em/tools/doubledigest). Plasmid DNA
extraction was done using the Bioflux, Biospin piass DNA extraction kit, Cat#BSC01S1,
available from (www.bioer.com.cn). DNA extractiomsde use of the Bioflux, Biospin gel
extraction kit from Bioer Cat#BSC02S1, availablg\aivw.bioer.com.cn). The CloneJET™
PCR Cloning Kit Ref #K1231, sold by Ingaba Biotegluyy (part of ThermoScientific), was
used. The kit is available on their website at :Hitpvw.fermentas.com/. Extracted plasmid
DNA was sent into Ingaba biotechnology (http://wingababiotec.co.za/) for DNA
sequencing with the pJetl.2 sequencing primersgedvn the plasmid Kkit.

2.2.1 DNA ligations
Three DNA ligation reactions were required in tpi®ject: One to ligate thEfTIM PCR

product into the pJET 1.2 vector, atwio more to ligate botinTIM and PfTIM into the
pET28(b+) vector. All reactions were designed (gdtguations 2.2.1 and 2.2.2) to calculate
the optimal concentrations of vector DNA, to indeNA for efficient ligation reactions using
50 ng of vector DNA (Table 2.1).

Equation 2.2.1
Insert concentration = 50 ng(vector DNA) X inseNMsize
Size of vector used
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Equation 2.2.2
Volume of vector required = concentration of vegtfier restriction analysis
50 ng of vector needed

For ligation reactions, the unknown concentratiohthe pET28(b+) and/or pJET1.2 vectors,
as well as for thenTIM and PfTIM genes, were determined using a Nanodrop 2000c
spectrophotometer (ThermoScientific), after the ldewligest restriction analysis (Section
2.2.5) using EcoRI, Ndel and Xhol and gel purificat The determined DNA concentration
data, was used to calculate reaction reagent ctnatiens (Equations 2.2.1 and 2.2.2) for the
ligation reactions. The calculated values are migid in Table 2.1.

Table 2.1:Ligation reactions fohTIM and PfTIM ligation into the pET28(b+) vector and tRETIM
PCR product into the pJET1.2 vector.

Reagents hTIM in PfTIM in PfTIM in
pET28(b+) | pET28(b+) | pJET 1.2
Linearized pET28(b+) 1.8l 3ul -
pJET 1.2 (50 ngd) - - 1l
DNA insert 0.5ul 3.2yl 3.8ul
Ligase buffer Jul 1l -
T4 DNA Ligase ul 1l 1l
Nuclease free O 5.7ul 1.8ul 4.2 ul
pJET1.2 (ligase buffer) - - 1d
Total Volume 10pl 10 pl 20 pl

Ligation reactions were performed overnight (appr@ately 12-16 hours) at 4°C, except for
the pJET1.2 ligation, which was incubated at ro@mgerature for 5 min before being

immediately transformed int&. coliJM109 cells.

2.2.2 Preparation of competent cells
A procedure outlined by Inoust al. (1990) was used for the preparation of competellg ce

and transformation with prepared plasmids. The gmepn of competent cells was
performed three times to make competentoli JIM109 cells and. coli BL21(DE3) cells
for propagation/expression, and again on a seledid. coli BL21(DE3) transformed with

the pPRARE2 plasmid, to allow for expressiorRét IM, which contained rare codons.

For growth media, super optimal broth (SOB), supg@timal broth with catabolite
suppression (SOC) and luria broth (LB), were pregaas described by Hanahan (1983)
(Appendix B). For selection and screening of transkedE. coliJM109 cells, LB agar plates
were prepared with relevant antibiotics, when nemgs These included, ampicillin 100
ug/ml (pJET1.2), kanamycin 3Qg/ml [pMK-T or pET28(b+)] and chloramphenicol 34
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ug/ml (PRAREZ2 plasmid), where the concentrationseh@present the final concentration

present in the prepared agar, or broth, solution.

Frozen cell stocks were thawed, streaked on LB pigaes, and cultured overnight at 37°C.
A swipe of large colonies was isolated using aimemh loop and inoculated in 250 ml of
SOB medium in a 1 litre flask. This was grown ovght (~8-10 hours) at 18-20°C, with
shaking at ~150-200 rpm, until an @pof ~0.55 was obtained. This broth was then removed
from the incubator and immediately placed on amiater slurry for 10 min. The culture was
transferred into a 500 ml centrifuge bottle andicfrged (2500 x g; 10 min; 4°C). The pellet
was resuspended using 80 ml of ice-cold TB buffer iacubated on ice for a further 10 min.
After incubation it was centrifuged again, as diésat above. The cell pellet was gently
resuspended in 20 ml of TB buffer, and 1.5 ml DM&&s added and gently swirled to
facilitate mixing. The sample was placed on ice dofinal 10 min, distributed as 1Q0
aliquots in 1.5 ml sterile tubes, and then rapfdbzen in liquid nitrogen. Samples were then

stored at -80°C until use.

2.2.3 Transformation procedure
Previously prepared competent cellskofcoli IM109 or BI21OE3) were thawed at on ice

and 10ul of extracted ligation mixture/plasmid was addé€dbes were gently tapped to mix,
and incubated on ice for 20 min. Samples were teat-shocked by putting them in a heat
block at 42°C for 40-60 sec, then immediately pigdihem in an ice water slurry for 2 min.
Thereafter, 25@l of SOC media was added and samples were inculatgé°C for 1 hour.
Cells were centrifuged (2500 x g; 5 min). The snp&ant was decanted until 1ADwas left
and the pellet was resuspended by gently pipettiegvolume up and down several times.
The resuspended sample was then spread-plated sahative LB-Agar plates with
appropriate relevant antibiotics: kanamycin (@0ml) for transformations using pET28(b+)
and pMK-T plasmids, and ampicillin (100g/ml) for transformations using the pJetl.2
plasmid. Chloramphenicol (3dg/ml) was also used when transformations were dsngy
cell cultures that contained the pPRARE2 plasmidnflas were then grown overnight (for
12-16 hours) and individual colonies picked andagran LB with relevant antibiotics (for

12-16 hours) before restriction analysis screeflimgueet al.,1990).

2.2.4 Plasmid DNA extraction
The standard protocol provided with the Bioflux,08pin plasmid DNA extraction kit, is

described as follows. Broth cultures continuingspted were grown for 16 hours. From this 2
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ml was centrifuged (10000 rpm; 30 sec), the sugamaliscarded and the process repeated
once more. The pellet was resuspended, usinguPBEEsuspension buffer, and vortexed. To
this 250ul of lysis buffer was added and sample invertedtdn@s, followed by the addition
of 350yl of neutralization buffer, followed by inversiofo( mixing). This was centrifuged at
13000 rpm for 10 min, the supernatant added toim g@dumn, and then centrifuged for 1
min at 6000 rpm. Flow-through was discarded and 858 wash buffer was added, and the
solution centrifuged at 12000 rpm for 1 min, disltag the flow-through. This process was
then repeated once. Sample columns were then ¢raedfto sterile 1.5 ml tubes, %0 of
elution buffer was added, and the tubes incubat@d 4 for 15 min. Finally, plasmid DNA
was collected by centrifuging the elution bufferaiigh the column at 12000 rpm for 1 min
and collecting the flow-through in 1.5 ml tubes.

2.2.5 DNA double digestion reactions
Double digestion reactions were performed on plddDNA samples extracted as described

in Section 2.2.4. By performing double digestioaateons, target genes could be screened for
on agarose gels (Section 2.2.6) and cleaned frengéh for downstream cloning (Section
2.2.7). In total, three double digestion reactioreye performed, as outlined in Table 2.2,
using ‘Fermentas’ reagents. The double digesti@ttiens for the pMK-T and pJET1.2
plasmids resulted in sticky-end gene sequence$igation into the pET28(b+) expression
plasmid. Generally, 19l double digestion reaction repeats of these reastwere done for

screening purposes.

Table 2.2:Double digestion reactions performed on the pMKHET28(b+) and pJET1.2 plasmids.

Reagent pPMK-T pET28(b+) | pJET1.2 | pET28(b+)
& hTIM | & hTIM & PITIM | & PITIM
Buffer R 5ul 1l - -
Buffer O - - 1yl 2.5ul
Xhol 2.5ul 0.2l - -
Ndel Sul 0.4 pl 0.5l 1l
EcoRl - - 0.5ul 1l
Plasmid DNA 3Qul 8.4l 4l 20.5ul
Sterile HO 7.5ul - 4 pl -
Total volume 50ul 10 pl 10 pl 25l

Double digestion reactions were incubated at 3%C1£{3 hours though in some cases the

reaction was run overnight. The overall volumegegctions did vary between individual

34



experiments, but the relative concentration ratibseagents always remained as indicated
(Table 2.2).

2.2.6 Agarose gels
All agarose gels were made as 0.8% by mixing Ca8ayose with 100 ml of 1 x TAE buffer

(Appendix B). This was microwaved for approximately2 min until all agarose was
dissolved and the liquid appeared clear. This lagvad to cool to approximately 55°C and
4 ul of ethidium bromide (10 mg/ml) was added. The glenwas swirled several times to
mix, then poured into a Bio-R&djel system and electrophoresed (90 V, 60 min).fesn

loaded in the gel wells were mixed withull 6 x loading dye (ThermoScientific), pendiof

sample, and loaded into the gel wells (typicallyd)0

2.2.7 Agarose gel DNA extraction
Agarose gels were visualised on a gel doc (Vilbeurimat) under 365 nm UV light to limit

DNA denaturation. Samples were loaded with GenaRbA Ladder marker, supplied by
Ingaba biotechnology, but a product of ThermoSdientwhich were used to help identify
the relevant bands to be excised from the gelgusisterile scalpel. Gel slices were placed in
2 ml tubes and weighed, then 3 x their weight dfaetion buffer was added and samples
were incubated at 50°C for 10 min and periodicaltytexed until the gel had melted. For
pET28(b+) samples 1 x gel weight of isopropanol vedso added. The sample was
transferred to the supplied spin columns and deged at 6000 rpm for 1 min and the flow-
through discarded. This was repeated until all $asiipad been loaded onto the columns. An
additional 500ul of extraction buffer was added and centrifuged 2000 rpm for 30 sec,
discarding the flow-through. Wash buffer was ad(#&s0 ul) and allowed to stand for 5 min.
It was then centrifuged for 1 min at 12000 rpm &me&l column transferred to a 1.5 ml tube.
To this, 50ul of elution buffer was added and the sample wasghated for 15 min at 37°C.

Finally, the DNA was eluted by centrifugation aD0P rpm for 1 min.

Extracted DNA (plasmid or gene) was quantified gsaarNanodrop 2000c spectrophotometer
(ThermoScientific), (Section 2.2.1).

2.2.8 Preparation of glycerol stocks
To prepare glycerol stocks a swipe of transformeldrées was taken and grown for 12-16

hours in LB broth containing relevant antibiotickafamycin 30 ug/ml, and/or

chloramphenicol 34ig/ml). Aliquots were then taken from this broth astdred in 1.5 ml
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tubes containing 1 ml of cultured cells and 0.5aofn& sterile 50% glycerol solution. Stocks

were then frozen at -80°C, for later use.

2.2.9 PCR primer design
Plasmodium falciparunB8D7, blood-stage, cDNA obtained from the MalariafédRence

Reagents and Resource Center (MR4), a part of theridan Type Culture Collection
(ATCC), was used as a template for PCR to amph&PfTIM gene sequence. To do this the
PfTIM gene sequence in the cDNA needed to be knownhab a suitable pair of PCR
primers could be designed. The entire genome an®AnBf P. falciparumhas being
sequenced and, as such, the cDNA sequence, whichféect a complementary strand of
MRNA made using reverse transcriptase, could benli@sed from the National Centre for
Biotechnology Information (NCBI). Website:  (httpwivw.ncbi.nlm.nih.gov/genbank/),
Sequence #XM_001348516.2. Using the mRNA sequelsoehas the benefit of not having
to remove the introns, as this has already beer tdgrthe parasite’s biochemical machinery
during mRNA expression. The sequence listed heeel86 bp in length, of which positions
318-1064 (inclusive) were identified by the NCBIhgée as being the coding sequence. This
meant that the target sequence for PCR was 747 lgngth (Appendix C). To target this
sequence, the following forward and reverse prinveese designed, tested, and analysed
using the pDraw32 program as well as the Integr@iBd\ Technologies (IDT), website-
based, primer design tool at: (http://eu.idtdnafaomalyzer/Applications/OligoAnalyzer/).
For further details of these designed primers,ténget sequence, and analysis of primers -

including melting temperatures (Tm), and BLAST pemanalysis - see Appendix C

Primer sequences designed to bind 8f TIM cDNA for PCR

Forward primer (binding sequence)
5-ATGGCTAGAAAATATTTTGTCGCAGC-3' (26 bp)
Reverse primer (binding sequence)
5-TTACATAGCACTTTTTATTATATCAACAAAAGATTC-3' (36 bp)

After designing the binding primer sequence (abott®y were redesigned to incorporate
restriction endonuclease sites for Ndel (forwamt) &coRlI (reverse). This allowed for easy
sub-cloning of the gene into the pET28(b+) expmssiector via restriction analysis: i.e. the
‘double digest’ reactions (Section 2.2.5). The ségieed primers, with restriction sites, also

function to forcefully introduce the restrictiortes during PCR at the right points and in the

36



right reading frame for problem-free DNA maniputeis. The redesigned primers are
indicated below, with restriction sequences hiditigl: Ndel (CATATG) and EcoRl

(GAATTC). These redesigned sequences (below) wgnghssised, by IDT whom also
provided analysis of the ordered primer sequencEe-Appendix C.

Final primer sequences designed for PCR amplificatin of PfTIM from P. falciparum cDNA

Forward primer (ordered sequence)
5{’\;&2,?\TATGGCTAGAAAATATTTTGTCGCAGC-3’ (29 bp)
-Nae

Reverse primer (ordered sequence)
5-GAATTCTTACATAGCACTTTTTATTATATCAACAAAAGATTC-3’ ( 42 bp)

-EcoRI

2.2.10 Optimized PCR Protocol
The PCR procedure underwent many optimisations €Adix D) before a functioning

procedure was developed. One paper in particwaguet al.,(1996), was used extensively
as an aid for customising and optimising the PCBqmol, as it focuses extensively on
dealing with highly AT-rich genes. Troubleshootigigidelines from the manual f&fu high
fidelity DNA polymerase were also extensively useddevelop optimisations that allowed
this PCR to work. The highly AT-rich nature of tReasmodium falciparurgenome rendered
several common PCR protocols and DNA polymerasgreag completely ineffective (fd?.
falciparum cDNA). Eventually, a completely redesigned optietizPCR protocol was
developed (see Table 2.3, with cycling parametatated in the following paragraph). This
optimized protocol, usindgfu high fidelity DNA polymerase, was successfully used

amplify thePfTIM gene in large amounts.

Table 2.3:Optimised PCR protocol used to amplify AT-rieRTIM from P. falciparumcDNA.

Reagents Volume

P. falciparumcDNA (2 ngful) 1l
HF Buffer (5 x concentration) 1
Forward Primer (10 pmol) 24
Reverse Primer (10 pmol) 2ub
dNTPs (10 mM) Jul
Sterile DNA free HO 32.5ul
Phusion Hot Start IPfu Taq 0.5ul
Total 50 pl
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Samples, prepared as in Table 2.3, were run omid thermal cycler, starting with 2 min
incubation at 98°C to activate the Phusion Hot tSiaTaq (ThermoScientific). Cycling
parameters then started with 20 sec at 98°C taaepBNA, followed by a custom two-step
annealing process of 10 sec at 62°C, then 10 s&¢°&t, and finally DNA extension for 40
sec at 60°C. This process was cycled through fao3® times before a final extension step,
of 10 min at 60°C. The program ended with coolmg@tC for a maximum time of 16 hours,

or until the sample could be removed.

This procedure produced blunt ended unphosphodylateA, ready for blunt end ligation,
using the CloneJET™ PCR cloning kit described bglSection 2.2.11).

2.2.11 CloneJET PCR cloning kit aka: (pJET1.2 vect)
The blunt end cloning procedure, as detailed inkihenanual, was performed using DNA

extracted from an agarose gel (Section 2.2.6) ®RER product (Section 2.2.10) using the
gel purification kit (Section 2.2.7). The gel-exdied DNA was quantified using a Nanodrop
2000c spectrophotometer, which indicated 9.9.mg of PfTIM DNA had been extracted
from gel of the PCR product. Using the manual dgings, a 2Qul ligation reaction - to ligate
the PfTIM gene into the blunt end pJET1.2 cloning vectatas setup (Table 2.4).

Table 2.4:Blunt end ligation into CloneJET - pJET1.2 vector.

Reagents Volume
2x Buffer 10ul
PCR Product (37.5 ng) 318
pJET1.2 (50 ng) 1l
Nuclease free 0 4.2ul
T, DNA Ligase 1ul
Total 20 pl

Reagents were mixed by vortexing (3-4 sec) and thenbated (22°C, 5 min). Ligated

plasmid mixture was used for transformations, wtltoli IM109 cells - see Section 2.2.3.

This kit is a positive identification kit for higéHiciency cloning of PCR products and it
includes the use of a lethal restriction enzymeegevhich is disrupted by the ligation of a
DNA insert into the cloning site. This means thaltyaells with a DNA insert ligated into the
plasmid cloning site are able to grow, thus allgviior positive selection screening. In
addition to this, the kit included sequencing pmispdor DNA sequencing. These were used

to sequence the successful ligations to confirnptesence of thBfTIM gene (Appendix F).
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2.3 Results and discussion
The following sub-sections present the experimew@k done to obtain expression ready

forms of thenTIM and PfTIM genes.

2.3.1 Obtaining thenTIM gene and sub-cloning
The humanTIM gene was purchased already-synthesised byrtmens’ Life Technologies

division using their GeneArt® Gene Synthesis sevikhis included codon optimization for
expression irE. coli cultures. The gene was supplied in the pMK-T ve¢fopg), with a
plasmid map (Figure 2.1) and DNA sequencing redoligcating the sent DNA sequence
aligned with the codon-optimized sequence fdrM gene. A translated amino acid
sequence, for comparison with the knowiiM amino acid sequence, was included because
the codon optimization process f&: coli meant the DNA coding sequence had being
changed, due to silent mutations, and thereforedvoot be identical (in terms of DNA) to
the knownhTIM sequence, but the amino acid sequence it pediveould be. These data

and the supplied chromatogram are included in Agpes.

Sfil(361)
£ Sacl(285]
“\Ndel(388)
BamHI(557)

Avall(2562)
KanR

Drall(2451)
Balll{2393)

Ncol(2278) 1119805_TIM_HS_pMK-T

3070 bp

N

Col E1 origin

TIM_HS

Xhol(1140)
~=2-Kpnl(1150)
Sfil(1173)

Figure 2.1: Map of the pMK-T plasmid, containing th&IM and kanomycin-resistance genes, an
origin of replication, for cloning ifE. colicell cultures. All relevant restriction sites afgoashown.

As shown in Figure 2.1 the gene has an Ndel siits atart and an Xhol site at its end. A
double digestion reaction of pMK-T, using thesedrretson endonucleases, would therefore
produce two bands on an agarose gel, ~2.3 Kbre(sector backbone) and the other ~750
bp in size KTIM gene). Using these restriction endonucleasesldveloquently remove the
target hTIM gene sequence, with sticky ends ready for dobieg into the pET28(b+)

expression system, which also contains these ¢esiriendonuclease sites.
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The hTIM gene was cloned into the pET28(b+) expressiectar for protein overexpression
in E. coli BL21(DE3) cells. To achieve this, the supplied pMK-T pladmias transformed
into E. coli IM109 competent cells (Sections 2.2.2 and 2.23swipe of transformed
colonies was selected from the plate and transfent® Luria broth, containing kanamycin,
and incubated overnight (12-16 hours) at 37°C.Aftasmid DNA extraction (Section 2.2.4)
the sample was quantified using nanodrop, whichcaidd approximately 122 nd/ of
pMK-T plasmid DNA containing thBTIM gene had being obtained and was relatively pure
as indicated by the A/A g0 readings.

Similarly, a culture oft. coli IM109 cells containing unmodified pET28(b+) plasmics
grown in in Luria broth containing kanamycin for-18 hours at 37°C, and plasmid DNA
extraction performed (Section 2.2.4), and the DN&naentration quantified indicating
approximately 143 ngl of the pure pET28(b+) plasmid DNA had being ohéal.

A virtual DNA cloning, to evaluate the sticky enddtion ofhTIM into pET28(b+) after both
plasmids had undergone double digestion reactiasisguNdel and Xhol restriction
endonucleases, was computed using the freely-GlailgpDraw32 application from

(http://www.acaclone.com/). The result of this géve following plasmid map (Figure 2.2).

Xhol - 6043 - C'TCGA_G

Ndel - 5291 - CA'TA_TG
His-Tag - 5244

Figure 2.2: Plasmid map of the virtual cloning bTIM into the pET28(b+) expression plasmid using
Ndel and Xhol restriction endonucleases (desigmsatithe open source program pDRAW32).

Similarly the the virtual cloning procedure alsalizated that a double digest reaction of
empty pET28(b+) vector backbone, using Ndel and IXtestriction endonucleases —
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(plasmid map not shown), will produce only one blisiband, of ~5.32 Kbp in size, on an

agarose gel.

After performing the virtual cloning and calculaithe band sizes that should be observed
from a successful double digestion procedure, thi&-g and pET28(b+) plasmids were
digested overnight using Ndel and Xhol. A 0.8% agargel (Section 2.2.6) of these samples
was run to determine if the digested band sizes werrect (Appendix A). This gel was
visualised under 365 nm light and bands correspontt the calculated sizes fofIM and
pET28(b+) were excised from the gel, for DNA exti@t (Section 2.2.7) see Appendix E4
for this gel image.

ExtractednTIM and pET28(b+) sticky end DNA was then ligatesiger the DNA ligation
procedure (Section 2.2.1). Ligated DNA was tramsfmt into E. coli JIM109 cells and
screened on kanamycin plates (Section 2.2.3). ikha colonies were then picked and
grown in LB overnight (12-16 hours). To screentfansformed colonies, a ‘dirty prep’ Lysis
by boiling procedure (Appendix B) was used to scréen colonies. Double digestion
reactions were done and samples were electrophlibfesscreening on a 0.8% agarose gel
(Appendix E5). Clean plasmid DNA was then extradt®édction 2.2.4) from the two sample
cultures identified from the ‘dirty prep’ procedugppendix E5). Extracted pure DNA from
these transformed colonies was then screened tiendpuble digest reaction (Section 2.2.5)
to confirm if bands fohTIM were present at the expected size range, 0065 that would
indicate a successful ligation of the correct DNejsence into the pET28(b+) plasmid. This

result is presented in Figure 2.3.
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Lane-1 Lane-2 Lane-3

Size kDa
10,000
8,000
6,000
5,000
4,000
3,500
3,000
2,500
2,000
1,500
1,200
1,000
900
800
700
600
500
400

pET28(b+) at 5.4 kb

hTIM at 750 bp

Figure 2.3: Agarose gel showing, Lane 1: GeneRuler DNA laddst hanes 2 and 3: Double
digestion reactions (Section 2.2.5) on plasmid D&iracted from select picked colonies that had
been transformed using the pET28(b+) AmMtM DNA ligation mixture.

Figure 2.3 confirms thahTIM was successfully ligated into the pET28(b+) eegsion
system. Remaining extracted plasmid, used to pedtigure 2.3, was used to transform
competentE. coli BI21(DE3) expression-ready cells, (Sections 2.2.2 and R.A3wipe of
transformed colonies was picked and grown in LBtlbreith kanamycin to make glycerol
stocks (Section 2.2.8) that could be used laterdoombinant protein expressionhdfiM.

2.3.2 ObtainingPfTIM from cDNA by PCR and sub-cloning
Initially complementary DNA (cDNA) oPlasmodium falciparun83D7 parasites blood-stage

messenger RNA was obtained from the American Typ#&u Collection (ATCC). To
extract and amplify thé>fTIM gene from this sample, a highly modified andtimised
polymerase chain reaction (PCR) protocol had talésigned (Section 2.2.10) along with
suitable PCR primers that introduced the restncgéodonuclease sites of Ndel (forward) and

EcoRlI (reverse) on the primers, for easy DNA malaijon.

After PCR amplification reactions (Sections 2.2.8da2.2.10) the PCR product was
concentrated under a vacuum (Vacutec Centrivap tcajdand DNA concentrator). The dry
PCR product DNA was then resuspended in MilliQOHand electrophoresed on a 0.8%
agarose gel (Section 2.2.6). Some of this sampke phatographed at 320 nm (Figure 2.4)
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while the remainder was visualised under 365 nint ligxcised from the agarose gel, and a
DNA extraction performed (Section 2.2.7). ExtracBfdA was then used as a template for a
subsequent PCR reaction (Sections 2.2.9 and 2.@Hi6h produced the necessary quantities
of blunt endPfTIM DNA required for ligation into the blunt endgtl.2 cloning vector.

Lane-1  Lane-2

Size kDa
10,000
8,000
6,000
5,000
4,000
3,500
3,000
2,500
2,000
1,500
1,200
1,000
900
800
700
600
500
400
300
200
100

PfTIM at 756 bp

Figure 2.4: Agarose gel showing; Lane 1: GeneRuler DNA ladded Lane 2: The product of a PCR
reaction detailed in Sections 2.2.9 and 2.2.10gRlasmodium falciparuraDNA as template.

As with hTIM, virtual cloning was done to assess the viapitif the cloning procedure and
to identify any potential problems. FBfTIM, however, the process was done twice: once for
cloning into the pJetl.2 cloning vector and theaimdor cloning into pET28(b+) expression

vector. Virtual cloning maps generated in this psxcare presented as Figure 2.5.
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Ndel - 6074 - CA'TA_TG
EcoRI-3725- G'AATT_C His-Tag - 6027

EcoRI - 749 - G'AATT_C

Ndel -2976 - CA'TA_TG

Figure 2.5: Virtual cloning using the pDRAW application of tRéTIM PCR product intofa) the
blunt end pJetl.2 PCR cloning vector, gl the virtual cloning into the pET28(b+) expression
vector using Ndel and EcoRI restriction endonudsdse cut théfTIM gene and pET28(b+) plasmid
for sub-cloning and sticky end ligation reactions.

Virtual cloning confirmed the viability of the clorg procedures being used and also
indicated what band sizes to expect in agarose dgie on double digest reactions using

Ndel and EcoRI restriction endonucleases.

Cloning began with the ligation of the extractedRP@roduct into the blunt end pJetl.2
cloning vector (Section 2.2.11). No phosphorylawacess was required as this vector came
pre-phosphorylated. After ligation (Section 2.2Hg pJetl.2 anBfTIM ligation mixture was
transformed intcE. coli IM109 competent cells (Section 2.2.2) and growrs@ective LB
agar media containing ampicillin. Five colonies avgricked from these plates and LB
cultures grown with ampicillin (Section 2.2.3). $asid DNA was then extracted (Section
2.2.4), followed by a double digestion reactionngsNdel and EcoRI (Section 2.2.5). The
five samples were then electrophoresed on a 0.88tosg gel to screen for successfully
transformed colonies (Section 2.2.6). The resulihid sub-cloning of the PCR product into
pJetl.2 vector (Figure 2.5a) produced Figure 2lchvindicates three of the five colonies
selected appear to have PEIM gene insert.
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Lane-1 Lane-2 Lane-3 Lane-4 Lane-5 Lane-6 Lane-7

Size kDa

pletl.2 at 3.0 kb

PfTIM at 756 bp

Figure 2.6: Agarose gel of plasmid extracted from JM109 cefld digested using Ndel and EcoRI.
Lanes 1 and 7 are GeneRuler DNA ladder. Bandsesl&, 5 and 6 correspond with the known sizes
of pJetl.2 vector (3 kb) arffTIM (756 bp), as indicated on the right of the FguLanes 3 and 4
have only 1 band that roughly corresponds to aniththat had only been cut once (~3.7 kb).

As calculated in the virtual cloning process (Feg@r5a), bands fdPfTIM and the pJetl.2
vector are clearly visible in their correct pogitsy of 756 bpfor PfTIM and ~3 kbp, for
pJetl.2 vector from the double digestion reactieingi Ndel and EcoRI. After having
obtained this result, additional plasmid DNA frohe tbroth cultures of lanes 2 and 6 (Figure
2.6) was extracted (Section 2.2.4). Samples of €a6hul) were sent to Ingaba Biotech
(South Africa) for DNA sequencing in both forwarchdareverse directions using the
sequencing primers provided with the pJetl.2 clpkih. The sequencing results from both
samples were an exact match with the knd®hIM DNA sequence, indicating that no
mutations had occurred during PCR or sub-cloning pdetl.2 and the correct sequence had
been obtained. The chromatogram and blast seam tiee DNA sequence returned from

sequencing can be seen in Appendix F.

After sequencing confirmed that the corrBETIM gene sequence had been inserted into the
pJetl.2 vector, it was digested using Ndel and E¢&®ction 2.2.5). Similarly, a double
digest reaction on empty pET28(b+) vector was atkme using these restriction
endonucleases. A 0.8% agarose gel (Section 2.26}hen prepared and electrophoresed for

the sub-cloning and the digestion products visadlisnder UV light at 365 nm. Bands
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corresponding tdPfTIM and empty pET28(b+) vector were excised frore tfel and the
DNA extracted (Section 2.2.7). The image of thisagm be seen in Appendix D4. Extracted
DNA was quantified and DNA ligation reactions sptand run (Section 2.2.1). The ligation
mixture was then transformed int®. coli IM109 cells (Section 2.2.3) and cultured on
selective LB agar plates containing kanamycin. 8euelonies were picked from the
selective media and then grown in selective LB tbratltures (Section 2.2.3). Cells were
harvested from the seven broth cultures and pladdihh extractions were performed
(Section 2.2.4) on each sample, followed by douliest reactions using Ndel and EcoRI
(Section 2.2.5) and then electrophoresed on a @gose gel (Section 2.2.6). The image of
this gel is shown in Figure 2.7 below.

Lane-1 Lane-2 Lane-3 Lane-4 Lane-5 Lane-6 Lane-7 Lane-8

Size kDa

PET28(b+) at 5.4 kb

PfTIM at 756 bp

Figure 2.7: Agarose gel of, Lanel: GeneRuler DNA Iadde, andelsa2-8: Double digest reactions
using Ndel and EcoRI (Section 2.2.5) on plasmid Dé&racted from broth cultures of individually
picked colonies that had being transformed with 28b+) plasmid ligated witRfTIM DNA.

As shown in Figure 2.7 above, all picked coloniad Buccessful ligations of tiRTIM gene
into the pET28(b+) expression vector. The extragledmid sample that gave lane 2 (Figure
2.7) was chosen to transform (Section 2.2.3) pueshoepreparedE. coli BL21(DE3) cells
containing the pPRARE2 plasmid. For this transfoliorgtselective LB agar plates containing
chloramphenicol and kanamycin were used (Sectidr8R.A swipe of transformed colonies

was picked from the selective media plates and grimw12-16 hours in LB containing these
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two antibiotics. This broth culture was then usedcteate glycerol stocks (Section 2.2.8).
TheseE. coli BL21(DE3) expression ready cells contained the pEARlasmid and the
pET28(b+) expression vector with tiR¥TIM geneinsert, as indicated by Figure 2.7, and

were ready to be used for recombinant protein oyression oPfTIM.

2.4 Conclusions
Thus the goal of this chapter, which was to obtaih cultures of botnTIM and PfTIM that

were ready for overexpression of these two recoarttienzymes, had been achieved. The
glycerol stock aliquots were stored at -80°C sd Wizen desired a 1.5 ml sample could be
thawed, new broths grown, and the recombinant prateerexpression procedure initiated,

as detailed in the next chapter.
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3. Recombinant protein expression,
purification and characterisation.

3.1 Introduction
The aims of this chapter are to outline the expenital procedures and results done to obtain

pure recombinanbhTIM and PfTIM enzymes, to confirm enzyme activity, and chéedse

these two enzyme variants.

Recombinant protein overexpression was performeayube prepared glycerol stocks which
contained the pET28(b+) expression vector withridlevant genes ligated into the vectors
expression site, using. coli BL21(DE3) expression ready cultures. TREIM cultures also
contained the pRARE2 plasmid due to the AT-richurebf thePfTIM gene and its use of
rare codons (Stet al., 1996; Baca and Hol, 2000). The pET28(b+) expressiecator
introduces a 6x histidine tag (His-Tag) to the N¥tmal end of any expressed recombinant
protein. This allowed for efficient and easy puafion using Ni-affinity chromatography,
which strongly binds these his-tagged proteinsultieg) in a highly effective purification
step. The recombinant proteins were then elutedn fitbe Ni-Affinity column using
increasing concentrations of imidazole in a ‘lingaadient’ achieved by the FPLC system,
which gradually altered the ratio of (running:etumibuffers) increasing the amount of elution
buffer - which contains much higher concentratiohsmidazole - from 0% to 100%. The
imidazole then competes with the bound his-taggemmbinant protein displacing it and
allowing it to elute out of the column. Further flication steps were also performed
including, gel filtration - on Sephadex 200HR coluato remove the imidazole, and dialysis
to eliminate NaCused in the gel filtration buffer.

An auto-induction medium was chosen because ishasral advantages, such as creating a
better-folded and more soluble target protein, Whig typically several folds higher in
concentration, compared to that produced by isoprpfD-thiogalactoside (IPTG),
induction methods (Studier, 2005). A typical indantsystem, such as that foundB&n coli
BL21(DE3) cells, uses the T7 RNA polymerase under the obwtr the induciblelacUVs
promoter. Upon the introduction of any inducer (tgtly IPTG), T7 RNA polymerase is
made and any DNA controlled by the T7 promoterramdcribed. T7 is so active that the

amount of target RNA produced can be comparabileet@otal amount of RNA produced in a
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cell (Studier, 2005). Target RNA, produced duriimis tprocess, will typically contain a
coding sequence with an appropriate translatiotiatiron sequence upstream of the start
codon. In pET28(b+) this sequence is of the T7 me@psid protein, which promotes gene
translation and transcription. Consequently, thgntg of protein synthesis is directed to the
target gene, which usually becomes a large comparighe total protein content in the cell,
provided no further complications occur, such asegm®xicity in theE. coli cells (Studier,
2005; Sgrensen and Mortensen, 2005).

One of the problems with the T7 expression systethat it is so active that even small basal
levels of expression can result in substantial artsoaf protein being expressed in cells, even
in the absence of an inducer. This can cause tgpobblems and also result in lower yields.
This problem can be circumvented by insertingl#toeoperator sequence downstream of the
T7 start site, creating a Tat promoter site (Sgrensen and Mortensen, 2005). allows for
gene suppression, by interfering with the bindihghe lac repressor to thiac operator site.
This lac repressor prevents the establishment of an elamgatomplex by T7 RNA
polymerase, resulting in substantial reduction atkground mMRNA expression (Sgrensen
and Mortensen, 2005). During induction, both théa&andlacUVb5 sites are unblocked by
the release of thiacl tetramer (Figure 3.1pllowing for maximal translation and expression
levels to be obtained. THacl tetramer release is triggered by the binding ofGR® it or
binding of a similadac inducer to IPTG such aslactose used in auto-induction. The pET
vectors utilise thigacl gene to control the repression of theUV promoter and the T7/lac
hybrid promoter (Sgrensen and Mortensen, 2005k fépression function of tHacl gene
may also be further enhanced 10 fold, with the of@ mutant ladl gene - which is
overexpressed by the coli host. This whole system is represented graphiaaliigure 3.1,

obtained from Sgrensen and Mortensen (2005).
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Figure 3.1: The general overview of the pET expression systegihown on the left, and on the right

the biochemical molecular interactions before aftéranduction are represented, Sgrensen and
Mortensen, (2005).

The average half-life of mMRNA i&. coliat 37°C can range from seconds to a maximum of
20 min (Sgrensen and Mortensen, 2005). This ishvaoting because, while the expression
system and conditions were the same for dttM and PfTIM, the AT-rich PfTIM gene
which was not codon optimised f&t coli expression unlike theTIM DNA sequence which
was. As a result it is likely that destruction b&PfTIM mRNA would have been more rapid

resulting in lower expression.

FAD é FADH2 OH
™
2 on \ 2 2 o ¢ TIM 0%/0\/]\,40
HO” "o bH HO\_‘/ ._\/O f‘? OH / '.“'
OH ( \ OH HO OH
G3P NAD* NADH DHAP D-GAP

Figure 3.2: The direction of the assay runs from right to feit the TIM reaction that will be
monitored. On the far right is D-glyceraldehydef®pphate (D-GAP) which is converted by TIM to
dihydroxyacetone phosphate (DHAP) (centre). Thith@h converted to glycerol-3-phosphate (G3P)
by a-glycerol-3-phosphate dehydrogenas€s3PDH) with the concomitant oxidation of NADH,
which is observed at 340 nm, to track the reaction.
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The assay used for determining TIM activity is ajged enzyme assay that monitors the
oxidation off-Nicotinamide Adenine Dinucleotide (NADH to NAPat 340 nm (Figure 3.2).
This assay is relatively well studied and undemt@dbertynet al.,1992; De la Rochet al.,
2012; Warkentin and Fondi, 1973; Von Kakh al., 1989). Adjustments of standard assay
parameters of concentration, volume and mixing gaaces were modified for use in 96 well
plates. Results of some of the test experimentsfonmeed in order to obtain good

reproducibility, are included in Appendix G.

Understanding the mechanisms of the TIM assay us#as project provides useful insight
into assessing the results presented in this chapte two-stage TIM assay (depicted in
Figure 3.2) works on the principal of the TIM pratdDHAP) being immediately used by
aG3PDH and producing a steady state reaction. Téradxhanics of this process have being
investigated (Knowlet al., 1972; Plaut and Knowles, 1972; Blacklet al., 1988). The
validity of such a system depends on the rapid x@mof product from the first reaction by
the second reaction, to ensure that product inbibiloes not hinder the speed of the first
reaction. Bergmeyer (1974) considered this mathieaibt and concluded that, to observe
true activity with a 99% level of accuracy, the ping enzyme would have to be 1000 times
more concentrated. This observation by Bergmey@874), while true, is ‘not so bleak’ as
pointed out by Plaut and Knowles (1972), who nb# toupled enzyme systems, such as the
TIM and aG3PDH assay, go through a brief acceleration pbag&re reaching steady state
kinetics. These produce consistent and accuratdtsegom far lower coupling enzyme
concentrations than suggested by Bergmeyer (19@#vided that the product is removed at
a sufficient rate, and that the ratio of substtatproduct remains high, in favour of substrate
to the first enzyme. Observed kinetic data are isterst, reliable, and accurately reflects the
true kinetics parameters. This can be confirmedssessing the linearity of the observed
data after steady state kinetics is reached. Assaiflyin the substrate-to-product-saturation
ratios would result in slowing the reaction ratel,asubsequently, an observed decrease in
linearity, indicating a deviation of the data frasteady state kinetics (Putmah al.1972;
Plaut and Knowles, 1972). Understanding and checkor this provided an additional
control and quality assessment when conducting d$khys.

Subsequently, good reproducibility was achievedgishe micro-titre plate system and the
final protocol described in Section 3.2.8 (Plaut &mowles, 1972; Albertyet al.,1992; De
la Rocheet al.,2012).
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3.2 Materials and methods
This section outlines protocols and reagents usdide experiments described in this chapter.

A full list of reagents is also supplied (Append® and a list of buffer preparation
procedures of common buffers used, is provided éplx B).

3.2.1 Recombinant protein expression using auto-indtion
The auto-induction protocol that was used is armptadi@n of the protocol developed by

Studier (2005). To start auto-induction, 100 méjatits of ZYP505/5052 (Appendix B) were
distributed into autoclaved 500 ml Erlenmeyer flasgealed with cotton wool. To this,
suitable concentrations of sterile antibiotics wadded: 30ug/ml kanamycin (to retain
pET28(b+) plasmid) and 34ig/ml chloramphenicol (only irPfTIM samples, to retain
pRARE?2 plasmid).

Prior to auto-induction, pre-cultures of tBe coli BL21(DE3) expression-ready cells, which
included pET28(b+) plasmids containing tiieM or PfTIM genes, were grown from frozen
glycerol stocks (Chapter 2). For pre-cultures, 1 ahlrelevant glycerol stockhTIM or
PfTIM) was grown in 100 ml LB broth with antibiotid@s mentioned) in 500 ml sterile
Erlenmeyer flasks sealed with cotton wool (12-1805C, 150 rpm). Pre-culturing ensured
that cellular recovery from freeze thaw was comgland that cells were ready for log phase
growth when the auto-induction process was initiate

One ml of the pre-cultures were inoculated into pinepared ZYP505/5052 auto-induction
media and grown (24-36 h, 20°C, 150 rpm). Cellsewsarvested by centrifugation (5000 x
g, 10 min, 4°C).

For the purpose of constructing a purification ¢éaldamples were taken every 2 h, from the
auto-induction cultures, during the induction studipese samples were micro-centrifuged,
(5000 x g, 45 sec) and frozen at -20°C, so thalraezexpression levels during auto-
induction could be analysed by SDS-PAGE. To assessverall purification, samples were
set aside at the following stages: pre lysis, pgsis, post 2700 x g centrifugation, post
100000 x g centrifugation, post Ni-affinity chrorogtaphy, post gel filtration and post

dialysis.

3.2.2 Cell lysis and preparation for Ni-affinity chromatography
Pelleted cells from auto-induction were washed witkassium phosphate (KHEPQvorking

buffer (3 washes, 100 ml, 100 mM, pH 7.4) and d¢lerged after each wash step (5000 x g,
10 min, 4°C).
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Cells were re-suspended in working buffer (20 mikgt weight) with lysozyme (1 mg/ml)
and an EDTA-free protease inhibitor cocktail tal{lfbche) was added to the mixture and
incubated (37°C, 1 h, 120 rpm). The mixture wasitirezen at -80°C overnight, for cell

rupture.

Samples were thawed on ice (also overnight) anttiteged (2700 x g, 30 min, 4°C), after
which the supernatant was collected and the samateultra-centrifuged (100000 x g, 90
min, 4°C). Ni-affinity chromatography was then merhed using a fast protein liquid
chromatography (FPLC) system from GE Healthcaret{&e 3.2.3).

3.2.3 Ni-affinity chromatography using FPLC
In preparation for Ni-affinity chromatography usitige FLPC system, several FPLC buffers

were prepared (Appendix B).

Ni-affinity chromatography was run, using a 150 superloop injection system with a 5 ml
His-trap FF column on a GE, Amersham FPLC systeam@e preparation for the superloop
injection system involved mixing 1 part (4x loadibgffer) to 3 parts supernatant from
ultracentrifugation (Section 3.2.2). The volume s#mples varied, due to different wet

weights obtained during cell collection (Sectiof.3).

The superloop system and the column were connéatdte FPLC system and the His-Trap
FF column was equilibrated by washing successivéath dddHO (50 ml) and running
buffer (Appendix B) until the UV absorbance of ékieemained at base level. The sample (in
the superloop) was then injected onto the colummjgeting 90-150 ml running buffer (i.e.
the volume in the superloop) through the superloggction system at a flow rate of 5
ml/min. This was followed with a wash step of 50 mahning buffer, to wash out unbound
protein from the column. An elution buffer gradi€at- 100%) set to occur over 100 ml, was
set up, starting with 100% running buffer and egadinth 100% elution buffer (Appendix B).
After the elution gradient finished an addition& &l of 100% elution buffer was passed
through the column. Fractions (5.0 ml) were coBédcfrom the start of the elution buffer
gradient. UV absorbance was monitored over theaeptiocess so that fractions containing
protein could be identified. From each fraction0a@ sample was set aside for SDS-PAGE.
The 5 ml fractions corresponding to a spike in UNs@bance from the detector and

containing the target protein were pooled.
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3.2.4 Gel filtration chromatography using FPLC
Active fractions from the Ni-affinity chromatograpkteps - 60 ml forTIM) and 45 ml for

(PfTIM) were centrifuged (4000 x g; 5 min; 4 °C) inspin column (Sartorius Stedim
Vivaspin2, 10K MW columns) to a final volume (400).To this, glycerol (200 ul) was
added, and the sample mixed by inversion, befomegbsubjected to further purification by
gel filtration chromatography. A Sephadex G-200 g#Rcolumn (1 m x 1.6 cm) was used on
the FPLC system (GE Amersham) with an injectionpld6.0 ml) loading system. The
column was equilibrated using 2 column volumes BLE gel filtration running buffer
(Appendix B). The sample was then injected intoral5njection loop on the FPLC system.
The system then loaded the sample - in the loogc the column by emptying the loop with
10 ml of running buffer. Afterwards the system diguated with 0.1 column volumes before
eluting the sample with 1.5 column volumes of rmgnbuffer (Appendix B). During the
elution phase 5 ml fractions were collected. Flate throughout was 1 ml/min always using
FPLC gel running buffer (Appendix B).

3.2.5 Dialysis
Dialysis was performed (Snake-skin 10 kDa MWCO; riie Scientific, South Africa) with

four buffer changes in 24 h using (KHRDO0 mM; 2I, 4°C) with vigorous stirring, using a
magnetic stirrer. The volume of the samples, poalysis, were measured &3IM (35 ml)
andPfTIM (25 ml), and approximately 8-12 drops of glyalewere added. Samples mixed by

inversion and 500 pl aliquots made in sterile tudnas frozen at -20°C.

3.2.6 SDS-PAGE and staining/de-staining
Sodium dodecyl sulphate — polyacrylamide gel etgittoresis (SDS-PAGE) was performed

on each stage of the purification, according to mh@nufacturer’s published procedures
BioRad® (http://www.bio-rad.com/). SDS-PAGE buffers and geeparations for a 12.5%

resolving gel and a 4% stacking gel are includefippendix B.

Each gel was loaded with 1Qul of pre-stained PageRuler™ protein ladder
(ThermoScientific). Wells not containing samplesrevibaded with 2%l TS+TD solution
(Appendix B). Gels were then electrophoresed (1005/min).

A staining/de-staining protocol developed by Famtsmet al. (1971) was used. In this
protocol four solutions (Fairbanks A, B, C, D) amepared (Appendix B). To stain/de-stain,

gels are microwaved in Fairbanks A (100 ml, 2 mmjxed on a rocker (5 min), and then
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rinsed with dddHO. This process is repeated using Fairbanks B, dCCasolutions until a

clear de-stained gel is obtained in ~1 h, on wRigimg or more of protein can be visualised.

3.2.7 Protein determination (Bradfords Assay)
Protein concentration was determined by Bradfordthod (Bradford, 1976). An adaptation

of this protocol, for use in 96-well micro-titre goés using pre-made Bradfords reagent
(Sigma-Aldrich, 2012), was used. Active sample (bweas mixed with Bradfords reagent
(250 pl), left at room temperature (15 min) to @wlloomplete colour development, followed
by absorbance, read at 595 nm. A standard curveg usivine serum albumen (BSA) as
protein standard in concentrations of 0.1 - 1.2mhgivas constructed (Appendix G, Figure
G1). From this, an equation to determine proteinceatration from absorbance readings at

595 nm was determined (Appendix G, Equation G1).

It is noted that the protocol provided by Sigma+#dd, (2012) listed many incompatible
reagents and the concentration levels at which thay start to interfere with the assay.
Several reagents used during purification weredistincluding imidazole, glycerol, EDTA,
and Tris, among others. Of all of these, only imma was in a concentration range that may

interfere with the Bradfords assay method but amlyost-Ni-affinity samples.

3.2.8 Triosephosphate isomerase assay
This assay procedure (Figure 3.2) was adapted faintished protocols (Bergmeyer, 1974;

Knowles et al., 1972). All buffer, reagent and enzyme preparati@ans explained in
Appendix B. A positive enzyme control was also awtdd using commercial rabbit TIM
(rTIM), (Appendix H, Figure H2).

The assay was performed in a 96-well micro-titratenl as follows: in a*iwell, NADH (10

ul, 8 mM), aG3PDH (10ul, 20 U/ml), DL-GAP (50ul, 20 mM) were mixed with TEA buffer
(230 ul, 300 mM, pH 7.6). In a™ well, a suitably diluted TIM sample was added (10
Dilutions determined by optimization experimentppndix H) were fohTIM (1/2000) and
PfTIM (1/300) from their purified stocks. The micritr¢ plate was equilibrated at 25 °C in a
BioTek Synergy MX spectrophotometer. The plate thas shaken (variably, for 30 sec) and
change in absorbance at 340 nm of tflewkll measured (2 min, 15 sec intervals). This
provided a baseline reading after equilibration &ntttioned as a negative enzyme control
for each well. The micro-titre plate was then egdcfrom the spectrophotometer and the
enzymatic reaction initiated by pipetting 29from the £' well and injected into the"%well
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containing 1Qul of the relevant TIMIGTIM or PfTIM). The micro-titre plate was then shaken

(variably, 30 sec) and change in absorbance meh§sd@® nm, 15 sec intervals, 10 min).

Equation 3.1
Units/ml = (AAss nmMmin’ sample) x (Y= volume of assay) x (df = dilution factor)
enapH X (Ve = volume of enzyme)

enaoH = 6.22umol.ml™.min Jaka/: 6220 Mot.It.cm?

One unit will convert 1.Qumol of dihydroxyacetone phosphate deylycerophosphate per
minute at 25°C, pH 7.6.

The aG3PDH assays (Chapter 4; Section 4.2.1) also mage@uEquation 3.1 because both
the TIM and thexG3PDH assays monitor the depletion of NADH at 340 n

3.3 Results and discussion

3.3.1 Protein over-expression by auto-induction
Transformed and ready-to-express cells from dttM and PfTIM (chapter 2) were over-

expressed using an auto-induction technique (Se8ti.1).

The processes described here for bbtiM and PfTIM were run concurrently, where

possible, to minimise differences in their preparad and ensure accuracy and consistency.

During auto-induction, 5 Erlenmeyer flasks weredusar each samplehTIM or PfTIM),
only 4 of these were harvested for enzyme purificstwhile the 5 was used exclusively for
the induction study over 36 hours. This eliminatkd possibility of contamination being
introduced when samples were taken every 2 hourthéinduction study. For purification
purposes the #TIM Erlenmeyer flasks were harvested at 24 hourdenthe PfTIM ones
were harvested at 36 hours. This was because itkmasn at this stage that tHdTIM-
expressing cells grew and expressed recombiR&iiM slower than was the case for the

hTIM expressing cells.

3.3.1.1 SDS-PAGE of auto-induction
The SDS-PAGE of the induction study tracks the ghoand protein expression levels during

auto-induction. The recombinant proteins, both dfclh are approximately 27 kDa (Ray

al., 1999; Oroszt al.,2006) in size, emerge amongst the other proteid$a
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Figure 3.3: SDS-PAGE of théTIM sample showing all protein expression during 86 hour auto-
induction. NotehTIM monomer is 27 kDa in sizgOroszet al.,2006) Lanes are labelled with the
time they were harvested at and M represents laaeetd with PageRuler™ protein ladder
(ThermoScientific).

From the SDS-PAGE of thelTIM induction study (Figure 3.3) the dense bandsg ttevelop
at the 27 kDa size range are consistent with tleevknsize ofhTIM, reported as a 54 kDa

homodimer made up of two 27 kDa monomers (Ogtsad.,2006).
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Figure 3.4: SDS-PAGE of thé>fTIM sample showing all protein expression over 38ehour auto-
induction study. NotePfTIM monomer is 27 kDa in size (Rayt al., 1999). Lanes are labelled with
the time they were harvested at and M represemis laaded with PageRuler™ protein ladder
(ThermoScientific).

The SDS-PAGE of theéPfTIM induction study (Figure 3.4) also shows a stramand
developing at the 27 kDa size range, in accordavitte PfTIMs known size (Rayet al.,
1999). It is notable that this band is significgnileaker than that frohTIM (Figure 3.3),
indicating a lower concentration of protein. Thenthaalso takes longer to appear, only
noticeably showing up at approximately 18 hours R6FIM (Figure 3.4) as opposed to a

clear presence in tHel'lM sample as early as 4 hours into auto-inductieigure 3.3). Both
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thehTIM and PfTIM SDS-PAGE gels were loaded with the exact saplame of sample per

well and all preparation procedures were identical.

Data relating to thdnTIM samples (Figure 3.3) are interesting becausgppears that the
hTIM gene is being expressed before induction shddin. A low level of background
expression is known to occur in plasmids. Howeirethis case, expression also appears to
be relatively strong, despite the fact that notaaldy expression should not occur during the
auto-induction process (Studier, 2005). Considerabhounts of recombinant enzyme seem
to have been produced, and concentrations contitméalcrease throughout the induction
study (Figure 3.3). This indicates that the earkpression observed did not have any
negative effect on host cell growth and high cotrations of recombinant enzyme were well
tolerated, without any apparent toxicity and recorabthTIM retained its activity. It is also
notable thahTIM-expressing cells were grown in the presenc&asfamycin only (to retain
the pET28(b+) expression vector), whilefTIM samples had both kanamycin and
chloramphenicol (to retain pPRARE2 plasmid). Thi¢pkeexplain the more rapid growth and
earlier expression seen fomIM-expressing cultures, as compared WRITIM-expressing
cultures. ThehTIM gene sequence was also ‘codon optimised’ fgression inE. coli,
while the PfTIM gene was not. Th@fTIM gene sequence is also highly AT-rich, meaning
that translatedPfTIM mMRNA would likely suffer more rapid degradatiam the hostE. coli
BL21(DE3) cells. This is becauge coli is known to not tolerate AT-rich genes and their
transcribed mRNA very well, with thE. coli identifying the foreign mRNA by its ‘codon
bias’ and degrading it rapidly (Sgrensen and M@gen2005).

The strong early expression seenhiilM samples (Figure 3.3), prior to full induction
(Studier, 2005), is an indication tHa&kIM mRNA is probably well tolerated and able to Exi
for a long period of time in th&. coli BL21(DES3) cells. By codon optimizing theTlIM
gene, its mMRNA is able to appear as a native mRNécies to the host cells and avoid
destruction by the host cells (Sgrensen and Magterid005). In auto-induction, typically a
low background level of mRNA is produced duringl ggbwth by an expression plasmid (in
this case, pET28(b+)). This background mRNA dodsusaally result in significant levels of
recombinant enzyme expression, primarily due tanaaimnRNA degradation by the host cell
and especially so if the sequence is recognisddragn. All mRNA is not created equal,
however, and depending on sequence, the life spam mRNA stand can vary from seconds
to up to 20 minutes. Regulation of MRNA longevih/deaDNA translation to mRNA are two

main methods used in cellular biochemistry for callihg protein expression (Sgrensen and
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Mortensen, 2005). The early recombinaitM expression (Figure 3.3) indicates that the low
level backgroundhTIM mRNA produced was retained sufficiently longoegh to result in
noticeable and significant levels of recombin&iiM production, indicating thahTIM
MRNA is long-lived.For the ‘unoptimisedPfTIM, on the other hand, being AT-rich, its
MRNA was likely identified by the ho&. coli BL21(DES3) cells as foreign and more rapidly
degraded, meaning tlRdTIM mRNA, was short-lived (Sgrensen and Morten&895). This

is indicated by the fact that no bands correspandinrecombinanPfTIM are present in
Figure 3.4 prior to induction and a lower overadincentration of recombinarRfTIM is
achieved. This was why it was decided to only hstrvecombinanPfTIM after 36 hours,

while hTIM was harvested at 24 hours, as per standardiadtmtion protocol.

Once full induction occurs in the auto-inductiologess, massive levels BfTIM mRNA are
produced and this effectively minimises any mRNAtdection effects by host cells. This is
why relatively high levels of recombinaR{TIM could to be achieved. This massive induced
MRNA production is part of how expression plasmgisgh as pET28(b+), function and are
able to achieve high expression levels of any gessel with them. The effectiveness of the
expression plasmid to produce massive levels of midbes not entirely mitigate the effects
of host cell mMRNA destruction and, as a resulteddht levels of recombinant enzyme,
expression is often achieved, as was the case(Rayeres 3.1 and 3.2). Another possible
negative effect oPfTIM not being ‘codon optimised’, is that it can resultpauses during
protein translation and elongation, when a codipfetrsequence - that requires a rare tRNA -
is encountered. This possible problem was antiedhedand compensated for by the inclusion
of the pRAREZ2 plasmid, which produces these raMAR. For this reason it is unlikely that
rare tRNA codon use by thBfTIM gene is responsible for the lower level BfTIM
expression compared to thathdflM (Figures 3.3 and 3.4).

In conclusion, it is most likely that the more @&PIfTIM mMRNA destruction by the host cells
is due to the foreign, AT-rich nature, of this geegjuence (Sat al., 1996; Baca and Hol,
2000; Sgrensen and Mortensen, 2005). Additionaliremmental strain, on thé&fTIM
cultures, due to the presence of a second antikjdtioramphenicol), which was required to
maintain the pRARE2 plasmid — can also partiallplaix the lower recombinant enzyme
expression observed RfTIM expressing cultures (Figure 3.4), under othsemdentical,
auto-induction expression parametershidM expressing cultures (Figure 3.3), (Sgrensen
and Mortensen, 2005).
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3.3.2 Purification

3.3.2.1 Ni-affinity chromatography using His-Trap A= columns
Ni-affinity chromatography was performed (Sectia2.3). The chromatogram profiles for

bothhTIM and PfTIM are illustrated in Figures 3.5 and 3.6, respety.
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Figure 3.5: Ni-affinity chromatogram of th&@TIM sample, showing mAU readings in blue (primary

y-axis) and the concentration of the elution buffered (secondary y-axis) versus elution volume.
Fraction collection (5.0 ml) began at the stagy@dient elution (140 ml), marked with a greenatro
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Figure 3.6: Ni-affinity chromatogram of th@fTIM sample, showing mAU readings in blue (primary
y-axis) and the concentration of the elution buffered (secondary y-axis) versus elution volume.
Fraction collection (5.0 ml) began at the stagyi@dient elution (140 ml), marked with a greenatro
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As seen in Figures 3.5 and 3.6, it is clear from itiess Absorbance Unit (mAU) readings
that substantially morBTIM (Figure 3.5) was obtained th&fTIM (Figure 3.6). FohTIM

the protein starts eluting when the elution buffencentration reached ~20% and finished
eluting at ~70% concentratiod®fTIM elution began at a slightly higher elution kerff
concentration, of ~30%, and completed at ~55%. different durations seen between the
two elutions, and the differences in elution buB&arting percentage, can be attributed to the
apparent large differences in concentration, irtdatdy the mAU response: 1403 mAU at
the apex of the elution peak famIM, and only 369 mAU at the apex of tiETIM peak.
Although this implies a 3.8 fold higher protein centration fohTIM than PfTIM, there are
other factors, such as residue concentration asdigmng, which influence this response.
This is because UV absorbance is different foreddht amino acid residues and other
organic compounds. Residues such as phenylalatyiosine, tryptophan and histidine are
therefore known to produce stronger UV absorbaredings (due to their imidazole and/or
benzene rings) than other amino acid residues (®ioétVoet, 2004). Imidazole is also part
of the elution buffer, further interfering with Uprotein estimations. Nevertheless, the UV
response gives a fairly accurate indication ofgirotoncentration. In this case, two different
variants of the same enzyme (TIM) are being contparal they therefore share a similar
size and amino acid composition, meaning that UWtgin estimations should be
comparable. Bradford’s protein assay method wad ts@etermine protein concentrations
guantitatively.

SDS-PAGE analysis for collected fractions from INirsty chromatography forhTIM
(Figure 3.7) andPfTIM (Figure 3.8) are represented.
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Figure 3.7: SDS-PAGE of 5.0 ml fractions (labelled 1-20) coléxt from thehTIM Ni-affinity
chromatography purification.
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The SDS-PAGE gels from tHé'IM Ni-affinity chromatography (Figure 3.7) indi@astrong
protein bands present at ~27 kDa in size, as woellexpected fanTIM (Oroszet al.,2006).
There also appears to be noticeable bands of camting proteins at ~70 kDa, visible in
fractions 3-6, and from ~55-70 kDa in fraction E8actions 4-15 (Figure 3.7) were pooled,

concentrated in a spin column and subjected tdiltrakion.
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Figure 3.8: SDS-PAGE of 5.0 ml fractions (labelled 1-20) caléet from thePfTIM Ni-affinity
chromatography purification.

For PfTIM (Figure 3.8), bands at 27 kDa appear fainteanttfor hTIM (Figure 3.7),
indicating that a lower concentration was obtain@dntaminating proteins appear to have
eluted in fractions 3-6 (Figure 3.8). These contating bands in the SDS-PAGE analysis
for bothhTIM and PfTIM can be explained. It is known that sevdgalcoli proteins have a
high affinity to divalent nickel or cobalt ions, @uo the presence of clustered histidine
residues and/or biological metal binding sites.SEte coli proteins are known to only elute
at relatively high imidazole concentrations duridgaffinity chromatography (Robichoat
al., 2011). Fractions 6-14 (Figure 3.8) were collecéed pooled fromPfTIM Ni-affinity

chromatography, concentrated and subjected taltyatibn.

3.3.2.2 Gel filtration chromatography on a Sephade&-200 HR column
To further improve purification and to eliminateetimidazole introduced from Ni-affinity

chromatography, samples were subjected to gedtitin chromatography using a Sephadex
G-200 HR column (Section 3.2.4).
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Figure 3.9: Gel filtration showinghTIM purification in blue andPfTIM purification in red.(a) The
SDS-PAGE ofhTIM 5.0 ml fractions (18-30) of which (20-27) weeellected for dialysis(b) SDS-
PAGE of PfTIM fractions (18-30) of which (21-26) were colledtfor dialysis.

When compared to the Ni-affinity chromatographyuitss the gel filtration produced a very
similar set of results, in terms of relative mAUadéengs obtained. Gel filtration was
successful in eliminating some of the larger comtatng proteins, seen before (Figures 3.7
and 3.8), for both theTIM and PfTIM samples, respectively. Close inspection of 8i&S-
PAGE gels (Figure 3.9 a; b) reveals several smééards that co-eluted with the target
protein during gel filtration. These amounted toemtimated < 1 % total protein and were
only visible using enhanced SDS-PAGE de-stainingcgdures that are capable of
visualizing as little as 25 ng of protein. It wdmuaght that this low level of contamination
would not cause any subsequent problems in terrasmyfme analysis and activity.

3.3.3 Characterisation
A final dialysis step, to remove excess salt, waggomed (Section 3.2.5). Each step of the

protein expression and purification procedureshiiM and PfTIM was then subjected to a
Bradford protein determination assay (Section 3,2ehzymatic activity assays (Section
3.2.8) and SDS-PAGE analysis (Figures 3.10 and)3.@hich meant that enzyme

concentration, activity, and the quality of theifpaation were assessed.
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3.3.3.1 SDS-PAGE
SDS-PAGE analysis of each purification step foriiiiM and PfTIM purifications.

Figure 3.10: SDS-PAGE analysis of the purification steps fidiM. (M) protein MW-marker, (1)
extracellular fraction from auto-induction, (2) le¢é¢d washed cells 3 x at 10000 x g centrifugations
(3) post lysis using lysozyme, (4) post 2700 x gndi centrifugation, (5) post ultra-centrifugation
100000 x g for 90 min, (6) post Ni-affinity chrormgtaphy pooled fraction, (7) post gel filtration
pooled fraction, (8) post dialysis. NB: This fracti was stored for use in all subsequent
experimentation.

As shown in Figure 3.10 the purification procesevpd to be successful overall, with a
single dense band at 27 kDa indicating the presehtteehTIM in large quantities. It is clear
from Figure 3.10 that the most effective step wasNi-affinity chromatography, where most
contaminating bands were eliminated. Gel filtratwas also successful in eliminating some
heavier proteins, which appear faintly at ~70 kBa\re 3.10, lane 6) and were also visible
in (Figure 3.7, lane 16). It is apparent that byetaly selecting which fractions are pooled,
greater purification is achieved (Figures 3.7 an8)).3The gel filtration did not however
separate some lower-weight contaminating proteuns;h can be seen as faint bands at ~12-
20 kDa in the post-gel-filtration products. Finabnéirmation about the success of the

purification however, will only be proven once enmyactivity has been demonstrated.
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Figure 3.11: SDS-PAGE analysis of the purification steps RSfIM. (M) protein MW-marker, (1)
extracellular fraction from auto-induction, (2) le¢éd washed cells 3 x at 10000 x g centrifugations
(3) post lysis using lysozyme, (4) post 2700 x gnd@ centrifugation, (5) post ultra-centrifugation
100000 x g for 90 min, (6) post Ni-affinity chrormgtaphy pooled fraction, (7) post gel filtration
pooled fraction, (8) post dialysis. NB: This fracti was stored for use in all subsequent
experimentation.

The PfTIM purification results (Figure 3.11) appear sinito that of thenTIM purification
(Figure 3.10), however close inspection indicatesgresence of a relatively thick band at 27
kDa, (target TIM size), after lysis with lysozymgigure 3.11, lane 3), which becomes
noticeably fainter after 2700 x g centrifugationg{ife 3.11, lane 4). It is interesting to note
that at this point in thBTIM purification (Figure 3.10, lane 4) there is noticeable decrease
in target protein concentration and since the dvarancentrationhTIM is generally
significantly higher throughout the purificationggess (Figure 3.10), this may indicate that
PfTIM is more likely to aggregate under the curremtification conditions (buffer type, ionic
strength and pH level). Interestingly, this is adicator of differences in surface structure
and charge at the used pH levels but, at this stféat can be deduced is thétiM is
more soluble under the given conditions timIM is. The 3D protein structures of these
two TIM variants are already known to exhibit salekey differences in amino acid
sequence, protein surface structure, and residg®sexe (Figure 1.7; pg. 16). These
differences, interestingly, appear to have alreadgulted in differences during the
purification of these two isozymes. Neverthele$® two purifications produced similar
results, with relatively excellent levels of pucdtion being achieved after the Ni-affinity

chromatography step.

During these purification steps it was also notedt hTIM samples appeared lighter (a
whitish cream) in colour when compared R6TIM samples that were greyish yellow in

colour. Another observation was th&TIM samples compacted better at 2700 x g
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centrifugation (forming a denser pellet) thBfif IM samples. It is not known what caused
this, but it could be theorised that the additiopadteins (for chloramphenicol resistance)
and/or rare tRNA production, created by the pRAREBmMId, somehow caused the changes
that resulted in these observations. Alternativeig, higher concentrations bTIM protein
produced irhTIM cultures could equally account for the obserd#terences and, logically,

a combination of these factors should also be densd.

3.3.3.2 Protein concentration (Bradfords assay) aneénzyme activity assay
Bradfords assays (Section 3.2.7) and TIM enzymévigctassays (Section 3.2.8) were

performed at each step of protein purification, footh hTIM and PfTIM samples
(Bergmeyer, 1974; Bradford, 1976). Activity assagahs are included in Appendix I.
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Figure 3.12: Protein concentrations f&fTIM (red) andhTIM (blue) as determined by Bradfords
assay for each purification step: (1) extracelldtaction from auto-induction, (2) pelleted washed
cells 3 x at 10000 x g centrifugations, (3) postidyusing lysozyme, (4) post 2700 x g 30 min
centrifugation, (5) post ultra-centrifugation: 1000 x g for 90 min, (6) post Ni-affinity
chromatography pooled fraction, (7) post gel fila pooled fraction, (8) post dialysis.

It is noted that approximately 3.9 fold md"€IM than PfTIM was obtained, which correlates
with the estimated values, based on UV mAU readiagen during purification using gel
filtration (Figure 3.9). Calculated protein conaatibns (Bradford, 1976) are indicated for all
purification steps in Figure 3.12. Step 1 (extriadat fraction) is not technically part of the
purification but was included to show that no sligaint amount of protein was present in
this fraction, which was discarded. Concentratialugs determined for purification steps 2
(whole cells) and 3 (un-centrifuged lysed cell® ercluded (Figure 3.12) but are considered

inaccurate, due to cellular debris interferencenwvtite Bradfords assay method (Bradford,
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1976). These steps are not however included asopdinie purification tables, because any
subsequent calculated values determined usingrbtiod would be invalid and incorrect.
Purification step 6 fonTIM (Figure 3.12) contained a noticeable precigitaind very low
protein concentration (0.09 mg/ml) was recordeds Was caused by the high concentrations
of imidazole and protein present in th€lM sample. This resulted in protein aggregation
that could not be alleviated by sonication. Thep BePfTIM sample (Figure 3.12) had a

significantly lower protein concentration and digt have any precipitate.

Separate samples were used for Bradfords assayactuily assays to eliminate any effects
on activity that may have been caused by the fréeae process. Graphs to determine TIM

activity and an example of Equation 3.1 are inctloheAppendix I.

The purification tables fohTIM and PfTIM are represented as Tables 3.1 and 3.2,
respectively. Note: Fold Purification = specifictigity / specific activity 2700 x g
centrifugation; Yield = total activity of sampléatal activity 2700 x g centrifugation.

Table 3.1: Protein purification table dfTIM

Fraction Volume |Protein |Total |Activity |Total |Specific |Fold Yield
inml  |(mg.ml™) |Protein | (umol.m | activity |Activity |Purificat- |(T.Act/T.
(mg) |I.min™) (V) (U.mg™) |ion Act start
(%)
Crude 2700xg | 71.5 2.29 163.7| 1554.5111147 679 1.0 100
centrifugation
Ultra (100000 x | 70.5 2.32 163.5| 1531.8107994| 660 1.0 97
g) centrifugation
Ni-affinity 55 NA NA NA NA NA NA NA
chromatography| ppt'd ppt'd ppt'd pptd | pptd | pptd ppt'd ppt'd
Gel Filtration 37 1.43 52.9 | 1436.8 53162 100b 15 48
Dialysis 35 1.49 52.1 ] 1799.0 62966 120y 1.8 57

Important variables used to draw up purificatiobléa are; protein concentration, enzyme
activity and volume of sample, which are then usechlculate other values. Each assay used
(i.e. Bradfords and enzymatic TIM assays) has &ergnt margin of error, as do volume
measurements. Error (standard deviation) was detedrfor each experiment and varied
between purification steps. The determined mar§ermr range was around +/- 5% for both
protein concentration and activity assays, and meluneasurements were accurate to about
0.5 ml. The margin of error is compounded for cltians in which these three variables are
used, meaning that a margin of error of +/- 10-18%ore accurate for values determined on

the purification tables. Purification tables us@thle averaged values for practical reasons
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when doing calculations and therefore do not shoesvrhargin of error. This should however
be considered when inspecting purification tabf&smples taken at each purification step
differed in concentration and therefore requireffiedent dilutions to obtain suitable assay
ranges. Because different dilutions had to be pexdd, this also introduced an additional
step, where error could be introduced. After coitipdethe assays, the determined values
were multiplied by their relative dilution factor§his has the disadvantage of also further
multiplying any additional error that may have bestnoduced. Milligram levels of enzyme
were obtained during both enzyme purifications (Fég3.12). For this reason, high dilutions
were needed (for example, 1/1000 and 1/2000 drstigere used fdiTIM enzymatic assays

for gel filtration and dialysis, respectively).

In Table 3.1, the final calculated yield fofIM was 57% (post dialysis) which was higher
than the calculated yield of the previous step fgehtion) at 48%. This appears to be
incorrect, but this discrepancy can be accountedffa 10% margin error for each step is
assumed. Samples were all run in triplicate bunay have been better to run them in

sextuplicate or even nonuplicate, so as to minirtiieemargin of error as much as possible.

The standard deviation margins of error for Bradéoassays are included as error bars
(Figure 3.12). On inspecting these error bars agposification steps one can see that, where
protein concentration seems to have changed innexpected manner on the purification
tables, the calculated margin of error in the Boadd assays (Figure 3.12) can account for
the discrepancy. Keeping this in mind, as well las thanges in volume levels during
purification, these aspects effectively accountaibthe discrepancies seen in the purification

tables as each aspect has its own relatively smaadyjin of error.

Table 3.2: Protein purification table d?fTIM

Fraction Volume |Protein |Total |Activity |Total |Specific |Fold Yield
in ml (mg.ml™) | Protein | (umol. |activity | Activity |Purificat- |(T.Act/T.
(mg) |ml*t (L) (U.mg™) |ion Act start

.min™) (%)

Crude 2700 x g 71 131 93.0 268.2 19040 205 1.0 10(

centrifugation

Ultra (100000 x 70 151 105.7| 307.77 21540 204 1.0 113

g) centrifugation

Ni-affinity 42 0.32 13.44| 4341 18232 135y 6.6 96

chromatography

Gel Filtration 28 0.28 7.84 388.3 10871 1387 6.8 57

Dialysis 25 0.38 9.5 178.3] 4458 469 2.3 23
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Likewise, the results (in Table 3.2) f&fTIM indicate that there is an increase in yield of
13% after ultracentrifugation. This is clearly matssible, but lies well within a 10% margin

of error of each sample as is therefore deemedrniigiant.

Analysis of the purification tables (Tables 3.1 @) indicates that a substantial amount of
activity loss (more than 50%) occurred during dsadyfor PfTIM (Table 3.2). This level of
loss was not seen ftiTIM (Table 3.1) and is significantly greater thdre t10% margin of
error considered for these samples. This indicdtasPfTIM was not stable during dialysis
under the conditions used (4°C, pH 7.4, 100 mM KRP@hile hTIM was. This instability
was later shown to be due to a low pH tolerandeféfM for levels above pH 6.5. The lower
protein concentration d?fTIM (~0.38 mg/ml)may also partially account for this instability,
because proteins are generally more stable at hjgiogein concentrations (i.e. >1 mg/ml),
(Ugwu and Apte, 2004; Link, 2008). Further detaifshis are revealed in Chapter 4, where
each TIM variant is characterized for kinetics, g@htl temperature optima, and stability.

In summarizing these results, it is clear that ighcentrations diTIM (1.4 +/- 0.1 mg/ml)
and excellent retention of enzyme activity was eeéd, with a fold purification of ~1.8 and
a yield of around 50% +/- 10%. The high levelshdiM obtained is the reason why a
relatively low-fold purification level was achievellecause fold purification is relative to
starting protein concentration and activity, whweas already very high fdTIM, indicating
that relatively excellent expression occurred fidtM during auto-induction. On the other
hand,PfTIM samples had a fold purification level of ~6.8daa yield of 57% +/- 10% after
gel filtration. This then dropped to ~2.3 and 23% 0% respectively after dialysis
indicating that this purification step was unsustalsand generally destructive, effectively
reversing gains made during previous purificatitaps.

3.4 Conclusions
In conclusion, however, it can be said that botfifisations were a success: activElM and

PfTIM enzymes were obtained in high concentrations tkguired large dilutions for
enzymatic assays. In fact more than enough enzyaseobtained from a single purification
to conduct all the subsequent enzymatic assay iexgets a thousand times over. That said
PfTIM purification could have been improved if a @ifént dialysis buffer - with a lower pH -
was used folPfTIM dialysis, as this would have suited its lower pHimopl stability of
PfTIM. This however, was only determined after thpseifications and more than enough

active enzyme had already been obtained at thge sta
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4. Characterisation of purified enzymes

4.1 Introduction
One of the key aspects of understanding enzynagcactions and reactions is to understand

the conditions that the enzyme favours. This caadbgeved by performing experiments that
assess activity under variable pH, temperaturetamel conditions whilst maintaining other
conditions in a steady state, using suitable bsiffermaintain pH and ionic concentrations in

a cell-like environment.

Glycolysis metabolism ifP. falciparumis a critical energetic process to the survivathef
parasite and triosephosphate isomerase is a kgynenin this process (Parthasara#tyal.,
2002). The glycolysis pathway of the parasite esslgnuses the same core enzymes found
in almost all eukaryotes. The biochemical functadrthis pathway, as well as that of other
essential biochemical pathways Btasmodium speciesiowever differs from the standard
biochemical model. Something not commonly knownualitbese biochemical pathways is
that they have been repeatedly remodelled ovetdhese of eukaryote evolution, to adapt to
different environments (Vaidya and Mather, 2009nger et al., 2010). Remodelling,
involving sub-compartmentalisation of parts of theiquitous intermediary metabolic
pathways has been shown to have occurred extepsivelanyProtists, while being largely
conserved in other groups, such as plants, aniamalsyeasts. The metabolic remodelling, or
‘rewiring’, seen inProtists can greatly influence the regulatory mechanisna tontrol
carbon flux through the core metabolic processesngés et al., 2010). This metabolic
compartmentalisation occurs through the acquisitabhnew organelles, photosynthetic
plastids, or non-photosynthetic plastid-like relgsch as apicoplasts, as seen in malarial
parasites (Figure 4.1), (Vaidya and Mather, 200@gér et al.,2010; Olszewski and Llinas
2010). Through apicomplexan complex acquisitiorrgianisms are able to reorganise the
functional nature of their metabolism on a largalscallowing metabolic adaptations, which
better suit new environments (Ginget al., 2010; Olszewski and Llinas 2010). In
Plasmodiumthe glycolysis pathway is surrounded by severalxpeeted modes of
compartmentalisation, which offer new insights apdssible opportunities for drug
developments (Liaet al.,2009; Gingeet al.,2010; Olszewski and Llinas, 2010).

Plasmodiunspecies follow a very similar life cycle to that ifypanosomaspecies, such as
T. bruceiand T. cruzi,which also depend heavily on glycolysis for enepggduction and
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share a high genetic similarity withasmodium specigdichels, 1988; Mandet al.,1994;
Gbomez-Puyou, 1995; Parthasaraétyal.,2002). It has been suggested that the development
of any selective inhibitors for one of these pdesipecies will likely work in a similar
manner as for others, due to genetic and life cgoidlarities. Thus, the targeting of key
metabolic pathway enzymes has become a cornerdioméhe development of new
antimetabolite drugs, to target these parasitegy(&st al.,2001; Parthasarattst al.,2002;
Olivares-lllanaet al.,2007; Gingeet al.,2010; Olszewski and Llinas 2010). Extensive work
on tracking the carbon flux as it moves through Ehefalciparumparasites biochemical
pathways has allowed for the construction of anraVeview of the parasite’s unique
metabolic processes. The development of such naabwiec pathways is more modular and
streamlined than the metabolic pathways of fredjvProtozoa (Olszewski and Llinéas
2010). This new metabolic network map has recdming described, summarizing decades

of work done to elucidate these processes, adrdbesl in Figure 4.1 (Olszewski and Llinas

2010).
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metabolism is tracked with arrows, indicating tlepgmsed net flow of carbon during the blood-stage
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from (Olszewski and Llinas, 2010).
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The whole process of energy productiorPinfalciparumis unique and known to be crucial
for survival. As mentioned earlier, (Section 1.8. 3-6), it has long been known that the
parasite does not have an active tricarboxylic 4GiG@A) cycle (Velankeret al., 1997;
Sherman, 1979; Milleet al., 2002; Parthasaratlst al.,2002; Ravindra and Balaram, 2005;
Tuteja, 2007; Shekinah and Rajadurai, 2008). Thasyever, has been shown to be not
entirely true and the situation is more complicategh was originally thought. Recent DNA
evidence shows that the parasite does actually alhtlee necessary genes for a functioning
TCA cycle. However, metabolic observation experiteehave shown that something
different is occurring in thé. falciparumTCA metabolic pathway. The early researchers
showed, via electron-micrographs, that malarialoofibndria have minimal cristae and,
therefore, are unable to function in a conventia®alse (Tragest al.,1966). The red blood
cells of the host also do not possess mitochondtiainating the possibility of metabolic
hijacking. This, along with very low observed levalf oxygen consumption, all confirms
that the TCA cycle is not functional in a typicanse (Trageet al., 1966; Olszewski and
Llinds 2010) and implies that its absence, as dthte many researchers (Velankatr al.,
1997; Sherman, 1979; Milleat al., 2002; Parthasarattst al.,2002; Ravindra and Balaram,
2005; Tuteja, 2007; Shekinah and Rajadurai, 2008).

More recent research inflasmodium sppnetabolism (Olszewsleat al., 2010), has shown
that Plasmodium spiave a ‘highly streamlined carbon metabolic netwéigure 4.1) in
which enzymes of the TCA cycle are present andndeaed play an important and novel
‘alternative’ metabolic role (Figure 4.2). The bibstage parasite still relies almost entirely
on glucose fermentation, via glycolysis, for energsoduction and the parasite only
consumes very little oxygen, required for the TA@Asgzewskiet al.,2010). This is because
the mitochondria oP. falciparumhave undergone significant metabolic remodelling a
downscaling of functionality (Trageat al., 1966). In factP. falciparumwas shown to have
the smallest mitochondrial DNA sequence to dateemwibwas sequenced in 2009, encoding
just three proteins, it has drastically reduced aietic functionality compared to other
eukaryotes (Vaidya and Mather, 2009). In spitehig Plasmodiunmitochondrial enzymes
are still considered attractive targets for antanal drug design (Vaidya and Mather, 2009).
This reduced functioning is emphasised by the ofakde reduction in cristae, which are
normally critical for mitochondrial functioning (&ger et al., 1966; Vaidya and Mather,

2009; Olszewsket al., 2010). P. falciparummitochondria are thought to have originated
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when dinoflagellates and apicomplexan parasitesrged from ciliates (Vaidya and Mather,
2009).
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Figure 4.2: Schematic of the modified, (in red), TCA (half-tg)cof Plasmodium falciparumwith
arrows indicating the direction of net metaboliexfl This indicates the reversal of several TCA eycl
steps, to allow for the creation of Malate as aweette product. Asterisk (*): the enzyme respomsibl
for the citrate cleavage step and its localizattwa unclear; double asterisk (**): there are two
predicted enzymes capable of catalysing this rmaictil) cytosolic malate dehydrogenase
(PFF0895w), and (2) putative mitochondrial malaténgne oxidoreductase (MAL6P1.258). Image
taken directly from (Olszewslkit al.,2010).

Such metabolic rewiring and remodelling, via conip@ntalisation and other changes, has
also being discussed in evolutionary terms (Girggexl.,2010; Olszewski and Llinas, 2010).
The parasite encodes orthologues of all the TCAlecygnzymes and they are also all
transcribed during the parasites blood-stage ddciidn. Still other known mitochondrial
TCA cycle-associated biochemical processes, sucle amvoamino acid biosynthesis, have
being disposed of and are entirely absent fromptrasite, having been replaced by a new
metabolic model (Olszewskit al.,2010). It has also been shown that the criticalatmaic
function of the electron transport chain in blodalge malaria mitochondria is not to

regenerate chemical energy (its typical function) imstead to regenerate ubiquinone, to
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supply the pyrimidine biosynthesis process (Painteal., 2007). Furthermore, radioactive
labelling with Gz has shown that the TCA enzymes do not all perfasnexpected in blood-
stage malaria, with several of the biochemical reas optimised to run in reverse to the
typical cycle, counter clockwise to the TCA cyckhis means the development of a new
metabolic process fdP. falciparum(Figure 4.2), which is different from any previogsl
described proceg®lszewskiet al.,2010). This novel process, (Figure 4.2), is sedmkoup
with the other altered metabolic processes, (Figuig, of blood-stag®. falciparum note
the link point is labelled ‘TCA metabolism’ in Figri4.1.

The branched TCA cycle, depicted in Figure 4.2;assidered as an evolutionary trade off
which has resulted in a loss of metabolic flexipjlibut allows for enhanced growth in a
specific environment. This trade off relies heawlyan abundant source of glucose, which is
readily supplied through the host’s blood streantsz@wskiet al., 2010; Olszewski and
Llinas, 2010). This allows for a modified mitochaeiad metabolism, which usess@arbon
skeletons - provided from plasma glutamine - tabh@mically produce ubiquinone, succinyl-
CoA, and G acetyl units. This has also been shown to linkmith regulatory mechanisms
that sense changes in the nutrient environmenprigainisms that follow a diverse life style
with changing nutrient availability (Olszewskt al., 2010). There is also evidence that
infected erythrocytes incorporate small extracaluiacro-molecules for digestion too -
something that does not normally occur in maturgheocytes which are incapable of
endocytosis (Burns and Pollack, 2008). It was destrated thaf. falciparumparasitized
erythrocytes incubated with ferritin internalisdte tmacro-molecules, with the parasitized
cells being shown to bind and incorporate ferrétimd apoferritin while normal erythrocytes
did not (Burns and Pollack, 2008).

The complexity and evolutionary history and spezaion, described above, allows for
targeted drug developments, to target the metalsrizymes ofPlasmodium sppThis is
possible because of significant genetic changé&eynfundamentally important, biochemical
pathway enzymes, such as TIM. The fundamental kimatal importance of these processes
and the genetic loss of metabolic flexibility - assted with such evolutionary
specializations - have created an inflexible, pitnised metabolism for the parasite (Ginger
et al.,2010; Olszewski and Llinas, 2010). It is this opsation that allows for the extremely
rapid growth and proliferation of the parasite dgrthe blood stages of its life cycle. Indeed
it is the rapidity of the process, which strains tiost to such an extent, it is able to cause the

heavy fever and anaemia that is ultimately the eadghe fatalities associated with malaria
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(Miller et al.,2002; Trampuzt al.,2003; Tuteja, 2007). Targeting these modified maiab
pathways in the parasite is however complicate@\mfutionary changes, most notably the
compartmentalisations that have evolved in mBnytists - including Plasmodium spp as
they adapted to their complex life cycles (Gingeal.,2010). One of the advantages that the
nanotechnology approach has - is that nanopartieesdrug delivery mechanisms - are
highly mobile and known to freely travel between e thvarious intracellular
compartmentalisations, including the mitochondglgcosomes, and even the nucleus (Jong
and Borm, 2008). Nanoparticle-based drugs wouldetbes theoretically be able to target
any metabolic enzyme, because they can move fréblpughout the complex,
compartmentalised, metabolic network, of malarid atherProtist parasites, something that
conventional drugs cannot do (Jong and Borm, 2@i8ger et al., 2010). This, and the
ability of nanoparticle base drugs to persist ia bhood stream (Charoenphet al., 2010;
Huang et al., 2010; Charoenphokt al., 2011) - increases the likelihood of nanodrug
developments being able to target key parasite reegy such as TIM, in new and novel
ways, giving scientists new tools to create advdnselective and powerful antimetabolite
drugs, that would also be difficult for the parasid develop drug resistance to (Jong and
Borm, 2008). This would have a strong and lastmgact on combating malaria (Jong and
Borm, 2008; Gingeet al.,2010; Tuteja, 2007; Vaidya and Mather, 2009).

Due to this compartmentalisation of metabolic enegnand evolutionary re-ordering it is
important to carefully characterise enzyme paramgtes these data might elucidate further
understanding that aids in selective drug developragned at targeting the. falciparum
variant TIM. In biochemical terms, the pH of diféat sub-cellular compartments and cell
environments can vary noticeably. Farfalciparum the life cycle of the parasite requires it
to adapt to several different environments and timms$. The parasite conducts a highly
catabolic biochemical digestive process in its selular compartments, even creating its
own sub-cellular compartment within host red blooells. Using digestive proteases
extensively for its catabolism of host haemoglobiequires that it creates
compartmentalisations for catabolic digestive meliabn (Figure 4.1), (Trager, 1966;
Sherman, 1979; Entzerogt al.,1998; Wilkesmaret al.,2009; Olszewski and Llinas, 2010).

4.2 Materials and methods
To assess differences between the two purified &hidymes, parameters of pH, temperature

and stability over time were tested. To establishitable test range for each parameter under
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examination, preliminary tests were conducted lrylating the purified TIM enzymes (pH
7.0, temperature 30°C) for (3 h, 6 h and 18 h)sweas stability. Results were compared with
published data diTIM, PfTIM and other studied TIMs (Mier and Cotton, 19RBowleset

al., 1972; Plaut and Knowles, 1972; Putneral.,1972; Sigma-Aldrich, 2012,). More tests,
to analyse differences between freshly thawed afrdzen/rethawed TIMs, were also done,
as to ascertain the effects of freeze-thaw cycled t@ ensure that all aliquots used in

characterisation tests had being subjected toaime s\umber of freeze-thaw cycles.

4.2.1a-Glycerol phosphate dehydrogenase assay (EC 1.1)1.8
Alpha-glycerol phosphate dehydrogenaea&3PDH) converts dihydroxyacetone phosphate

(DHAP) into glycerol-3-phosphate (G3P), with thencomitant oxidation of NADH to
NAD™ (Figure 3.2; pg. 50). This oxidation process iscLi® monitor the reaction progress for
both aG3PDH reactions and coupled triosephosphate is@meractions (Section 3.2.8; pg.
55).

The second step of the coupled assay (Figure 8.5@ using onlywyG3PDH and DHAP as
substrate was tested separately so as to indepgndetermine the effects of the AQNPs on
the coupling enzymeG3PDH of the coupled TIM assay (Figure 3.2; pg.. 90 protocol
used was adopted from the Sigma-Aldrich website wdtwhately developed from published
protocols (Beisenheret al., 1955; Bergmeyer, 1974). For reagent and buffepamagions,
see Appendix B.

The aG3PDH assay, adapted from a Sigma-Aldrich assalfefou#: SPDHAPO02), was
performed in 96-well micro-titre plates as follo3HAP (10ul, 76 mM) and NADH (14,

8 mM) was mixed with TEA buffer (28al, 300 mM, pH 7.4) in a well ). In a separate
(2" well, aG3PDH (10 pl, 1 U/ml) was added. The micro-titratplwas then equilibrated in
a BioTek Synergy MX spectrophotometer (25°C, 5 m@hange in absorbance at 340 nm of
the (£) well was measured for 2 min, at 15 sec intenafter shaking (variably for 30 sec).
This provided a baseline reading after equilibratas well as functioning as a negative
enzyme control for each sample. The micro-titreéegphaas then ejected from the BioTek
Synergy MX spectrophotometer and the enzymaticti@amitiated by pipetting 290l from

the £ well and injecting it into the"2well containing the 1@l of «G3PDH. The micro-titre
plate was then shaken (variably, for 30 sec) arcctiange in absorbance recorded (340 nm,
15 sec intervals, 10 min).

76



The progress of the reaction was monitored by #@eation of NADH, which is explained
mathematically in Equation 3.1 (pg. 56) (Sigma-Addr bulletin #: SPDHAPO02). Further

details about the optimisation of this assay aesgmted (Appendix B).

4.2.2 pH
For the pH study a buffer cocktail was preparedhgigwitterionic ‘Goods’ buffers. These

buffers exhibit highly similar characteristics am@ homologous to each other, making them
excellent for pH studies (Link, 2008). The buffexcktail covered the pH range from pH 3.5
to 9.0 in 0.5 pH-level increments over 12 indivitlygrepared buffers. For details on buffer

preparation, see Appendix B.

The pH study was conducted at 25°C using a Bi6Rueht block, with readings taken at 0,
15, 45, 75, 105, 135 and 180 minutes, to evaluateilisy at different pH levels. For this
study, serial dilutions, to obtaiml'IM and PfTIM in suitable assay concentrations, were set
up in a 2 ml tube, using the pH buffer being tested

Once both TIM enzymes were diluted to effectiveagssoncentrations in a 2 ml tube and
mixed at a test pH level, an immediate (T0) sann@e taken for assay in triplicate. All other
necessary reagents for these assays were preparadvance, so that assays could be
recorded immediately. The remaining TIM sample Zirm| tubes at test pH levels) were
incubated on a BioR&cheat block, (25°C) until the next set of samplesantaken for assay.
Pipetting out of micro-titre plates was done durihg interim between assays. This ensured
that the reagents in the plates were not left stgnicr more than 5-10 min. For assay details

see Section 4.2.4.

4.2.3 Temperature optimum study
The temperature study was conducted at 20°C, 230&:, 35°C, 45°C, 55°C and 65°C, at

optimum pH 5.25 (0.1 M potassium acetate bufferPfidIM and pH 6.75, (0.1 M potassium
phosphate buffer) faiTIM. The assay procedure is detailed in (Secti@4). BioRad heat
blocks (2.0 ml) were used pre-heated to the desaegberatures. To obtain a temperature of
20°C, (i.e. below room temperature), the heat blwek placed in a 4°C walk in fridge and
set to maintain its temperature at 20°C. Buffegudis in 2 ml tubes were prepared in
advance and pre-incubated at the set temperatoregpproximately 20 min before the TIM
enzyme dilutions were made. This ensured that aaf® T15 recording times the TIM

enzymes had being subjected to the desired tenupesatndicated for the full duration
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intended, eliminating any heating ‘lag’ that maywé&accurred in the 2 ml volume in the

tubes.

4.2.4 Assay protocol for pH and temperature stabity studies
This assay was the same as the TIM assay (Secfd Bg. 55). However, some procedural

differences had to be incorporated (see AppendiXad)pH and temperature tests to run
systematically. Using these values, a relative %visc level was determined for each pH
and temperature so that the optimums could berdeted. These tests were run concurrently
on the same day using the same dilutions and samshpble reagents, such as NADH
preparations that were always prepared fresh. Fhamd temperature study samples were
only directly compared with negative control samspieat were setup in an identical manner
as test samples and run concurrently with thesdiestu This ensured that the relative
percentage activity levels calculated for the stadvere valid, comparable and as accurate as
possible. The relative percentage activity levelsld then be used to objectively compare the

different TIM samples to observe the relative eéec

4.2.5 Kinetics study
The kinetic properties, namely the Michaelis-Mentenstant ;) and the maximal enzyme

velocity (Vmay, Were determined by varying the assay at theowoillg substrate
concentrations: 0.25, 0.5, 0.75, 1.25, 2.5, 5.6, ahd 10.0 mM of DL-GA3P. Kinetic
parameters were calculated using three methodselgatme Lineweaver-Burk and Hanes-
Woolf plots and a non-linear regression - conside¢he most accurate (Greco and Hakala,
1979). All these plots employ variations of the Naelis-Menten equation indicated below
(Equation 4.1).

Equation 4.1: Michaelis-Menten equation
V = Vinax[SV/(Kit[S])

Kinetics assays are different to the standard TBdags done in (Section 3.2.8; pg. 55),
because kinetics assays use varying substrate rioatoens, so the following adjustments
had to be made. In thé'vell the following is added: NADH (101, 8 mM), «G3PDH (10
ul, 40 U/ml), DL-GA3P (5Qul, varying concentrations) and TEA buffer (230 pi{ 7.6). In
the 29 well, TIM (10 ul) is added in a suitably diluted concentrationctié®d previously
(Section 3.2.8). The micro-titre plate is then predbated (5 min, 25°C) and change in
absorbance (340 nm, 2 min) monitored.
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After the 5 min pre-incubation, to equilibrate, fhlate was placed in a BioTek Synergy MX
micro-titre plate (25°C) and shaken for 45 sec. Kheetic readings of the®1well were
recorded (21 sec intervals, 2 min, 340 nm) - net®mding intervals also had to change due
to the fully used micro-titre plate. 290 from the £' well was pipetted into the"2well
containing the 1@l of TIM (PfTIM or hTIM). The tray was then pulled back into the system

and shaken variably for 17 sec and kinetics reab(@840 nm, 21 sec intervals for 10 min).

The linearity of NADH was also tested which conggtl another form of a control

(Appendix H, Figure H3). Additional details and@ahtions are given in Appendix J.

4.3 Results and discussion

4.3.1 pH

The pH study readings from 45 min incubations waken, to determine pH optima, as these
samples showed the greatest level of contrast.f@lkeving graphs (Figure 4.3) show the
relative percentage activity ¢fTIM and PfTIM versus pH. Converting enzymatic activity

levels to relative percentage activity allows fiotesby-side comparison &iTIM and PfTIM.
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& &
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Figure 4.3: Comparative pH study data for the T45 min incubatieriod at varying pH levels for
both PfTIM (red) andhTIM (blue). All pH tests done in triplicate and errbars calculated using
standard deviation. See Appendix K for, in assafyidy levels at each pH and time frame.

These data (Figure 4.3) indicate a clear prefereh®ETIM (red) for lower pH levels, with a
pH optimum between pH 5.0 and 5.5. TPEIM also appears to have a wider range of an
acceptable >50% level of activity, represented loyeater area under the curve. RoitM,
(blue) the pH optimum is between pH 6.5 and 7.@h&isharp decline between pH 7.0 and
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7.5. This corresponds with the homeostatic corgdoinvironment thdtTIM can operate in,
while PfTIM may often exist in a less stringently contrdllenvironment throughout its life
cycle (Olszewski and Llinds, 2010). These pH optiewels forhTIM correspond well with
the literature regarding TIMs of yeast, rabbit (8agAldrich 2012) and others (Plaut and
Knowles, 1972; Gracy, 1975; Orost al.,2006) while the pH optimum fd?fTIM seems to

diverge from most known TIM pH optimum levels.

Both enzymes still had almost 50% relative activéynaining at pH 9.0 and could therefore
have been tested at even higher pH levels. OtHernmation in the literature however
indicates that this point (pH 9.0) is typically eop-off point for TIM, where activity rapidly
declines to zero (Veedtt al.,1969; Plaut and Knowles, 1972). Graphs for all pktd with

recorded activity levels, instead of relative %i\aty, are included in Appendix K.

After careful inspection the pH optimum f&fTIM was selected as pH 5.25 and that for
hTIM was pH 6.75. The next series of experimentdirtd temperature optimums, made use

of buffers configured for these pH values.

4.3.2 Temperature study
As was the case for the pH study, the temperatudy seadings from 45 min tests had the

greatest contrast and were used to determine tamoperoptima. These data were used to
determine relative percentage activity for eachperature (Figure 4.4). A full breakdown of

all temperature tests and their recorded actieiels is available in Appendix L.
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Figure 4.4: Temperature study data indicating relative peagmtactivity ofPfTIM (red) andhTIM
(blue) over temperatures from 20°C to 65°C. Foivagtgraphs of all test times, see Appendix L.
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As was seen for the pH studies, these temperaaiee(Bigure 4.4) indicate clear differences
in the thermal stability ofPfTIM and hTIM. For PfTIM, a temperature optimum at a
relatively low 25°C, a rapid drop off in activitydm 35°C to 45°C and complete enzyme
inactivation at 55°C and above. This is interestimg one might speculate that the
temperatures experienced by tRe falciparumparasite, within the mosquito environment,
could vary greatly due to the relatively large aad area to volume ratio of the tiny insect,
possibly requiring this low optimum at cooler tim&sch as night time. Malaria mosquitoes
and the parasite. falciparumare only known to occur in warmer climates, mostithin the
tropics where the mosquitoes come out in the egsnimhen it's somewhat cooler, around
20-30°C. Within the human host the parasite expeds a well regulated homeostatic
temperature of 37°C (Kaiset al.,2003).

The hTIM seems to be more stable in higher temperatover@ments: incubation, even at
temperatures of (55°C; 45 min), still had over 4@8ative activity remaining (Figure 4.4).
This ability to handle higher temperatures emplegsihathTIM is adapted to be stable
within the human body at 37°C for significantly ger periods of time than tested, as would
be expectedPfTIM, on the other hand, appears to be operatints atpper thermal limit at
37°C within the human body. This implies that inist fully optimised to operate at human
body temperatures and tends to prefer a room tanperenvironment of around 25°C. The
evolutionary requirement of the parasitefH IM - to be able to conduct energy production
via glycolysis within the human host - can howews said to be satisfied by these
temperature data. These data indicate RfialM is not well adapted to temperatures greater
than human body temperature, with rapid activitgslaccurring over 40°C. Considering
these data, in conjunction with the complex lifeleyof the parasite - which requires it to be
able to function and survive in a small mosquitéoat temperatures at night and in a warm
host at a constant 37°C - these data support thennthat the parasite enzymef(IM) is
adapted for flexibility and has not become optidise any specific environment. This is in
accordance with literature, which indicates thaapdtions of life to suit a new-niche
environment that is different to the standard oonendt become fully optimised in such an
environment (Milleret al., 2002; Painteret al., 2007; Tuteja, 2007; Gingeat al., 2010;
Olszewski and Llinds, 2010).

Stability at optimum pH and temperature was alstetéfor up to 3 hours and, under optimal
conditions, there was no observed loss in actib#gyween incubated samples and freshly

thawed samples. These data are shown in Appenkliges! L.
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4.3.3 Kinetics study
A kinetics study was prepared and performed asridbest(Section 4.2.5). To evaluate results

Hanes-Woolf and Lineweaver-Burk plots were drawd amon-linear regression performed,
to determine the most accurate possile and Vnax values, using the Michaelis-Menten
equation (Equation 4.1) and the solver in MS Ex¢el.find the minimum sum of the
difference of squares between recorded data andadiis-Menten-modelled data by
iteratively altering the values &, andVnax and checking against the sum of the difference
of squares for the lowest value. This method, wbdenputationally intense, is known to be
considerably more accurate, for determinifjgandVnax values, than the Hanes-Woolf and
Lineweaver-Burk plots (Greco and Hakala, 1979) ttkemr details are included in Appendix
M.

For hTIM, Lineweaver-Burk and Hanes-Woolf linear plotee ashown (Figure 4.5) and a
Michaelis-Menten curve, including the non-lineagnession ‘best fit' curve, is shown in
Figure 4.6. The equations used to deternKpeand Vyax values from these plots and the
mathematical methodology for the non-linear regogsswith examples, are included in
Appendix M (Equations M1, M2 and M3).

20 s 18 -
(= P 14 .
£ 15 . £
E E 12 -
Elo . € 10 y = 1.3705x + 3.2973
© S 8
= y = 3.3788x +1.2884 z
£ 5 - R2 = 0.9959 £ 4
2 >
= S 2 -
[%2)
O T T T 1 = 0 T T 1
0 2 4 6 0 5 10 15
(a) 1/[S] in mMm-t (b) [S]in mM

Figure 4.5: The Lineweaver-Burk plot (a), and Hanes-Woolf glgtfor enzyme kinetics experiments
done orhTIM samples (n=3) with error bars calculated usitandard deviation. The linear equations
of these plots were used to determiggandV .« values with the aid of Equations M1 and M2, see
Appendix M for calculations.
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Figure 4.6: Michaelis-Menten curve showing th&IM kinetic data points with error bars calculated
using standard deviation, and the curve calculfrimd the K, and V. values, determined by non-

linear regression computation and plotted using ukeng the Michaelis-Menten equation (see
Equation 4.1).

As can be seen fdiTIM (Figure 4.6) the non-linear regression lines factual data on the
Michaelis-Menten curve exceptionally well. Good retation between the non-linear
regression method results and the Hanes-Woolf mhaligates strong and robust kinetics

experiment data were obtained FarlM samples.

Similarly Ky, and Vinax Values were also calculated #fTIM, Lineweaver-Burk and Hanes-
Woolf plots are shown in Figure 4.7 and the MiclwaMenten plot with non-linear

regression ‘best fit’ curve shown in Figure 4.8.
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Figure 4.7: The Lineweaver-Burk plot (a), and Hanes-Woolf glgtfor enzyme kinetics experiments
done onPfTIM samples (n=3) with error bars calculated usstgndard deviation. The linear
equations of these plots were used to deterikinandV, . values with the aid of Equations M1 and
M2, see Appendix M for calculations.

83



Non-linear regression

o
w
1

¢ PfTIM data

Activity in pMol.mlt.min!
o
)

o
[
1

0 . . . . . .
0 2 4 6 8 10 12
Substrate concentration in mM
Figure 4.8: Michaelis-Menten curve showing tIRETIM kinetic data points with error bars calculated
using standard deviation (n=3), and the curve tatled from theK,, andV . values determined by
non-linear regression and plotted using the udiegMichaelis-Menten equation (see Equation 4.1).

The equations used to determine the kinetics valiees identical for both thieTIM (Figures
4.5 and 4.6) and thefTIM (Figures 4.7 and 4.8) samples. Results of tleadeulations and
additional details including the calculations ugeddetermine theé.y and KeofKn, values
(presented in Table 4.1) are provided with exampieppendix M - see Equations M 1, 2, 3
and 4.

Table 4.1: Kinetic parameters calculated from the three gagbiplots, Lineweaver-Burk, Hanes-
Woolf and Non-linear regression using Michaelis-Men(Figures 5.9 to 5.12). Analysis lafiman
andPlasmodium falciparuriIM enzymes, units under each parameter.

Plot Type
and Sample | Homo sapiens TIM Plasmodium falciparum TIM

Vmax Vmax
Variables | Km | wmopime | Kear ) KoKy K ) gmoint | Ko KealKey
Line-weaver
Burk 2.62| 0.7762 | 2.81x16 | 1.07x16 | 2.49 | 0.6461| 1.38x 16 | 5.54 x 16
Hanes-
Woolf 2.41| 0.7297 | 2.64x 16| 1.10x 10 | 3.68 | 0.8203| 1.75x 10| 4.76 x 16
Non-linear
Regression | 2.27| 0.7148 | 259x 16 | 1.14x 16 | 4.34 | 0.8671| 1.85x 10| 4.26 x 16

Values from the linear plots, Lineweaver-Burk andnds-Woolf plots correlate well for
hTIM data (Figure 4.5a and b). Correlation betwdan different mathematical linearization
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methods, which skew the results in different wanydicates that accurate data was obtained
for thehTIM assays (Greco and Hakala, 1979).

Of the linear plots, the Hanes-Woolf plot is comsatl the most accurate; however, the
Lineweaver-Burk is useful for distinguishing diféert types of inhibition and is included for
this reason. The Hanes-Woolf plot is also used esngparison for values obtained from the
non-linear regression method, which is not a linpkxt but considered to be the most
accurate of all methods for determining kineticge do is ability to exhaustively find the
‘best fit'" Michaelis-Menten curve. It also servesdct as a control to assess if calculations
were done correctly as well as offering an alteweatethod (Greco and Hakala, 1979).

From Table 4.1 it can be seen that Kjg values obtained from the different methods for
PfTIM show significant variation, which is notablyghier forhTIM data. This indicates that
the PfTIM data are not as consistent or as accurate dd thedata. This is also indicated by
observing that the error bars BfTIM samples are noticeably larger (Figures 4.7 &18).
The Vinax values forPfTIM samples are more consistent, especially fouesldetermined by
Hanes-Woolf and non-linear regression. LineweaverkBralues should be excluded from
consideration because, as stated, this plot wasapiy included for its ability to aid in

identifying different types of inhibition, and nfair its accuracy.

The non-linear regression data were used to eXatgpthe Michaelis-Menten curve to very
high (80 mM) substrate concentrations that woulgtzetically impossible to test. This was
done so that the two TIM enzymes could be comp@aidd-by-side’ on a Michaelis-Menten
plot that had suitably high substrate concentratiom approacNmax (Figure 4.9). These data
indicate that the kinetics of the two enzyntédM and PfTIM have noticeably different
profiles, with noticeably differentK,, and Vnax values. The kinetics experiments were
sensitive, effective and capable of producing thelity of data necessary for identifying

differences in the kinetics of these two TIM vatguander identical running conditions.
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Figure 4.9: Michaelis-Menten curves showing the extrapolateth dor bothPfTIM (red) andhTIM
(blue) using non-linear regression determined values ardMichaelis-Menten (Equation 4.1) to
determine the shape curves.

The extrapolation indicates that substrate conagairs of around 60 mM to 80 mM may
have being required to show over 90% of the fulchdielis-Menten curve, while to show
100% of the curve is literally impossible. Givere ttonstraints associated with purifying the
substrate DL-GA3P — which is a structural isomeD8&fAP — it can be concluded that these
kinetic tests were well optimised because achieangaximum substrate concentration of
anything over 15 mM would be experimentally difficand not necessary. For inhibition
experiments with AgNPs (Chapter 5) all kinetics hadbe repeated because the negative
controls (with no nanoparticles) still had to hdlie nanoparticle stabilizing mixture (PVP
and EtOH) included in the negative controls. Fas tieason the kinetics data shown here
cannot be compared with the inhibition kineticsadatt Chapter 5. The experiments were also
conducted on different days using different prefiana of buffer, NADH, substrate and
enzyme dilutions. For maximum accuracy these wémays prepared on the day of any
particular comparative experiment and the experimmeim concurrently, to ensure identical

running conditions.

4.4 Conclusions
This chapter has outlined the methodologies ancraxgents used to characterise the two

TIM enzymes GTIM and PfTIM) being investigated. Subsequently, it has besrealed that
hTIM has a pH stability optimum ranging from pH &®bpH 7.0, a thermal stability optimum
of approximately 30°C, and enzymatic kinetic par@reofK,, 2.27 mM andVpnax 0.7148
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uMol.mlI™.min? andKca 2.59 x 10 min?, as determined by a non-linear regression method.
Similarly it was shown tha®fTIM has a pH stability optimum ranging between pd &nd
pH 5.5, a thermal stability optimum of approximgte25°C, and enzymatic kinetic
parameters oy 4.34 MM andVmax 0.8671uMol.ml™.min™ andKca; 1.85 x 18 min™. Due to
enzyme inactivation, however, it is not known whpattion of the measured TIM enzyme
concentration (in mg) was active or inactive, alifjo these data indicate that, after
purification, morePfTIM was inactive than was the case fofIM. In conclusion, the
characterisation experiments were successful,isgatrapid thermal drop-off in activity of
PfTIM (above 45°C), as well as a clear inclinatiom RFTIM to favour significantly lower
pH values (pH 5.0-5.5). When this is consideredanjunction with our knowledge of th&
falciparum metabolic processes using subcellular compartmsat&@in (Figure 4.1) along
with the catabolic nature of the parasite’s lifeleywith regard to consuming red blood cell
haemoglobin (Milleret al.,2002; Trampuzt al.,2003), it is not really surprising that a low
pH environment is favoured, as such an environmgngenerally useful for digestive
processes (Paintet al.,2007; Gingert al.,2010; Olszewski and Llinas, 2010; Vaidya and
Mather, 2009).
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5. Nanoparticle synthesis,
characterisation and TIM interactions

5.1 Introduction
Nanoparticle technology has advanced rapidly iremegears and the possibility of using

nanoparticles as functionalized, nanotechnologyddr integrated drug development
systems is now a reality. This approach involvestamising the functional and chemical
properties of nanoparticles using modern nanotdolggdechniques. The nanoscale systems
that can be ultimately obtained through such custations are seemingly limitless and have
the ability to satisfy the highly specific and difilt set of biochemical properties demanded
for use as modern nanodrugs. The recent releasacbf nanodrug systenfldrkachet al.,
2012; Sheridan, 2012) demonstrates the importance varsatility of this methodology.
Success is dependent on the ability of the nanotiragoparticle system’ to achieve the
desired biochemical properties of decreased hastity and increased specificity to target
cell lines or locations. Advanced targeting methagsng nanoparticle functionalization, is a
key aspect of this and is what allows for lower ralledosage levels to be achieved, by
employing highly specific targeting, to localisethanodrug to target areas. This limits body-
wide drug damage while also preventing or limitside effects associated with high drug
dosage (Guzmast al.,2008; Raneet al., 2010). Another important aspect of nanoparticle
systems as drug delivery ‘vessels’ is that the hkayoparticle is able to persist in the body
longer than is the case for conventional drugsiciyly resulting in decreased catabolic
destruction of active compounds (Kholoeidal.,2010; Ranaet al.,2010). This is due to the
alien nature of nanoparticle systems, which makesficult for host biochemical processes
to handle and process. Long-term effects of usiagoparticle systems are however still
widely unknown and a complete understanding of mdissible nanoparticle system
interactions are difficult to establish and are cutrently fully understood.

Extensive research in this field is still requird already well underway, with some recent
studies showing promise (Rama al., 2010; Sheridan, 2012). Several nanoparticle-based
drugs have been developed and some are already bséd to treat various cancers. Still
more are currently in drug trials, with promisiresults (Sheridan, 2012). With an increasing
number of NP-development and customisation teclasigqoeing discovered, nanosystems
represent a new approach in drug development wehiacreasing advanced capabilities.
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5.2 Materials and methods
Subsections here outline the protocols used to ldeyveharacterise and interact silver

nanoparticles with the two TIM enzymes being stddie

5.2.1 Silver nanopatrticle preparation and characteisation
To obtain silver nanoparticles, a 0.1 M solutionAgiNO; was prepared and 0.2 ml of this

solution was then added to 9.8 ml of absolute (9%janol (EtOH) with 0.1 g of
polyvinylpyrrolidone (PVP). The solution was thenixed and placed into a 25 ml
Erlenmeyer flask, covered with cotton wool, and naweaved (800 W, 5 sec) in a Sharp 800
W microwave. After removal from the microwave, thelution had a pale yellow tint,
indicating the formation of silver (Ag) nanoparésl (Palet al., 2009). Samples were left
overnight at room temperature to allow for AgNPdsgeowth. This process was monitored
by performing wavelength scans (300-700 nm) in ae®yy MX spectrophotometer.
Microwave heating rapidly creates high temperahaees or ‘micro-pockets’ throughout the
solution, which aids in small- and nano- partileation (Liuet al.,2005) while PVP works
as a stabilizing agent, functionalising the nanbgas and ensuring that they are mono-
dispersed and remain highly soluble.

Nanoparticles were also assessed by Transmissamtré&h Microscopy (TEM), using a Zeiss
Libra 120 TEM, with imaging done at different tim@sassess particle growth, size, shape,
distribution, stability, and whether aggregationswaccurring over time. All NP samples
were stored wrapped in tinfoil, to limit light exqure for at least 1 day, so that seed growth

could occur prior to TEM imaging.

5.2.2 Evaluation of the effect of AgNPs oaG3PDH
To test AgNP effects on theG3PDH coupling enzyme, the following assay expeniveas

conducted using dihydroxyacetone phosphate (DHA$)sabstrate. This represents the
second part of the coupled TIM assay (Chapter &i@e3.2.8; pg. 55).

An assay series, using final AQNP concentration8, &0, 40, 60, 80, 100, and 150 uM, was
performed in triplicate. AgQNP negative controlsjngsonly PVP and EtOH in equivalent
dilutions to that of the 150 uM AgNP sample, welsogperformed, as well as a full negative
control using the standard assay protocol. The rfaljative control was then used as the
reference sample to calculate relative percentafjeityg. These data were then used to
determine the effect of AQNPs @@&3PDH, covering an effective inhibition range fr@n
100%.
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The assay for this experiment was performed inghty different manner to that previously
described, because in this case the assay is ddsigrreplicate the TIM assay, where the
AgNPs are part of the 5 min pre-incubation. Toicgpé this, the reaction was initiated by the
addition of substrate (DHAP) instead of enzym@3PDH).

Using a 96-well-plate: In a®1set of wells the following solutions were addecADH (8
mM, 10 ul), aG3PDH (1 U/ml, 10 ul), TEA buffer (280l, pH 7.4), with relevant AgNP
concentrations to obtain final AgNP ‘assay conaiun levels’ of 0, 20, 40, 60, 80, 100, or
150 pM. In the ? set of wells; DHAP (76 mM, 1Qi) was added. Pre-incubation was
performed (25°C, 5 min) and then the pre-assaygdanabsorbance was monitored (2 min,
340 nm, 15 sec intervals). After which 290 pl froine ' wells was pipetted into theé'®
wells — initiating the assay — and the decreassbsorbance for the assay was monitored (10

min, 340 nm, 15 sec intervals), (Beisenhetral.,1955; Bergmeyer, 1974).

5.2.3 TIM and AgNP incubations under optimum conditons
Using optimum pH and temperature parameters fortthee enzymeshTIM and PfTIM

(Chapter 4, Section 4.4; pg. 86), the AgNPs intevacassays were performed in the
presence of varying concentrations of AgNPs. Thiacwas monitored immediately (at O

min) and again after 45 min.

The standard TIM assay protocol (Section 3.2.8;55).was used (Beisenhegz al., 1955;
Knowleset al., 1972; Bergmeyer, 1974). AgNPs were diluted witlffdn after calculating
the correct dilution ratios to obtain the desiregl\#® concentrations, of 0 uM (-ve control),
and 0.015, 0.03, 0.06, 0.12, 0.25, 0.5, 0.75,L.®and 2.0 uM in the 2 ml incubation tube
(Appendix N). As per the standard TIM assay, 10fithis solution was added to micro-titre
plate for assay. This ‘in assay’ dilution of nandigées also further limits the nanoparticle

effects oomG3PDH during assays.

5.2.4 TIM kinetics in the presence of AgNPs
To evaluate the inhibitory effects of AgQNPs, a fegit of kinetic experiments, using varying

substrate concentrations, was performed with arikdowt AgNPs. This allowed for a direct
comparison to gauge the effects of AQNPs on TIMetas. This also helped to identify the
mode of enzyme inhibition/activation occurring. Exipnents were set up in a similar manner
as that of previous kinetics experiments, (Sectddh5; pg. 78), but additional substrate

concentrations were used.
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In these kinetics experiments, substrate concaémsabf 0.25, 0.75, 1.25, 2.5, 5, 7.5, 10 and
15 mM of DL-GA3P were prepared. For the inhibitikinetics study 0.06 uM AgNPs was
chosen as this concentration was determined toce@@entration level where botfiIM and
PfTIM showed a noticeable level of inhibition (Figar&.5 to 5.8), yet still maintained
enough activity to produce reliable results. Assayse performed concurrently against
negative controls, which contained PVP and ethahtthe exact same concentration level as

that of the 0.06 uM AgNP samples. For calculaticeg, Appendices M and N.

In a ' well the following was addedG3PDH (10 ul, 40 U/ml), NADH (8 mM, 10 ul), DL-
GA3P (504, varying concentrations listed) and TEA buffeB@Zul, pH 7.6). In a 2 well 10

ul of the respective diluted TIMhTIM and PfTIM) was added. Diluted TIM samples were
incubated (45 min, 25°C) with AgNPs (0.06 uM) or PW EtOH (0.06 pM equivalent
dilution) - negative controls. Kinetics data wehen recorded (10 min, 20 sec intervals at

340 nm) — samples all run in triplicate.

5.2.5 Sample preparation for TEM
TEM samples were prepared at least one day in advemthat the NP samples could mature

after sysnthesis so they could completely form teefanning TEM. Sample preparation
involved depositing one drop of sample onto a cofdeM grid and allowing it to settle for
30 seconds. The drop was then reabsorbed by tauthecorner of the grid sample with

filter paper. The grid sample was then set asidiy@ut completely — (at least 4 hours).

AgNPs were visualised using Transmission Electracrdécopy (TEM) on a Zeiss Libra 120

at operating at 120 KeV.

5.3 Results and discussion

5.3.1 AgNP preparation and characterisations
The sysntesised AgNPs were visualised by TEM (Xeaissl characterised in terms of size

and conformation see Figures 5.1 to 5.3.
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Figﬁré 5.1:'|50ur progressively zodrﬁéd-iﬁ za”td d), TEM imANs. oe: AN appea to be
mostly spherical in shape and of varying size. Sbars are in nm and differ for each image).

After removal from the microwave, a faint yellowl@or was observed indicating the
presence of AgNPs. After aging the samples, thisuradarkened to a yellow-orange and
spectral scans indicated a stronger peak at 400w)81dicating more NPs (Appendix O).

A size distribution graph of AgNPs was made usihg Zeiss Libra TEM software to
measure NP size (Figure 5.2a) from TEM imagesbilay-old AgQNP sample. An additional
spectral wave-scan (300-700 nm) was done by sagplifierent preparations of AgNPs
after various storage times. This was to asseddRoaggregation, which is known to cause a
detectable shift in peak absorbance on spectrabg€agure 5.2b).
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Figure 5.2: (a). Calculated size distribution graph of freshly pmephAQNPs where a majority of
NPs were less than 10 nm in siga).. Spectral wave scans of AQNP samples taken atréliffdimes,
as indicated on the graphs.

Results illustrated in Figure 5.2a show that fregitepared AgNPs have a slightly different
size distribution profile (majority 2-8 nm) compdréo those of the 1-week old samples
stored at room temperature (majority 4-10 nm; Fegbii3). This is consistent with a seeded
growth process of AgNPs, where maturation result§é smallest NPs aggregating slowly
over time, due to a larger surface area to voluetie (Palet al.,2009). Maturation of AQNP
seeds is important, to ensure that all of the AgN® solution is depleted. AgNQIis
eliminated when Agions link with the AgNP seeds, causing them tadase in size. The
smallest AgNPs are the most mobile and interaciivé pick up the most Ag+ ions. This

ensures relatively consistent AQNP seed growth.

Absorbance peaks (400-408 nm) are consistent Wwilkmown AgNP absorbance peak range
(Elechiguerraet al.,2005; Sivaraman and Elango, 2009). Measurements diiferent AQNP
preparations after different storage times (FigGrgb) indicate that the process slowly
evolves, tending towards more aggregation and lafggNPs a process known to occur
during NP sample storage. These data (Figure Srthigate no significant shift in peak
absorbance between 1 day and 3 months, meaninghth&VP-stabilized AgNPs that were
synthesised were stable and could be kept foragt [& months. TEM images also confirmed
this, indicating only a slight (2-4 nm) increasetlie overall average AgNP size distribution,
which was considered insignificant for the purposeshis thesis. Furthermore, the overall
size distribution range (~2-12 nm) was consider®@ra exceptionally narrow range for NP

production, outperforming several other NP productnethods tested (data not shown).

Nanoparticle stability was tested under differdntage conditions. Freshly prepared samples

were wrapped in tinfoil to limit light exposure astbred at 4°C or at room temperature for 1
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week. Analysisusing TEM to inspect for nanoparticle size ancelenf aggregationwas
then performed on the stored samples (Figure 5.3).
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F|gure 5.3: TEM images of AgNPs stored for 1 week at 4°C (& a'nroom temperature (b). Less

nanoparticle aggregation is observed for room teaipee samples (b). This is consistent for all
images taken using TEM at all different magnifioa used. Size distribution graphs indicate more
AgNPs > 26 nm in samples stored at 4°C.

Storage at room temperature appears to be lesg pooaggregation after 1 week (Figure
5.3). Consequently, all AQNP samples used in enfignexperiments were those stored at
room temperature. This could possibly be due toelosolubility of PVP at lower storage
temperatures thereby allowing for increased aggi@gaA study investigating dipole and
tripole formation from electrostatic energy fie®und AgNPs and the effects of NP size on
these energy fields may provide further insighd IRgNP aggregation. This study goes on to
explain the creation of rods, triangles or prismsAgNP solutions by investigating the
energy fields of AgQNPs with reference to electroneig theory for spherical particles also
known as Mie Theory (Hao and Schatz, 2004).

5.3.2 Effect of AgNPs oruG3PDH
A key aspect to ensure the validity of all the Tdlgsays that were carried out was to establish

the concentrations of AgNPs that have an effecthencouplecdhG3PDH, as this enzymatic
reaction is critical for monitoring the TIM actiyitof the two TIMs being studied. The
following results (Figure 5.4) indicate the rangeA@NP concentrations tested, and their

relative effect oruG3PDH activity.
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Figure 5.4: The interaction of AgNP, at different concentraipmvith aG3PDH. The ‘Standard’
represents the full negative control (i.e. the déad assay). The sample labelled ‘PVP + EtOH’ is a
negative AgNP control (i.e. it contains PVP + EtQidt no Ag) in an equivalent dilution as that of
the 150 uM AgNP sample. Samples run in triplicate.
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Data presented in Figure 5.4 indicate th&3PDH is not affected by 20 uM AgNPs.
Furthermore, at two-times concentration (40 uM AgNRver 60% activity still remained.
The activity ofaG3PDH was more significantly affected by 60 uM AgiNRlbeit with a
large margin of error, implying that active disrigpt of enzyme activity is occurring. At 80
UM AgNPs no activity remains. The PVP and EtOH oant— tested using an equivalent
dilution level to that of the 150 uM AgNP sample indicates that, at this concentration,
PVP and EtOH have no significant effect @@3PDH activity (Figure 5.4). Therefore, the
observed loss in activity is entirely due to thegance of the AgNPs and not due to PVP or
EtOH.

This experiment — which specifically tested theeefté of AgNPs on the coupled enzyme
reaction, usingnG3PDH — established the upper AgNP concentrationt lthat could be
tolerated byuG3PDH under assay conditions without losing anyceable level of activity
(Section 5.2.2). Results illustrated in Figure dicate that this limit is 20 uM AgNPs.
While the TIM assay is different to th&3PDH assay used here, the determined limits (Fig.
5.4) are still applicable to TIM assays because dtB8PDH assay is more sensitive to
changes intG3PDH activity than is the TIM assay. This is bessatthe TIM assay uses
significantly moreaG3PDH: 20 x more under normal conditions or 40 xenfor kinetics.
This excess is critical, to ensure th&@3PDH activity is not rate-limiting and also sertes
mitigate fluctuations in the activity @flG3PDH, making the coupled reaction in TIM assays

very robust.
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The timing, incubation temperature and buffershefdG3PDH assay with AgNPs were all
standardised to ensure that any observed effetiissitest would translate objectively to tests
done using the TIM assay. A final notable aspecingfortance is that, in the TIM assay,
samples containing TIM were prepared separately aartg added to the rest of the assay
mixture after the pre-assay incubations. This frthinimisesuG3PDH exposure to AgNPs
and also results in an additional dilution. Thisttestablished that the coupling TIM assay

enzymenG3PDH is highly resilient to AgQNPs at concentrasiaf up to 20 pM.

During TIM-AgNP interactions the highest AgNP contation to achieve full TIM
inhibition was only 2 uM for both TIM variants. Thconfirms the original suspicions about
TIM that it would be susceptible to inhibition bygAPs. At this concentration (2 uM) the
aG3PDH, in the TIM assays, is well within this limAfter the necessary dilutions for the
other TIM assay reagents, the AgNP concentratiapdsure level’, toaG3PDH, drops to
0.065 pM. From these data and dilution factorsas wherefore concluded that the AgNPs do
not affect the coupling enzymatic reactiorn®3PDH in TIM assays (Figure 3.2; pg. 50).

These results indicate that any observed changEiractivity are entirely due to the AgNP
effect on the relevant TIM enzym&TIM or PfTIM) used for the TIM assays. These data
thus confirm that it is acceptable and scientificahlid to test the effects of AQNPs on TIM
enzymes, using the assay methodology describedi¢Bes.2.2, 5.2.3 and 5.2.4).

5.3.3 AgNP interactions with TIM enzyme variants
After characterising the two different TIM varianteing studied {TIM and PfTIM) and

optimizing protocols, the inhibitory effects of A§Non these two enzymes were investigated.

A set of comparative enzyme inhibition experiments performed (Section 5.2.3). Data on
the AgNP inhibition effects after immediate intration of AQNPs (0 min) and after 45 min

are shown in Figures 5.5 to 5.8. Samples immegidtdden for assay (0 min samples) were
technically exposed to AgNPs during pre-incubatemmin), which was standardised across

all assay experiments.
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Figure 5.5: Bar graph showing relative percentage activityPfIM when incubated with different
concentrations of AgNPs for TO min. The 0 sampjaesents the full —ve control and is also used as
reference for 100% standard when calculating redeb activity. Samples run in triplicate and error
bars indicate standard deviation.

An examination of Figure 5.5 indicates that the Paf EtOH negative controls, run at
dilutions equivalent to 0.12, 0.25 and 0.5 uM Agd#fnples, did not affe@&fTIM activity in

any statistically significant manner. Several PRI &tOH control concentrations were
assayed and it was shown that, at higher concemtsatPVP and EtOH can affect TIM
enzyme activity. This phenomenon was investigatea separate set of experiments (Section
5.3.5) which revealed some interesting observatregarding the PVP and EtOH controls.
For the purposes of these experiments, under tidPAgpncentrations used here, only the
relevant PVP and EtOH controls are shown. Dilutgahculation examples, to determine
concentrations of PVP and EtOH in the AgNPs samghesin the ‘equivalent’ dilutions, are

available in Appendix N.

Figure 5.5 indicates that 0.03 pM AgNPs redudddIM activity to 74% +/- 6%, as

compared to the negative control (0 uM). This daseein activity continues as AgNP
concentrations increase. At 0.25 uM AgNPs EH€IM activity decreased to only 8% +/-
1.9% relative percentage activity and at 0.5 pMuailty no detectable activity remains. The
PVP and ethanol controls at these equivalent dihgti(0.25 uM and 0.5 uM) are completely

unaffected in any statistically significant manneompared to the 0 UM negative control.
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This indicates that the observed decreadeflitM activity is entirely due to the presence of
the AgNPs, which appear to have significant inloityiteffects onPfTIM at final AgNP
concentrations of 0.03 uM and higher. This inhibjiteffect appears to occur relatively
rapidly, considering the brief time (5 min) of exgpoe to AgNPs experienced by the TO min
PfTIM samples.
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Figure 5.6: Bar graph showing relative percentage activith®f when incubated with different
concentrations of AgNPs for TO min. The 0 sampfesents the full —ve control and is also used as
reference for 100% standard when calculating redeb activity. Samples run in triplicate and error
bars indicate standard deviation.

A comparison of Figure 5.2(TIM) and Figure 5.6 {TIM) indicates some key differences.
Inhibition by AgNPs is notably less pronounced farIM than for PfTIM, with hTIM
showing only statistically-insignificant effects BggNPs concentrations of up to 0.Q®1. At
0.25 uM AgNPs around 56% +/- 1.3% activity remawvkjch is significantly greater than
the 8% +/- 1.9% observed f@fTIM samples at the same AgNP concentration. Tleisdris
similar at higher AQNP concentrations, from 0.5 pM1.0 uM AgNPs, wherBTIM is still
active in a statistically-significant way, whiRfTIM is not, with 0% being within its margin
of error. This indicates that activity had beeneeffiéd, even after the briefest possible

exposure to AgNPs.
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A detailed investigation into the PVP and EtOH colst was also done, because of the
observed increase in activity, of approximately 18&hich was seen only in thieTIM

control samples, using 0.5 uM equivalent PVP ar@Hedilutions (Figure 5.6 and 5.8). This
increase in activity could not be accounted forthg error bars so it was investigated
separately. This was done by setting up a ranggv/éf and EtOH controls, to investigate this

observation. These control experiments are degtiibdetail in Section 5.3.5.

Figures 5.7 and 5.8 show the relative percentdgeition by AgNPs after a 45 min exposure
at optimum conditions (Section 5.2.3). The two esyye times chosen (0 min and 45 min)
are in accordance with the optimal stability deteed in pH and temperature experiments
outlined in Chapter 4 (Sections 4.3.1 and 4.3.3; @§ and 80).
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Figure 5.7: Bar graph showing relative percentage activityP&fIM when incubated with different
concentrations of AgNPs for T45 min. The 0 sampf@esents the full —ve control and is also used as
reference for 100% standard when calculating redeb activity. Samples run in triplicate and error
bars indicate standard deviation.

99



As with the TO min sample (Figure 5.5) the trendirdfibition is consistent for T45 min
samples foPfTIM (Figure 5.7). Complete loss of activity f&fTIM samples (Figure 5.7), is
observed for 0.25 uM AgNP concentrations, while 8P and EtOH controls at this
equivalent dilution (PVP EtOH 0.25) are unaffecteninpared to the O pM negative controls.
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Figure 5.8: Bar graph showing relative percentage activityh®fM when incubated with different
concentrations of AgQNPs for T45 min. The 0 sampf@esents the full —ve control and is also used as
reference for 100% standard when calculating redeb activity. Samples run in triplicate and error
bars indicate standard deviation.

Inhibition of hTIM samples at concentrations up to 0.03 pM isidteally insignificant
(error bars overlap with 0 control) however, at@amtrations of 0.06 uM, notable significant
level of inhibition (error bars do not overlap withe O control) is observed after 45 min
incubations with AgNPs fohTIM samples (Figure 5.8)Complete inhibition forhTIM is
achieved with 0.75 puM AgNPs, while the closest egleint control sample (PVP EtOH 0.5)
shows an increased level of activity of approxiryafiel 7% which appears to be significant
(error bars do not overlap with the O control). g3 all AQNP concentrations a greater level
of enzyme inhibition is observed after 45 minutesubation with AgNPs (Figures 5.5 to

5.8). This indicates that the relative level ofibition by AgNP increases with incubation
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exposure time. This implies a destructive or ‘inaing’ nature of the AgNPs to both of the
TIM enzymes, something that would not likely oceuith a standard competitive inhibitor
and emphasises that protein-AgNP interactions iffiereht to conventional (i.e. competitive,

uncompetitive, non-competitive and mixed) inhibstor

The results from the 45 minute AgNP incubation&lM (Figure 5.8) andPfTIM (Figure
5.7), indicate thahTIM samples can maintain approximately 47% +/- 2.@Pactivity after
45 minutes of exposure to 0.12 uM AgNP concentnatiand 31% +/- 4% activity with 0.25
KM AgNP concentration®2fTIM samples for these AgNP concentrations, on therchand,
show activity levels 35% +/- 4.6% and 1% (considarective) respectively. This indicates

that AQNPs appear to selectively inhiBfiTIM over hTIM.

To assess this level of inhibition as ad@alue a linear regression was performed on the 45
minute incubation data (Figures 5.7 and 5.8) orlgding the linear decrease range i.e. (0.03
to 0.025 uM AgNP) fohTIM samples and (0.03 to 0.12 uM AgNP) RiTIM samples. The
regression line equation was then used to deteraméG, concentration level for both
hTIM and PfTIM. These determined kgvalues were 0.158 uM AgNRgr hTIM and 0.095
UM AgNPs forPfTIM — see Appendix N, Equations N1 and N2 for citons. These 16
levels were only determined with a limited set afadpoints and the inhibition curve may not
actually be linear, even though it may appear sgufes 5.7 and 5.8). ThesesiGralues
therefore can only provide a rough estimate oftthe 1G, values. That said, the dgdata
indicate that an almost 2-fold greater AQNP conegian is required to reach thesifCfor
hTIM samples compared ®TIM samples.

These results indicate that the hypothesis, “Duertuno acid sequence and structural
differences betweehlumanandPlasmodium falciparuntriosephosphate isomerases, silver
nanoparticles, of less than 20 nm in size, wilesgVely inhibit the parasite enzyme over its

Humancounterpart.”, must be true.

5.3.4 Kinetics studies with AgNPs on TIM variants
Kinetics experiments conducted on the two TIM waisawere done after determining

inhibition levels at different AgNP concentrationSection 5.3.3). Initially AgNP
concentration of 0.12 uM was chosen for kineticshés was thought to represent the ~50%
inhibition level desired for kinetics tests acrogsth TIM samples. Tests using this
concentration foPfTIM samples however produced unreadable kinetia datow substrate
concentrations (data not shown). For this reastowar AgNP concentration level, of 0.06
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MM AgNPs, had to be used. Kinetics assays wer@eed as described in Section 5.2.4. To
analyse kinetics data the Hanes-Woolf, LineweawskBand non-linear regression analyses
were performed with the use of the Michaelis-Mergegnation (Equation 4.1; pg. 78) - see

Appendix M.

To see the kinetic plots of Lineweaver-Burk, Hakégelf and the Michaelis-Menten plot -
with the Non-Linear regression curve incorporategsee Figures 5.9 and 5.10 fofIM
samples and Figures 5.11 and 5.12H1M samples.

Calculated kinetic parameters from all the plotgFes 5.9 to 5.12) are presented in Table
5.1. The negative kinetic controls used for compaainhibition kinetics were run

concurrently with the AgNP inhibition kinetics sal®ep as detailed in Section 5.2.4.
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Figure 5.9: The Lineweaver-Burk plot (a), and Hanes-Woolf flo} for enzyme kinetic inhibition
studies orhTIM using 0.06 uM AgNPs. Samples run in triplicated error bars indicate standard
deviation.
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Figure 5.10:Kinetic activity of hTIM indicating velocity versus substrate concemdratK,, andVax
values, determined by non-linear regression contiputawere used to plot the solid line graphs using
the Michaelis-Menten equation (Equation 4.1) TiéV samples used 0.06 uM AgNPs and controls
had PVP and EtOH at an equivalent dilution levamgles run in triplicate and error bars indicate
standard deviation.
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At the 0.06 UM AgNP concentrations used, kinetiesadndicate the occurrence of only
minimal inhibition for hTIM samples (Figures 5.9 and 5.10), while tREIM samples
(Figures 5.11 and 5.12) appear to be experien@lagively strong inhibition in comparison.

All calculated kinetic parameter8iax Km, Kear andK/Kcat are reported in Table 5.1.
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Figure 5.11: The Lineweaver-Burk plot (a), and Hanes-Woolf glot for enzyme kinetic inhibition
studies orPfTIM using 0.06 uM AgNPs. Samples run in triplicaied error bars indicate standard
deviation.
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Figure 5.12:Kinetic activity of PITIM showing velocity versus substrate concentratinandViay
values, determined by non-linear regression conipatavere used to plot the solid line graphs using
the Michaelis-Menten equation (Equation 42f)IM samples used 0.06 puM AgNPs and controls had
PVP and EtOH at an equivalent dilution level. Saraptun in triplicate and error bars indicate
standard deviation.
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Kinetics data fromPfTIM samples (Figures 5.11 and 5.12) indicate tlmahmaratively far
more inhibition is occurring foPfTIM samples than fohTIM samples when run under
identical conditions relative to the negative colstr containing PVP and EtOH. The
Lineweaver-Burk plot (Figure 5.11a) indicates tiyget of inhibition which probably follows
a mixed or non-competitive inhibition model. Thernda-Woolf and the Michaelis-Menten
graphs with non-linear regression analysis areidernsd to give the most accurdg and
Vmax values. The Lineweaver-Burk values, although idelly are considered significantly
less accurate. These data are presented for cotiwpgvarposes in Table 5.1.

Table 5.1: Kinetic parameters calculated from the three gigbtplots: Lineweaver-Burk, Hanes-
Woolf and Non-linear regression using Michaelis-Men(Figures 5.9 to 5.12). Analysis lafiman
(hTIM) and Plasmodium falciparum(PfTIM) in the presence and absence (control) of silve
nanoparticles (AgNPs), (Units presented under pacameter).

Plot Type
and Sample | human TIM Plasmodium falciparum TIM
Lineweaver- Vinax Vinax

Km (umol.mf Kcat KcaD/Km Km (umol.mf Kcat KcaD/Km
Burk (mM) min) (minY) (Mol ~.min?) (mM) minY) (minY) (Mol ~.min?)

AgNPs 4.65| 0.7968 2.89x4106.22x 16| 10.26| 0.3717| 7.92x 10| 7.72 x 16
Control 5.34| 09719 3.52x4106.59x 16| 10.63| 0.9065| 1.93 x 10| 1.82 x 16

Hanes- Vinax Vinax
Km (umol.mf Kcat Kca[/Km Km (umol.mt Kcat Kca[/Km
Woolf (mM) min) (min?) (Mol ™-.mir) (mM) min) (min®) (Mol ™-.mir)

AgNPs 7.23| 1.1039 4.00x40553x16 | 11.5| 0.4057 8.65x £q 7.52x 10
Control 8.22| 1.3481 4.89x105.95x 16| 13.09| 1.0784| 2.30x 10| 1.76 x 16

Non-linear Vinax Vinax
. Km (mol.mf Kcat Kcal/Km Km (umol.mf Kcat Kcal/Km
Regression (mM) Imin?) (min) (Mol min) (mM) Imin?) (min) (Mol min)

AgNPs 7.73| 1.1362 4.12x4105.33x16| 12.8| 0.4299 9.16x qQ 7.16 x 16
Control 8.78 | 1.3894 5.04x105.74x16| 14.21| 1.1299| 2.41 x 1| 1.70 x 16

Hanes-Woolf and Non-linear regression data coeelaasonably well, indicating that these
data are reliable, since these two methods areidmes to be the most accurate and were
derived from completely different mathematical noelty Good correlation can be taken as
an indication that a good data set was obtainad.nbted that a theoretically perfect data set
should produce identical results. Thus, the pradoocdf similar results from two different
methods (Table 5.1) indicates that the qualityhese data can be considered good. The non-
linear regression analysis of data is still regdrde the most powerful method, producing the
most accurate results. For this reason, resulis fras method will be used when a single set
of values needs to be quoted. The non-linear regmesnethod data is considered more

accurate than the Hanes-Woolf plot data - (whiatoissidered the most accurate of the linear
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plots). This is because the Hanes-Woolf plot isvéld, in that it uses substrate concentration
in the abscissa (x-axis) and the ordinate (y-axi®aning neither axis is independent as it
should be. This in turn means that thevalue, typically used to determine the accuracy or
‘goodness of fit' for linear regressions, is nofpbgable to Hanes-Woolf plots (Voet and
Voet, 2004). The non-linear regression method amgssuffer from this issue or any of the
other issues that are associated with the lindeizaf the Michaelis-Menten equation. For
this reason it is considered the most accuratecfGamd Hakala, 1979). Lineweaver-Burk
plots are considered even less accurate becausiiyng by 1/S and 1/V, any inaccuracies
in substrate concentration, particularly in velpaiéadings at low substrate concentrations,

are amplified dramatically when using this methodgl (Voet and Voet, 2004).

As indicated in Table 5.1 for all the plot,ax Clearly decreases in the presence of AgNPs,
compared to negative controls. The effects ofdhesfar more pronounced RfTIM samples
than inhTIM samples.K,, values also appear to change, decreasing in alpkbts when
compared to negative controls, even though theedseris not as significant as that seen for
Vmax Values. This suggests that the inhibition thatdsurring here is most similar to a mixed
inhibition model rather than a non-competitive moéteshould however be noted that, due to
the different nature of inhibition occurring withgAIPs, these conventional models of
inhibition are not necessarily even relevant whensaering enzyme inhibition by AgNPs.
Evidence, discussed above, suggesting that theaemsxed mode of inhibition emphasises

this conclusion.

The Lineweaver-Burk plot (Figure 5.11a) provide<learer indication that inhibition is
occurring and it appears to be operating in a r@ngetitive, or possibly mixed, manner.
Enzyme inhibition using nanoparticles is a reldtiveew technique that is not fully
understood. What is known, however, is that thisomwentional method can either enhance
or decrease enzyme activity and that factors, sglof nanoparticle size, concentration,
nanoparticle functionalization and the type of naarticle used, can greatly affect the
outcome of nanoparticle enzyme interactions (Pa®btl.,2006; Wilneret al.,2007; Lynch
and Dawson, 2008; Rama al.,2010). It is clear from these data that the AgN&s$arget and
interact with the TIM enzymes, regardless of whetbrenot the substrate is bound. In this
way they act in a similar manner as a non-competitihibitor. The binding mechanisms of
nanoparticles however operate in a vastly diffeneabner and it is likely that they induce 3D
conformational changes when they bind. This makeslikely that enzyme activity may be
restored after AgNP binding has occurred (¥duwal., 2005; Willneret al.,2007; Lynch and
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Dawson, 2008; Wt al., 2009; Ranaet al., 2010). Any conformational changes induced
during AgNP binding would need to be reversed ifivity were to be restored. This is

discussed in further detail in Chapter 6, with refee to 3D protein models of the two TIM

enzymes being studied. These data further sugpetiypothesis (Section 1.7; pg. 27).

5.3.5 Unforeseen observations from control experinmés
For the inhibition experiments (Section 5.3.2pdes of additional PVP and ethanol controls

were prepared and assayed (Section 5.2.3). Thisdeas because during testing it was
shown that, depending on concentration, the presefd®VP and ethanol could have a
statistically significant effect ohTIM activity, most notably at dilution levels eqgaient to
the (2 uM AgNP) concentrations (Figure 5.13).
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Figure 5.13: Analysis of all PVP and EtOH controls run for b&iM (Blues) andPfTIM (Reds) at
TO- and T45- minute sample times versus the negatntrols (Bright colours), used to determine
relative percentage activity. Samples run in tcgle and error bars indicate standard deviation.

For hTIM samples (blue), higher concentrations — eq@mato 2.0 uM AgNP dilutions of
PVP and EtOH (see Appendix N for actual PVP andHEtONncentrations) — resulted in an
approximate doubling ohTIM activity (Figure 5.13). Additionally, at PVP dnEtOH
dilutions that were equivalent to the 0.5 uM AgNd&mngples (Section 5.3.3), a statistically
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significant increase, of approximately 18% +/- 3#@s observed for both incubation times
(Figures 5.6 and 5.8). This did not occur RifIM samples (red), where PVP and EtOH
controls at 2.0 pM-equivalent dilutions maintaireggproximately the same level of activity
as the TO negative control samples (Figure 5.1&)PFTIM at TO time (2.0 uM) a slight, but
statistically significant (i.e. error bars don’teslap), decrease in activity was observed, while
for 45 minute samples no statistically-significahange was observed (i.e. error bars overlap

with those of the TO, negative control).

These control experiments were repeated severastiand conducted under carefully
controlled conditions, using fresh reagents, dlusi and new negative controls for each set
of experiments. Results from all repeats of theg® Bnd EtOH control experiments were
identical (Figure 5.13). This indicates thatIM and PfTIM are affected differently by the
presence of PVP and EtOH at the concentrationstigated (Appendix N). This observation
emphasises that the differences between the twovBiidnts PFTIM and hTIM) are indeed
important with noticeable variations observed fot pptima, temperature optima, AgNP
concentrations and now PVP and EtOH concentratibims. strongly supports the notion that
a selectivePfTIM inhibitor could be designed. Ironically it apgrs that a selective enzyme
activator/enhancer, (PVP and EtOH at the testedergrations — see Appendix N), fofIM
appears to have also been found by serendipitytukately, for the relevant AgNP
concentrations required to achieve noticeable eezymactivation (0.25 pM AgNPs) —
Figures 5.7 and 5.8, the equivalent controls, (P28 EtOH), showed no statistically
significant (i.e. error bars overlap) differencesnpared to the 0 uM negative control (which
contained no AgNPs, PVP or EtOH in it) — see Fighre3. This indicates that the two
enzymes are affected differently by AgNPs and P Bnd EtOH solution used to create the
AgNPs.

Therefore the controls that were prepared and adsagre able to rule out the possibility -
that this observed enhancement in activity (FigaE3) may have resulted in interference
with the AgNP inhibition experiments (Figures 56 5.8). Indeed complete enzyme
inhibition by 1.0 uM AgNPs for both TIM samples wabserved (Figures 5.7 and 5.8)
irrespective of any possible PVP and EtOH enhano&ndAs such it appears that the ability
of AgNPs to inhibit activity superseded and enhamaet activity of PVP and EtOH (Figures
5.5-5.8).
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5.4 Conclusions
Firstly, the TEM and spectral analyses (Figurestb6.5.3) were able to confirm that the

AgNPs obtained were well within the desired sizegem desired (of < 20 nm), with the
majority of AgNPs being ~4-12 nm in size and stahleing storage. At this size the range
the AgNPs are of a size comparable to that of thd €nzymes being studied, i.e.
Approximately 7.8 nm x 5.2 nm x 5.0 nm as meastmg&®yMol: pdb files; {IHTI-OTIM);
1YDV-(PfTIM)}. The AgNPs therefore have sufficient ‘curvattito interact with the natural
surface curvature of the TIM enzymes and probeetposed sulphur atoms of the targeted
residues (Figures 1.7a, b, c; pg. 16) (Yewal., 2005; Willneret al., 2007; Lynch and
Dawson, 2008; Wet al.,2009; Ranat al.,2010).

On analysing the most accurate kinetic data, obthirom the non-linear regression (Table
5.1), it becomes apparent that bthandVnax values are affected by the presence of AQNPs,
indicating that a complex type of inhibition is acang. After further study of the kinetics
‘turn over values, K.i values), it becomes apparent that - at the 0.06 AGNP
concentration tested - AQNPs had a noticeably gresftect onPfTIM than onhTIM (Table
5.1). It is noted that foPfTIM a ~62% decrease in ‘enzymatic turnovef.{), is observed
while for hTIM the decrease i, IS only ~18% (Table 5.1), (Plaut and Knowles, 1972
Blacklow et al.,1988; Mannret al.,1990). If one further consideks./Ky, also known as the
enzyme ‘catalytic efficiency’ value, which incorpdes any observed shiftsky, as well, and

is therefore more accurate, an even greater difteréetweerPfTIM and hTIM is observed
(Plaut and Knowles, 1972; Blacklogt al.,1988; Mannret al.,1990).With 0.06 uM AgNPs
there was a decrease of ~58% in ‘catalytic efficyerior the PfTIM enzyme while only a
~7% decrease was observed for hiiéM enzyme — see Table 5.1. This clearly indicdbes
AgNPs inhibitPfTIM selectively ovehTIM by a significant margin of approximately 8 fold
as based oK /K, values determined from kinetics data of the naedr regression analysis
(Table 5.1) for both enzymes when inhibited witB@uM AgNPs. This selective inhibition
trend is consistent across the range of AgNPs destden incubated at both the time

durations tested (Figures 5.5 to 5.8).

Data indicating that the PVP and ethanol controlsgaiivalent dilutions (to 2.0 uM AgNPSs)
resulted in selective activity enhancementhfdlM, but and not folPfTIM, supports the idea
that these two variants of the same enzyme (TIM) sufficiently different for selective
enzyme inhibition or activation to be induced byeign substances, namely AgNPs (Figures
5.5 t0 5.12) and the PVP and EtOH solution (Figufie), discovered by serendipity.
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6. Final discussion, conclusions and
recommended future work

6.1 Final discussion and conclusions
From the experimental data presented it is clear AgNPs selectively inhibiPfTIM over

hTIM and that this has the potential to be utilised drug design and development.
Considering the recently-discovered propensity Néts and macro-molecules of the same
size studied, (4-12 nm), to associate with red dloells and persist in the blood stream due
to the complicated fluid dynamics of the human uémcsystem (Charoenphet al.,2010;
Huanget al.,2010; Charoenphadt al.,2011).

Given the discovery that erythrocytes infected wAthsmodium falciparurhave been shown

to uptake ferritin/apoferritin protein cages — whitave also subsequentially been shown to
have the capacity to encapsulate Au and Ag NPs ¢Fah,2010; Kasyuticket al.,2010) —
this offers a realistic and achievable means, ofeting, and deliving NPs to infected
erythrocytes (Burns and Pollack, 1988). It is ndtest the AgNPs used in these studies were
functionalized or stabilized with the PVP duringetiAgNP preparation and synthesis
procedure. PVP acts as a stabilizing agent to tg8Ps by loosely associating with the
AgNPs and preventing aggregation (Balkl.,2009). Considereing that the PVP and EtOH
solution also appeared to have an interesting emmgneffect onhTIM activity when
incubated with the enzyme by itself, this indicatest the PVP and EtOH solution also has a

notable level of interaction with tH&'IM enzyme and this should not be overlooked.

PVP shells associated with stabilizing the AgNP$/ ameakly associate with the AgNP
surface through van der Waals forces which arecseffitly strong enough to greatly limit
and reduce AgNP aggregation but not strong enooigioiinpete with the relatively stronger
bonding associated with AgNP and atomic sulphurtfen TIM surface which can more
accurately be viewed as similar to a CH3-S—AgNPdd?VP binds to the AgNP via its
thiol group forming an Ag thiol bond while the CEB—Ag shows similar bond strength to
CH3-S—Au/Ag bonds as reported by (Selletsal., 1993) who also made comparisons
between hydrogen bonds and CH3-S—Ag/Au bonds akaseallisulphide bonds indicating
their relative strength. Another paper (Ramachandet al., 2003) indicates the bond

dissociation energies for an Au-S under opticdirigsvas 1.6 eV while that of the thiol-Au
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bond was 0.1 eV (Ramachandetral.,2003; Jairet al.,2006). Indicating that Sulphur binds
are at least an order of magnitude greater tharofithiol type bonds (Ramachandranal.,
2003). This would likely also be the case whenrestith AgQNPs as the data from Sellets
al., (1993), indicates that Ag and Au CH3-S—Ag/Au borade comparable in terms of
strength only differing by a relatively small pentage typically less than 10% (Selletsal.,
1993). Thus it is assumed that in the presencénefsturface sulphur atoms BfTIM in
particular the predicted S-Ag bonds created wittNRg will displace any thiol bonds present
between the PVP stabilizing molecules and the AgdiiRsto sulphurs greater affinity. This
is further supported by the fact that the PVP ammgtrols exhibited no detectable changes in
either of the TIM activities when tested at equévdl concentrations to strongly inhibiting
AgNP experiments. If PVP were playing a noticeable in inhibition when in conjunction
with AgNPs it would be logical to assume some traicthis effect might be detectable in the

PVP controls, the experimental data however indg#tis is not the case.

The targeting oP. falciparuminfected erythrocytes using ferritin/apoferritin it become

incorportated into the erythrocytes via endocytaaigl ultimately digested (Burns and
Pollack, 1988). Offer an intriguing possible druglidery mechanism as anything captured
inside the ferritin/apoferritin cage would presutyalbe released inside the infected
erythrocyte upon digestion of the protein cage bg parasites biochemical digestive

processes (Burns and Pollack, 1988).

In this study, AgNPs successfully inhibited b&hIM and PfTIM enzymes. The inhibition
observed was also significantly higher fTIM samples as compared KFIM samples,
across all AgNP concentrations tested. For thebihbn kinetics experiments, performed
using 0.06 uM AgNPs, an 8-fold higher level of iition was observed in the enzyme
catalytic efficiency KcafKr) for PfTIM samples, compared toTIM samples, which were
barely affected (i.e. ~8% decrease observed atl¢hied) — see Table 5.1 (Blackloet al.,
1988; Manret al.,1990).

AgNPs were hypothesised to exhibit this selectirghition onPfTIM, due to the exposed
sulphur atoms, prevalent on the surfacd?tflM and at its dimer interface — see (Figures
1.7a, b, c; pg. 16). Most of these exposed sulptams are not present amiM, which only
has one exposed sulphur atom on its surface (Figui@ pg. 16). It is known that silver
interacts strongly with sulphur atoms, forming datigely strong bond with sulphur
chemisorption (SH and SCH3 sulphur) occurring &bad length of 2.337 A and 2.332 A
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respectively with a silver surface (Selletsal.,1993). This is smaller than the bond length of
disulphide bonds lengths which are considered figifluential in protein tertiary structure
formation (Sellerset al., 1993; Rafiqueet al., 2010). Furthermore, it is known that, when
nanoparticles are able to interact strongly withyemes, they tend to induce conformational
changes in the 3D tertiary structures of those m@sy which in turn can affect enzyme
activity (Fischeret al.,2002; Youet al.,2005; Lynch and Dawson, 2008; Raetaal.,2010).
When strong interactions occur, with short bondgtes, or when bonds occur at multiple
sites, it is more likely that such proteins wilijaip with the nanoparticle and become a part
of the ‘hard corona’ of proteins directly conjugiti® the nanoparticle. When this happens,
the affected proteins typically experience a latggree of protein deformation, resulting in a
loss of enzymatic activity (Fischet al.,2002; Youet al.,2005; Lynch and Dawson, 2008;
Ranaet al.,2010). This is because any significant conformatiamanges will likely change
the tertiary conformation of the enzyme to suchegrde that the key catalytic residues will
shift in position, enough to render them ineffeetilt is known from literature that, for TIM,
the positioning of the key catalytic residues (Bisthd Glul65) within the TIM active site is
critical and finely tuned for efficient enzyme fuion (Knowles and Albery, 1977). As
indicated by Knowlesand Albery (1977) and Knowles (1991), any minorftshi TIM
structure — an enzyme he describes as “honed fectien” — could likely reposition these
key residues and thereby alter catalytic efficier@gnsidering Knowles’s argument — about
this enzyme being a “perfect enzyme” to start with is likely that such an alteration will

destroy this “perfection”.

The selectivity of the AgNPs t@fTIM comes from both the exposure level of cysteine
sulphur atoms on the surfaceRfiT IM and the fact that there are more of them presarthe
surface ofPfTIM compared tohTIM. The Cys13, which resides in the dimer inteegfats
theoretically shielded from AgNP exposure but itkisown that enzymes, particularly
multimeric enzymes, are in a constant state of, fassentially having a constant ‘wobble’ to
them as they continually associate and disassodatk interact with their surrounding
environment (Lynch and Dawson, 2008). This essitizeans that protein dimer interfaces
can be targeted because, while the dimer intedheach monomer is generally protected by
the other monomer, the dynamic flux interactionthviie exposed surface may cause a shift
that weakens dimer stability allowing the dimeeitgo be targeted. This has already been
shown for TIM enzymes by the selective inhibitidnTeypanosoma cruzl'IM by Olivares-

lllana et al. (2007) where the dimer interface was targeted. Bhiswed that the dimer
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interface of TIM is not effectively as shieldedpractice as one might expect when studying
3D protein structures. Hypothetically, if the AgNiRteract with the already exposed surface
sulphur atoms offTIM, it is likely that this initial interaction cdd cause conformational
changes that would result in the exposure of thmediinterface. This would raise the
possibility of further AQNP interactions and bindiwith the TIM dimer interface that, in the
case ofPfTIM, will likely bind AgNPs with the dimer interfacCys13 via the highly-exposed
sulphur atom present at the dimer interface (Figli&d; pg. 16). Olivares-lllanat al.
(2007), noted that this residue (Cysl13) is alscsqme on theT. cruzi TIM, which was
selectively inhibited using 2,2"-dithiodianiline TDA) and also interacts with the sulphur

atom of Cys13.

6.2 Recommended future works
The work done here has raised interesting pods#isilwith regards to the design of selective

nanodrugs. A lot more work, however, would be regfiito advance this research to a point
where such an objective could become a real pdisgibio start with, the kinetics studies
could be extended, to study the forward and revezaetions of TIM and also to study the
kinetic effects of AQNPs under a wider range of aantrations. The effects observed with
enhanced activity ofiTIM, in the presence of greater than 2.0 uM PVRukh be further
investigated as well as the differences betweenntrePVP kinetics and kinetics of the
controls done in the presence of PVP. Other stabgiand functionalising options, aside
from PVP, should also be investigated. These windtlide the use of 2,2"-dithiodianiline
(DTDA), which was shown to selectively inhibfit cruziTIM (Olivares-lllanaet al.,2007).

If this was associated with AgNPs as an outer fanat layer it could possibly further
enhance the selective inhibition of the AgNPs drebtetically reduce nanoparticle toxicity.
Further research and comparison testing could be dsing iron, platinum, gold and copper
nanoparticles. In addition to this, the option ohdtionalizing the nanoparticles in various
ways with multiple layers could be investigated aested, which would add great value to
the research, especially if the ultimate goal €refting a viable nanodrug — is kept in mind.
Functionalisations to allow for red blood cell tatigg could be investigated, such as using
infected erythrocyte endocytosis of ferritins, agafins or transferritins — which have been
demonstrated to occur . falciparuminfected erythrocytes — could be a powerful sérect
delivery mechanism (Burns and Pollack, 1988). Thecity of the nanodrugs could also be
investigated, by performing tissue-culture experntaewith various human cell lines or

possibly in mice, as carried out by Lasagna-Reetas (2010), using gold nanoparticles.
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The lethal nature of any developed nanoparticldesyscould be tested against live
falciparumparasite cultures. The toxicity of selected nantiglarbased systems can then be
each investigated by testing their interactiondhwitiman tissue cultures and on live rats or
mice.

From these data and knowledge from literature,opgsed hypothesis for a possible future
research project is as follows. “Silver nanopagsoéncapsulated in ferritin or apoferritin will
become incorporated intd. falciparum infected erythrocytes releasing the silver

nanoparticles and result in decreased parasitdgyadion”.
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Appendices

Appendix A

Equipment and Reagents
EcoRlI

Ndel

Xhol

E. coli BL21(DE3)
E. coli JM109
pMK-T

pRARE2
pET28(b+)
Phusion Hot start Il
T4 DNA Ligase and 10 x buffer

pJET1.2 Kit

QiaPrep Miniprep Kit

Viva-Spin2 columns 10K MWCO

EDTA free protease inhibitor tablet
PageRuler™ protein ladder

GeneRuler DNA ladder mix

All primers were synthesised by Integrated
DNA Technologies (IDT, USA)
SDS-PAGE and agarose gel Equipment
2-Methyl-2-butanol

B-mercaptoethanol

Acetic Acid

Adenosine diphosphate (sodium salt)
Adenosine triphosphate (disodium salt)
Agar (Bacteriological)

Agarose

Ammonium per sulphate

Ampicillin

30%/0.8% Acrylamide/Bis-Acrylamide
Bovine Serum Albumin

Bradford's Reagent

Calcium chloride

Chloramphenicol

Coomassie Brilliant Blue R250
Diethiothreitol

Dimethyl sulfoxide (DMSO)

dNTP mix

EDTA, sodium salt

Ethanol

Ethidium bromide
o-Glycerol-3-phosphate dehydrogenase 100U
Glacial acetic acid

Glycerol

HEPES

MES

TAPS

MOPS

Hydrochloric Acid

Imidazole

Kanamycin sulphate

Lysozyme

Pf u DNA Polymerase

Suppliers
ThermoFisher Scientific, USA
ThermoFisher Scientific, USA
ThermoFisher Scientific, USA
Promega, USA
Promega, UK
Life Technologies, USA
Novagen, USA
Novagen, USA
ThermoFisher Scientific, USA
ThermoFisher Scientific, USA
ThermoFisher Scientific, USA
Roche Applied Sciences,
Sartorius Stedim
Roche, Germany
Ingaba Biotechnology, RSA
Ingaba Biotechnology, RSA

IDT, USA

Bio-Rad, USA
Sigma-Aldrich, USA
Merck, South Africa
Saarchem, South Africa
Sigma-Aldrich, USA
Sigma-Aldrich, USA
Biolab, South Africa
Whitesci, USA

Bio-Rad, South Africa
Roche, Germany
Bio-Rad, South Africa
Bio-Rad, South Africa
Sigma-Aldrich, Germany
Sigma-Aldrich, Germany
Sigma-Aldrich, USA
Merck, South Africa
Merck, South Africa
Sigma-Aldrich, USA
ThermoFisher Scientific, USA
Saarchem, South Africa
Saarchem, South Africa
Merck, South Africa
Sigma-Aldrich, USA
Saarchem, South Africa
Saarchem, South Africa
Sigma-Aldrich, USA
Sigma-Aldrich, USA
Sigma-Aldrich, USA
Sigma-Aldrich, USA
Saarchem, South Africa
Sigma-Aldrich, USA
Sigma-Aldrich, USA
Sigma-Aldrich, USA
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Methanol

Magnesium chloride (MgCl 2)
Magnesium Sulphate (MgSO  4)
Polyethylene Glycol 3000 (PEG-3000)
Polyvinylpyrrolidone (PVP)

Potassium acetate (KOAC)

Potassium chloride (KCI)

Potassium hydroxide (KOH)

Potassium phosphate (K2HPO4)
Potassium dihydrogen phosphate (KH2PO4)
Sodium carbonate (Na2CO3 / NaHCO3)
Sodium chloride (NaCl)

Sodium dodecyi sulphate (SDS)

Sodium phosphate (NaH2PO4/ Na2HPO4)
Sodium hydroxide (NaOH)

Silver nitrate (AgNO3)

Snake-skin 10 kDa MWCO
TEMED(N,N,N’,N'~tetramethylethylenediamine)
Tris (Tris-2-amino-2-hydroxymethyl-1,3-
propanol)

Triton X-100

Tween 20

Yeast extract

Pancreatic digent of casein (tryptone)
Biospin gel extraction kit

Biospin plasmid DNA extraction kit

DNA Sequencing

hTIM gene in pMK-T vector

FPLC System UPC-900 AKTA

Zeiss Libra 120 TEM

365 nm gel doc #ECX-15-L

Centrivap Cold trap and DNA concentrator

Saarchem, South Africa
Saarchem, South Africa
Saarchem, South Africa

Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa
Merck, South Africa

Sigma-Aldrich, Germany
Sigma-Aldrich, Germany

Sigma-Aldrich, USA
Merck, South Africa
Biolab, South Africa
Biolab, South Africa
Bioer, China
Bioer, China

Ingaba biotechnology, RSA

Life Sciences, USA
GE Healthcare, USA
Zeiss, Germany
Vilber Lourmat
Vacutec, RSA
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Appendix B

List of preparation procedures for buffers, growtledia, agar plates, gels and other basic
preparations.

Luria Broth (LB-Broth), 1 |, pH 7.0 (pH checked but no adjustments ever requad)
10 g/l Tryptone (pancreatic digest of casein)

5 g Yeast Extract

5g Nad

(Autoclave 121°C at 1.21 kg/érfor 20 min)

TB-Buffer, 250 ml

10 mM HEPES

15 mM Ca@z

250 mM KA

55 mM MndQd,

(Mix all components except the MiyxGhen adjust to pH 6.7 with KOH or H@nd add the
MnCl, and filter sterilize with a 0.22 um filter and @t 4°C)

Super Optimal broth (SOB) Medium, 11

20 g/l Tryptone (pancreatic digest of casein)
5 g Yeast extract

0.584 g/l NaC

0.186 g/l KG

2.034 g/l Mg@,-6H,0

2.464 g/l MgSQ@-7H,O

(Autoclave 121°C at 1.21 kg/énfor 20 min)

Super Optimal broth with Catabolite repression (SOQ-Broth
To 1| of SOB broth after autoclaving add under sterleditions
20 ml of 1 M glucose (filter sterilized)

LB-Agar plates (With or without antibiotics)

Add 15 gl agar to 1 LB-Broth medium before autoclaving.

After autoclaving allow to cool to approximately°®5and add any necessary antibiotics, mix
by swirling and gently inverting several times ahdn pour about 20 ml per sterile petri dish
plate. Allow to cool to 4°C in fridge and store arted.

10x TAE Electrophoresis Buffer, 1l

48.4 g of Tris base [tris(hydroxymethyl)aminometijn

11.4 mL of glacial acetic acid (17.4 M)

3.7 g of EDTA, disodium salt

Deionized water

(Tris, glacial acetic acid and EDTA are dissolvedBD0 ml of deionized water and then the
buffer is made up to 1 L. This was autoclaved aonced at room temperature. The solution is
diluted to 1X from the 10X stock with deionizedtesprior to use).
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Lysis by boiling procedure
The Dirty prep Lysis by boiling procedure startgddalding 1.5 ml of broth culture to a 1.5

ml tube and centrifuging at 14000 rpm for 30 sestaliding the supernatant. Pelleted cells
are resuspended in 390 STET buffer (5% {v/v} Triton X-100, 50 mM Tris-HIC 50 mM
EDTA, and 8% {w/v} sucrose at pH 8.0). To this gblysozyme (10 mg/ml) was added and
the sample was vortexed for 3 sec. Tubes were ¢lecd00°C heat block for 40 sec and
then centrifuged at 14000 rpm for 10 min at roomgerature in a micro centrifuge. Pellet
debris was removed using a toothpick andi4éf 2.5 M sodium acetate at pH 5.2 was added
along with 420ul of isopropanol. Sample was vortexed and left tecipitate at RT for 5
min. This was then centrifuged at 14000 rpm for B rand the supernatant carefully
discarded. To the tube 1 ml of ice cold 70% ethamat added and it was centrifuged at
14000 rpm for 2 min. Supernatant was discardedtlamdample dried by placing it in a 45°C
heat block with the lid open for 10 min. Sample waen dissolved in 501 10 mM Tris-HA
buffer pH 8.0 using an auto-pipette. This sample th@n used in double digest reactions and
run on a 0.8% agarose gel for screening.

ZY medium, 1

10 g pancreatic digest of casein (tryptone)
5 g of yeast extract

(Fill to 1| of dddH0O and autoclaving).

20x NPS solution200 ml

0.5 M (NH)2SOs

1 M of KH,POy

1 M NgHPO,

(Filter sterilized using a 0.22 um sterile filtato a pre-autoclaved bottle)

50x, (505)/(5052)100 ml

250 gl glycerol,

25 gl glucose,

100 gl a-lactose

(Filter sterilized using a 0.22 um sterile filtato a pre-autoclaved bottle)

1 M MgSQy, 10 ml
1.2 gin 10 ml dddkD
(Filter sterilized using a 0.22 um sterile filtato a pre-autoclaved bottle)

ZYP505/5052,11

50 ml of 20x NPS,

20 ml of 50x 505/5052,
2 mlof 1 M MgSQ and
11 of ZY media.
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KHPO 4 Working buffer

1 M K;HPO, (base) 1 prepared and autoclaved

1 M KH,POy, (acid) 500 ml prepared and autoclaved

(The above 2 buffers were mixed approximately 73€p&3(acid) while monitoring pH until
pH 7.4 was reached, 100 ml of this was then mixgd 800 ml deionised O to make the
0.1 M Working buffer).

FPLC Running buffer, 1|
20 mM KHPQ (pH 7.4)
40 mM imidazole

0.5 M Na@

FPLC Elution buffer, 500 ml
20 mM KHPQ (pH 7.4)

500 mM imidazole

0.5 M NaGC

FPLC 4x loading buffer, 1200 ml
80 mM KHPQ (pH 7.4)

160 mM imidazole

2.0 M NaG

FPLC dddH-0, 11
FPLC 20% Ethanol, 11
(Note: All FPLC buffers filtered through 0.45 pMtfation membrane and degassed)

FPLC Gel filtration running buffer

50 mM KHPQ

50 mM NaC

(Adjusted to pH 7.4, then degassed and autoclaved)

SDS-PAGE Resolving gels 12.5%

1.518 ml 30%/0.8% Acrylamide/Bis-Acrylamide,

485 ul 3 M Tris-HC, pH 8.8

1.641 ml sterile ddd}D

91 ul 10% SDS

12.5 ul 10% ammonium persulphate (APS)

2.5 pul Tetramethylethylenediamine (TEMED)

(APS and TEMED added just prior to pouring of ttet. @®nce poured a few drops of®
saturated Tert-Amyl alcohol (2-Methyl-2-butanol) meadded to prevent oxygen access and
ensure it set level. Gels were allowed 1 h to eédrle pouring the stacking gel).

SDS-PAGE Stacking gels 4%

0.2 ml 30%/0.8% Acrylamide/Bis-Acrylamide

105ul 0.5 M Tris-Hd, pH 6.8

1.185 ml sterile dddyD

15ul 10% SDS

15ul 10% APS

2.5yl TEMED

(After pouring 10 tooth combs were inserted inte ¢els and left to set for 1 h).
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SDS-PAGE 10x running buffer, 1

30.28 g Tris

144 g Glycine

10 g SDS

(Buffer sterilised and diluted down to 1x using Hg@ prior to running SDS-PAGE).

SDS-PAGE TD solution
1 ml 10% SDS

50 plp-mercaptoethanol
(Always prepared fresh)

SDS-PAGE TS solution

13.3 ml 3 M Tris-HC, pH 8.8

2 ml 0.5 M Ethylenediaminetetraacetic acid (EDTA)
40 ml Glycerol

20 mg bromophenol blue.

SDS-PAGE loading solution TD + TS

200 pl TS solution

50 ul of TD solution

(This constituted the loading solution which waseal 1:1 with protein sample heated on a
heat block (100°C, 10 min) and 25 ul loaded pefwel

SDS-PAGE Fairbanks destaining solutions

Fairbanks A, 0.05% coomassie blue R-250, 25% ig@prol, and 10% acetic acid
Fairbanks B, 0.005% coomassie blue R-250, 10% og@mol, and 10% acetic acid
Fairbanks C, 0.002% coomassie blue R-250, and I@¥cacid

Fairbanks D, 10% acetic acid

Triethanolamine HCI (TEA) buffer for a-G3PDH and TIM assays, 500 mi
300 mM Triethanolamine HGTEA)
(Adjusted to pH 7.4 foa-G3PDH assays and pH 7.6 for TIM assays with KOHGY)

DHAP substrate for aG3PDH assays
76 mM Dihydroxyacetone phosphate (DHAP)
(Prepared in sterile MilliQ KD and frozen in aliquots)

B-Nicotinamide Adenine Dinucleotide in reduced form(-NADH)
8 mM B-Nicotinamide Adenine Dinucleotide (reduced form)
(Prepared fresh in TEA buffer, pH 7.4 or 7.6, defsett on assay being performed).

DL-GAP Substrate for TIM assays

20 mM of DL-Glyceraldehyde-3-phosphate dilithiunit §BL-GAP)
(Prepared in sterile MilliQ KD and frozen in aliquots)
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aG3PDH enzyme preparation foraG3PDH and TIM assays

LyophilisedaG3PDH in 100 U vials (Sigma-Aldrich) were re-suspeth in TEA buffer (300
mM, pH 7.4, 1 ml, 0.05 pB-mercaptoethanol, 6-7 drops 50% glycerol) and gt¢4éC, up

to 2-weeks). This helped maintain th&3PDH enzyme in reduced form which has been
shown to improve stability and freezing this enzyime&nown to result in a total loss of
activity (Albertynet al., 1992; De la Rochet al.,2012). The (100 U/ml) stock was diluted
down to working concentrations (1 U/ml) feG3PDH assays, (20 U/ml) for TIM assays and
(40 U/ml) for TIM kinetics assays. Dilutions madesi prior to performing relevant assay.

pH Buffer cocktall

Four buffers in all were used in the buffer codktaiachieve the pH range 3.5 to 9.0. These
were, sodium acetate for pH (3.5 to 5.5)N2Aforpholino) ethanesulfonic acid (MES) for pH
(5.6 to 6.7), 2-[4-(2-hydroxyethyl)piperazin-1-@ihanesulfonic acid (HEPES) for pH (6.8 to
8.2) and finally 3-[[1,3-dihydroxy-2-(hydroxymethpkropan-2-yllamino]propane-1-sulfonic
acid (TAPS) for pH (7.7 to 9.1).

A 500 ml stock solution (20 mM) of each of thesarfbuffers was prepared. The pH of the
stock buffer was adjusted using KOH or H® create individual buffers (20 ml each)
covering pH 5.5 to 9.1. For buffers covering pH %5%.0 pH adjustments were done using
acetic acid. After preparation, each of the indindbuffers was filter sterilised using a
syringe and a 0.45 um filter. Overall 12 pH bufferere prepared in 0.5 pH increments
covering values from pH 3.5 to pH 9.0.

Testing for change in pH due to buffer

Both purified enzymes were stored in KHPiGuffer (100 mM, pH 7.4). To test if this buffer
may have altered the pH of the buffer cocktail geirsed, an identical KHR(buffer (100
mM, pH 7.4) was prepared. This was diluted 1/30@ (bwest dilution used in tests) with
buffer cocktail samples at pH values 3.5, 7.0 afdd Ghange in pH level was then measured
for each and it was shown that no significant pleinge occurred (i.e. +/- <0.05 pH units).

An additional pH evaluation was done to test for gilthinges when buffer cocktail mixed
with the TIM assay buffer Triethanolamine HCTEA) (300 mM, pH 7.6). This was
performed using (1:20 ratio pH 3.5 buffer cocktel TEA). The observed pH change
recorded was -0.12 which was deemed would not taffiecactivity assay.
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Appendix C

Plasmodium falciparuraDNA sequence, Primer design and analysis.

Forward

5'-atggctagaaaatattttgtcgcagc-3'

Length=26 A=8.0 G=6.0 T=8.0 C=4.0 CG=38.5%
Complexity = 91%

Primer's PCR Efficiency = 72%

Tm = 56.3°C (Allawi's thermodynamics parameters)

Tm = 64.7°C (Sugimoto's thermodynamics parameters)
Tm =57.1°C (SantalLucia's thermodynamics paramjeters
Tm =55.3°C (Tm =75.1 + 11.7Log[K+] + 0.41(GC¥H28/L)
Tm =54.8°C (Tm =64.9 + 41(nG + nC - 16.4)/L)

IDT Analysis

LENGTH: 26

GC CONTENT: 38.5 %
MELT TEMP: 56.3°C
MOLECULAR

WEIGHT: 8009.3 g/mole

pDraw Analysis
Tm 59.8

5' attc-3'
Length=36 A=14.0 G=2.0 T=14.0 C=6.0 CG=22.2%
Complexity = 70%

Primer's PCR Efficiency = 77%

Tm = 52.8°C (Allawi's thermodynamics parameters)

Tm = 62.3°C (Sugimoto's thermodynamics parameters)
Tm = 51.2°C (SantalLucia's thermodynamics paranjeters
Tm =54.3°C (Tm=75.1 + 11.7Log[K+] + 0.41(GC%H28/L)
Tm =55.3°C (Tm = 64.9 + 41(nG + nC - 16.4)/L)

LENGTH: 36
GC CONTENT: 22.2 %

MELT TEMP: [B4IOIBC

MOLECULAR
WEIGHT: 10975.2 g/mole

pDraw Analysis

FINAL Primers with restriction endonucleases added.
Forward with Ndel
CATATGatggctagaaaatattttgtcgcagc

Final - Forward with removal of'2ATG
CATatggctagaaaatattttgtcgcagc

Final - Reverse with EcoRlI

GAATTCliatatageaciiiiiaiiataicaatanaanatc
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BLAST Scores and Top 3 results (Primer BLAST adaafisknown sequences)

Forward

Plasmodium falciparum 3D7 triosephosphate isomgiRE&4 0378) mRNA, complete cds
Score 52.0 Total Score 74.3 Coverage 100% E-Vé@®e-

Plasmodium falciparum 3D7 chromosome 14, completeience

Score 52.0 Total Score 2.977e+04 Coverage 100%|Ba&/68

Plasmodium falciparum 3D7 chromosome 12, completeience

Score 30.2 Total Score 1.703e+04 Coverage 88% B-\2dl

Reverse

Plasmodium falciparum 3D7 triosephosphate isomgiRB&4 0378) mRNA, complete cds
Score 71.9 Total Score 163 Coverage 100% E-val®e-1

Plasmodium falciparum 3D7 chromosome 14, compleggience

Score 71.9 Total Score 7.418e+04 Coveragel00% Beval

Plasmodium falciparum 3D7 chromosome 7

Score 36.2 Total Score 3.078e+04 Coverage 100% &-040

Plasmodium falciparunaDNA sequence from NCBI translated into DNA codmaf mRNA
sequence. The coding sequence from 318 to 106dngtavith ATG and ending in TAA is

highlighted.

LOCUS XM_001348516 1486 bp mRNA
ORIGIN Plasmodium falciparum 3D7 triosephosphate
1 taaattataa tttttataat tgaccacttt ttttctta
61 aatattccgt atataaaaga aaaacatatc aacaaaaa
121 ttttttaata taatatatta tttttattat atcttccc
181 tttaaaaaac taatattata agtatataat tttattat
241 aaaaaaaatt taattactaa gttttttatt tttttatt
301 ttttttcttt ttacaaaatg gctagaaaat attttgtc
361 gaactttaga aagtattaaa tctttaacaa acagtttt
421 gcaaattaga cgttgttgtt tttcctgttt ccgtacat
481 ttcagagtaa gttttctact ggtattcaga atgtatca
541 caggtgaagt aagtgcagaa attgccaagg atttaaat
601 attttgaaag aagaaaatat ttccatgaaa ccgatgaa
661 cttcattaaa aaataattta aaagccgttg tatgtttt
721 aacaaaataa aactatcgaa gttattacaa aacaagtt
781 ataattttga taatgttatt ttggcttatg aaccttta
841 cagctacacc tgaacaagct caattagtac acaaagaa
901 catgcggaga aaaacaagct aaccaaataa gaatatta
961 aaaactgctc ttcattaatt caacaagaag atattgat
1021 ccttaaaaga atcttttgtt gatataataa aaagtgct
1081 ttacaaatga ataatgaata gatatacata tatatata
1141 atatatttta taaatgcatt tacgacttta aaaaaaaa
1201 tatatatata tatatatgtt gcattcaaat tttgaaaa
1261 tttatttatt ttatcatatt cgtgttttct cattttct
1321 ttccgaactt tictcgcaaa agtgtattta taatattt
1381 taccaacata taataataat aaaaaaaaaa aaaaaaaa
1441 aacattttta acacataaat aaaatttgtg ataaggga

isomerase (PF14_0378)
at aaagtgaaaa taataaaaaa
ta tattataata tttgcttaat

tt cattaaagaa attataatat

ta ttattttaaa gtgctaaccc

tt tttattttat tattttttaa

gc agcaaactgg aaatgtaatg
aa caatttggat tttgatccaa
ta tgatcataca aggaaattac
aa attcggaaat ggatcataca
at tgaatatgtt attattggtc

ga tgttcgtgaa aaattacaag
gg tgaatcttta gaacaaagag
aa agcatttgtt gatttaattg

tg ggctattggt actggtaaaa
at cagaaaaatt gtaaaagata
ta tggaggtagt gttaatactg
gg tttcttagtt ggaaatgctt

at gtaaaatata tatatatata

tt tgataacatt tttcttttat

tg aggtgaacgt attctatata
ac tatttctcat ttttatcata

ta tttttttatt catcgtcatg

at gcctttatga ttttatcact

aa aaaaaaaaaa tcaaactctc
aa tgtaaa
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Appendix D

Gels of PTIM samples

PfTIM, 750 bp

Figure D1: Gradient PCR reactions BfTIM (lane 1) using cDNA as template

12 34 5 6 7 8 910 1112

PfTIM, 750 bp

Figure D2: Optimised gradient PCR using cDNA PCR produceaglate strongest bands seen at
62°C and 57°C double annealing temperature proeedur
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PfTIM, 750 bp

Excised pET28(b+)

Excised PfTIM

Figure D4: Image of the gel run on the double digest reactibrihe pJET1.2 vector (3 Kbp)
containingPfTIM (lanes 2 to 4). Note: Image taken after DNAuaBzation at 365 nm and excision
of thePfTIM (cut at 750 bp) sequence for purification usthg gel extraction kit. The last 3 lanes (6
to 8) indicate the double digest of the pET28(lx¢ression vector (cut at 5.4 Kbp) indicating that i
was in linear form. Note this was also extracted #re linearized purifiedPfTIM and pET28b+
vector were then used for sticky end ligationshey thad being digested using the same restriction
endonucleased (Ndel and EcoRl).
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Appendix E

Plasmid DNA Description:

The synthetic gene TIM_HS was from synthetic oligont and/or
PCR Pproducts. The fragment was cloned into pMK-T using Sfil and Sfil cloning
sites. The plasmid DNA was purified from transformed bacteria and concentration hnoloai .
determined by UV spectroscopy. The final construct was verified by sequencing. technologies
The sequence congruence within the used restriction sites was 100%. See the

accompanying data sheets for sequences and find the original ABI trace files as

well as the assembled sequences electronically on disk. Quality Assurance Documentation: 1119805
5 pg of the plasmid preparation were lyophilized for shipping.
Plasmid Map: Designation: E.coli K12 (dam+ dcm+)
Gene name: TIM_HS
Sfil(261) .
Sacl(385] Gene size: 771 bp
Avall(2562) N
KanR Ndel(388) Vector backbone: pPMK-T
BamHI(557) .
Drall2451) Cloning sites: Sfil / Sfil
Balll(2393) o )
Neol(2376 1119805_TIM_HS_pMK-T TIM HS Quantity: ~5 pg Plasmid DNA
3070 bp - Note: Please dissolve Iyophilized DNA in 50 il distilled water or

10 mM Tris-HCI (pH 8.0). We recommend sequence
verification after each transformation step.

Xhol (1140 Date: 2 May 2011

7 Kenl(1150) Christian Barth

Sfil(1173)
. Quality control
Col E1 origin

GeneArt AG www.lifetechnologies.com GeneArtSupport@lifetech.com

Figure E1: Plasmid Map of pMK-T plasmid and essential datauatthe plasmid provided by life
sciences.

Order No: 1119805 Gene Name: TIM_HS
Customer: Rhodes University. Jacqueline van Marwijk Page: 1 .

g g " il P 2 » ® ® 9 7t i il L

CGAAT TGAAGGAAGGCCGT CAAGGCCACGT GTCT TGT CCAGAGCTCCATAT GGCACCGAGCCGTAAATTCTTTGT T GGT GGTAAT T GGAAAATGAATGGT CGTAAACAGAGCCTGGGT GAACT GAT TGGCACCCTGAAT GC

e mml.ulullnnlmm il

110 120 130 140 150 160 17 180 150 200 210 220 230 240

ASCAAAAGTTCCGGCAGATACCGAAGTT GTTTGTGCACCGCCTACCGCATATATTGATTTTGCACGT CAGAAACT GGATCCGAAAATTGCAGTT SCAGCACAGAATTGCTATAAAGT TACCAATGGTGCATTTACCGGT GA

| L / A\ ] A L LV |
AGCAAAAGT TCCGGCAGATACCGAAGT T GT11GT GCACCGCGGTAGCGCATATAT T GAT 111 GCAGGT CAGAAACT GGAT GCGAAAAT 1 GCAGT T GCAGCAGAGAAT T GCTATAAAGT TACCAAT GGTGCATTTACCGGT GA

254] 26(1 270 ZEU 290 300 3;\0 320 330 34!] 350 3§ﬂ 3'{0 3‘;0
AATTAGCCCTGGCATGATTAAAGATTGT GGTGCAACCTGGGTTGTTCTGGGTCATAGCGAACGTCGTCATGTTTTTGGT GAAAGT GATGAACTGATCGGT CAGAAAGTTGCACAT GCACT GGCCGAAGGTCTGGGT GTTAT

[\ I\ N /| a /\ ol
AATTAGCCCTGGCATGATTAAAGATTGT GGTGCAACCT GGGTT GTTCT GGGTCATAGCGAACGTCGTCATGTTTTTGGT GAAAGTGATGAACTGATCGGTCAGAAAGTTGCACAT GCACT GGCCGAAGGT CT GGGT GTTAT

390 400 410 420 430 440 450 460 470 480 490 500 510 520

TGCATGTATTGGT GAAAAACT GGATGAACGT GAAGCAGGCATTACCGAAAAAGTTGTTTTTGAACAGACCAAAGT GATCGCCGATAAT GTTAAAGATTGGAGCAAAGTTGTTCTGGCCTAT GAACCGGTTTGGGCAATTGG

SZ‘SU &}D 55‘0 5(-;)0 5?0 5(;’0 55?0 GE‘NJ 51‘ 0 SZ‘U 6?0 Bllll] G?ﬂ Ggﬂ

CACCGGT AAAACCGCAACACCGCAGCAGGCACAAGAAGT T CACGAAAAACT GCGT GGT T GGCTGAAAAGCAAT GT TAGT GATGCAGT T GCACAGAGCACCCGTATTATCTAT GGT GGTAGCGT TACCGGT GCAACCT GTAA

EACCGGT AAAACCGCAACACCGCAGCAGGCACAAGAAGT T CACGAAAAACT GCGT GG 1 GGCT GAAAAGCAAT GI 1AGT GAT GCAGT | GCACAGAGCACCCGI ATTATCTAT GGI GG AGCG! | ACCGG T GCAACCT G AA

570 660 650 700 710 720 730 740 750 760 0 - - -

AGAACTGGCAAGCCAGCCGGATGTTGAT GGTTTTCTGGTTGGT GGT GCAAGCCTGAAACCGGAATTTGT TGAT ATTATCAACGCCAAACAGTAACTCGAGGST ACCT GGAGCACAAGACT GGCCTCAT GGGCCTTCCTTTC

lhnhhmnhm "‘wﬂf‘u‘w nmhnl At un.uhululh .mumuldnm il MJ Al

AACTGGCAAGCCAGCCGGATGTTGAT GGITT GTT GGTGGT GCAAGCCT GAAACCGGAAT T AGGGTACCT GGAGCACAAGACT GGCCTCAT GGCCTTCCTTTC

Figure E2: Chromatogram of DNA sequenced data for the pusdhaBIM sequence.
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Order No.
Customer
Name of the gene

optimized for

1119805 Map

02.05.2011 16:25:10

Rhodes University, Jacqueline van Marwij
TIM_HS

Escherichia coli

SacI Ndel
CEAATTGAAGGANGGCCCTCAAGECCACGTETCTTETCCAGAGCTCCATATGGCACCEAG

421

TATTGCATGTATTGETGAAAAACTCGEGATGAACGTEGAAGCAGGCATTACCGARAAAGTTET
____________________________________________________________
ATAACGTACATAACCACTTTTTGACCTACTTGCACTTCGTCCGTAATGGCTITTTCAACA
I A ¢ I G BE K L D E R E A 6 _I T E K V W

. B e T T T
------------------------------------------------------------
ARAACTTETCTGGTTTCACTAGCGGCTATTACAATTTCTAACCTCGTTTCARCARGACCG
GCTTAACTTCCTTCCGGCAGTTCOGETGCACAGARCAGETCTCGAGGTATACCGTGGCTC
F E Q T K V I A D NV K D W 8 K V V L &
M_A _P_S_ i
AgeT AgeT

61

COGTARAATTCTTTGTTGCTGGTAATTGCAARATGAATGGTCGTARACAGAGCCTGGETGA

————————————————————————————————————————————————————————————

————————————————————————————————————————————————————————————
TEACTAACCETGGEACTTACGTCETTTTCAAGGCOGTCTATGECTTCAACAARCACETGG
L I 6 T L N A A K V P A D T E V V C A P

BamHI
GCCTACCGCATATATTGATTTTGCACGTCAGARACTEEATCCGAAAATTGCAGT TGCAGT
777777777 B e St
CGGATGGCGTATATAACTARAACGTGCAGTCTTTGACCTAGGCTTTTAACGTCAACETCG

P_T A Y I D F_A R _Q KX L D P _K _I_A _V_A A

AgeT

————————————————————————————————————————————————————————————

————————————————————————————————————————————————————————————
ATTTCTAACACCACGTTGGACCCAACAAGACCCAGTATCGCTTGCAGCAGTACAARAACT
K D C G A T W V V L G H 8 E R R H V F G

CTATGAACCGGTTTGGGCAAT TGGCACCGETAAAACCGCAACACCGCAGCAGGCACAAGA
777777777 B T

GATACTTGGCCAAACCCGTTAACCCTGGCCATTTTGGCETTGTGECGTCGTCCGTGTTCT

AGTTCACGAARAAACTGCGTGETTGECTEAARAAGCAATGTTAGTGATGCAGTTGCACAGAG

777777777 B T

TCAAGTECTTTT TGACGCACCAACCGACTTTTCGTTACAATCACTACGTCAACGTETCTC
V_H E K L R _G W _L K S N _V_S D A V_A Q S

AgeT
CACCCGTATTATCTATGGTGGTAGCGTTACCGGTGCAACCTGTAAAGAACTGGCAAGCCA
————————— B e
GTGGECATAATAGATACCACCATCECAATGECCACGTTEGACATTTCTTGACCETTCGET
T R I I Y G G S V T G A T ¢ K BE L A S Q

————————————————————————————————————————————————————————————
CGECCTACAACTACCARAAGACCAACCACCACGT TCGGACTTTGGCCTTARACARCTATA
P DV D G F L V 6 6 A 8 L K P E F V D I

XhoI KpnI
TATCAACGCCRAACAGTAACTCEAGGETACCTGEAGCACAAGACTGECCTCATGEECCTT

777777777777777777777777777777777777777777777777777777777777

TGARRGTGATGAACTGATCGETCAGAAAGTTGOACATGCACTEECCGARGETCTGEETGT CCTTTCACTGC
361 --------- e #mmmmmmm- e e R + 841 ------m--ie
ACTTTCACTACTTGACTAGCCAGTCTTTCAACGTGTACGTGACCGGCTTCCAGACCOACA GEARAGTGACG

E_ S D E L _I_G_Q

K _V_A H A L A E G_L G _V

Figure E3: PurchasetiTIM DNA sequenced translated into an Amino acidusggge.

Below is the BLAST of the translatédIM amino acid sequence alignment obtained versus the
knownhTIM amino acid sequence (from NCBI) this had tadb@e this way because the purchased
DNA sequence was codon optimised Eorcoli and therefore differed from the human sequence. Th
DNA sequence arrived in the pMK-T plasmid (Figu®.E

Length=250

Score = 511 bits (1317), Expect = 0.0, Method: Co
adjust.

Identities = 250/250 (100%), Positives = 250/250 (1

mpositional matrix
00%), Gaps = 0/250 (0%)

Query MAPSRKFFVGGNWKMNGRKQSLGELIGTLNAAKVPADTEVV@AHPFARQKLDPKI 60
Sbjct MAPSRKFFVGGNWKMNGRKQSLGELIGTLNAAKVPADTEVVCARPBFARQKLDPKI 60

Query GLGVIACIGEKLDEREAGITEKVVFEQTKVIADNVKDWSKVVLIERVWAIGTGKTATPQ 180
Sbjct GLGVIACIGEKLDEREAGITEKVVFEQTKVIADNVKDWSKVVLAPVWAIGTGKTATPQ 180

Query FVDIINAKQ* 250
Sbjct FVDIINAKQ* 250
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1 2 3 4 5 6 7 8 9 10 1112 13 14 15

Figure E4: Gel of double digest reactions done on the p-MKA@ pET28(b+) plasmids, which were

visualised at 365 nm and the bands corresponditigetoTIM gene at 750 bp (lanes 3 to 5) and the
linearised pET28(b+) vector at 5.4 Kbp (lanes 9119 were excised from the gel for DNA gel

extraction and then ligation of thdIM gene into pET28(b+) vector.

Figure E5: Agarose gel of the ‘dirty prep’ Lysis by boilinggezedure followed by a double digest
reaction (Section 2.2.5) used to screen transforcotmhies for positive inserts, from this lanesn?l a
8 were selected to undergo a clean preparatioreguwe using the kit (Section 2.2.4).
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Appendix F

GotoBaseNo. | | Find Sequence | LAL81
b+ b e B b B B el D

CATAT G GCTAGAAAATAT TT TGTC GCAGCAAACTGGAAAT GTAAT GGAAC TTTAGAAAGTAT TAAATCTTTAACAAACAGTT TTAACAATTT GGATTTTGATCCAAGCAAAT TAGAC GT TGTTGTTTTTCCTGTTTCC
10

o M.MxmuUuumuulummﬂMﬂmh 1m1.wmummumumulnuxumlmnmnn nmnmmmmnnmlnm

S B B L R
DA AT Gl AT A AA GG AAATTAC T TCAGAQTAAGT T T TAL GG TATTCAGAATGTAT CAAAATT LG AAATCGATCATACACAGGTGAAGTAAGT GCAGAAAT T &CCAAGGATT AAATATTGAATATGTTATTATTGGTCAT T TTGARAGAAGAA
s 1 20 ) m

mﬂmnmunuhnmnt uhunlmmulmlmJnhmululmhhhmmnnahmmmhnlunham“mmmmmnhnmxlmmmunluh

LU B B A L
AT T AT AL GAT GAAGAT BT L T AT TACAAGC T TCAT TAAAAAATAAT TTAAAAGC O T GTATGT T TOGTGAAT T TTAGACAAAGAGAACAAAATAAAKCTATCGAAG TTATTACAMAACAAGT TARAGCAT TTGTT GATTTAAT
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Figure F1: Chromatogram of the DNA sequencing result fordhbe- cIonedeTIM DNA sent in for
sequencing in the pJetl.2 cloning vector using ghetl.2 primers that came with the kit. The
resulting DNA sequence is shown.
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Plasmodium falciparum 3D7 triosephosphate isomgRE&4 0378) mRNA, complete cds
Sequence ID: ref|[XM_001348516.2|Length: 1486Nunabdfatches: 1

Related Information

Gene-associated gene details

Range 1: 318 to 1064GenBankGraphics Next MatchiGus\wWMatch First Match

Alignment statistics for match #1

Score Expect Identities Gaps  Strand Frame
1380 bits(747D.0() 747/747(100%)/747(0%)Plus/Plus
Features:

Query 1 ATGGCTAGAAAATATTTTGTCGCAGCAAACTGGAAATEGAATGGAACTTTAGAAAGTATT 60
Sbjct 318 ATGGCTAGAAAATATTTTGTCGCAGCAAACTGGAAATBAATGGAACTTTAGAAAGTATT 377

Query 61 AAATCTTTAACAAACAGTTTTAACAATTTGGATTTTGATCCAAGCAAATTAGACGTTGTT 120
Shjct 378 AAATCTTTAACAAACAGTTTTAACAATTTGGATTTTGATCCAAGCAAATTAGACGTTGTT 437

Query 121 GTTTTTCCTGTTTCCGTACATTATGATCATACAAGGAATTACTTCAGAGTAAGTTTTCT 180
Sbjct 438 GTTTTTCCTGTTTCCGTACATTATGATCATACAAGGAATTACTTCAGAGTAAGTTTTCT 497

Query 181 ACTGGTATTCAGAATGTATCAAAATTCGGAAATGGATKTACACAGGTGAAGTAAGTGCA 240
Shjct 498 ACTGGTATTCAGAATGTATCAAAATTCGGAAATGGATBTACACAGGTGAAGTAAGTGCA 557

Query 241 GAAATTGCCAAGGATTTAAATATTGAATATGTTATTATGGTCATTTTGAAAGAAGAAAA 300
Sbjct 558 GAAATTGCCAAGGATTTAAATATTGAATATGTTATTATTGGTCATTTTGAAAGAAGAAAA 617

Query 301 TATTTCCATGAAACCGATGAAGATGTTCGTGAAAAATACAAGCTTCATTAAAAAATAAT 360
Sbjct 618 TATTTCCATGAAACCGATGAAGATGTTCGTGAAAAATRACAAGCTTCATTAAAAAATAAT 677

Query 361 TTAAAAGCCGTTGTATGTTTTGGTGAATCTTTAGAACAAGAGAACAAAATAAAACTATC 420
Shjct 678 TTAAAAGCCGTTGTATGTTTTGGTGAATCTTTAGAACANAGAGAACAAAATAAAACTATC 737

Query 421 GAAGTTATTACAAAACAAGTTAAAGCATTTGTTGATTARATTGATAATTTTGATAATGTT 480
Sbhjct 738 GAAGTTATTACAAAACAAGTTAAAGCATTTGTTGATTTAATTGATAATTTTGATAATGTT 797

Query 481 ATTTTGGCTTATGAACCTTTATGGGCTATTGGTACTGIRAAACAGCTACACCTGAACAA 540
Sbjct 798 ATTTTGGCTTATGAACCTTTATGGGCTATTGGTACTGGAAAACAGCTACACCTGAACAA 857

Query 541 GCTCAATTAGTACACAAAGAAATCAGAAAAATTGTAARGATACATGCGGAGAAAAACAA 600
Shjct 858 GCTCAATTAGTACACAAAGAAATCAGAAAAATTGTAARMGATACATGCGGAGAAAAACAA 917

Query 601 GCTAACCAAATAAGAATATTATATGGAGGTAGTGTTARMMCTGAAAACTGCTCTTCATTA 660
Shjct 918 GCTAACCAAATAAGAATATTATATGGAGGTAGTGTTAAACTGAAAACTGCTCTTCATTA 977

Query 661 ATTCAACAAGAAGATATTGATGGTTTCTTAGTTGGAARGCTTCCTTAAAAGAATCTTTT 720
Sbjct 978 ATTCAACAAGAAGATATTGATGGTTTCTTAGTTGGAAA GCTTCCTTAAAAGAATCTTTT 1037

Query 721 GTTGATATAATAAAAAGTGCTATGTAA 747
Sbjct 1038 GTTGATATAATAAAAAGTGCTATGTAA 1064
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Appendix G

Bradfords assay standard curve

To determine concentrations of protein from absecbaeadings using the Bradfords method
(Bradfords, 1976) a standard curve (Figure G1) ezastructed using 11 points of known
BSA concentrations (0-1.2 mg/ml) and the protocolvmled by the Sigma-Aldrich, (2012).

All data points were measured in hexlicate (n=6) te linear equation from Figure G1
reorganised (Equation G1) for the determinationarfcentration from absorbance readings
at 595 nm.

0.35 -
y=0.3101x - 0.0126

0.3 - R2 = 0.9935
0.25 -

0.2
0.15 -

Absorbance at 595 nm

0.1 -
0.05 A

0 F T T T T T T 1
0 0.2 0.4 0.6 0.8 1 1.2 14

BSA Concentration (mg/ml)
Figure G1: Bradfords assay standard curve made using knoneceatrations of Bovine

Serum Albumin (BSA), error bars (standard devigtitinear equation and’Raalues
included.

Equation G1

x =(y +0.0126) / (0.3101)
When samples had readings out of range they wéumeedil:1 using distilled O where
necessary. If samples required concentration altDifcrease was achieved by using 50 pl
per well instead of 5 pl (strictly speaking thisiacentration method is not correct) as it uses
less Bradfords reagent per well however due to tqwetein concentration (of samples that
require concentration) and sufficient Bradfordsgesd in the protocol for over 1 mg/mi
protein full colour development does in fact ocaang this method and an accurate result is

produced.
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Appendix H

Optimizing assay protocols
To optimize the TIM standard assay different cotregions ofaG3PDH were tested. Figure

H1 and Table H1 indicate the decrease in absorban840 nm and the activity off IM
when (13 U/ml, 20 U/ml and 40 U/ml) of53PDH are used. Standard concentrations for all
other relevant reagents were used. These datatedio significant increase in activity when
13 U/ml, 20 U/ml and 40 U/ml aiG3PDH are used. This was expected as the assayuses
large excess aiG3PDH. From these data it was decided that 20 Bfm{G3PDH would be
used for standard TIM assays and only kinetics yassahich use large substrate
concentrations would require 40 U/ad63PDH.

1.4
1.2 . 13U
g 1 = 20U
§ y =-0.1463x + 1.1767 40U
0.8 - 2_
E R"=0.9984 ——Linear (13U)
(8]
E 0.6 - —— Linear (20U)
§ 0.4 - —— Linear (40U)
=2 y =-0.1536x + 1.1291
2 _
02 - R®=0.9993 y = -0.1326x + 1.099
R? = 0.9996
0 . : : : , .
0 1 2 3 4 5 6

Time in min
Figure H1: The activity of setTIM concentrations using different concentratioh3 J/ml, 20 U/ml
and 40 U/ml) of couplingG3PDH (n=3).

Table H1: Calculated TIM activity using (13 U/ml, 20 U/ml&40 U/ml) ofa G3PDH
aG3PDH Calculated
concentration activity

13U 0.704 mM/min
20U 0.738 mM/min
40 U 0.636 mMM/min

Averaged assay data on identical samples revelatéeddsay has an inherent margin of error
of +/- 5-10%. Careful refinement of the operatitgps and standardising conditions such as:
timing and mixing procedures, brought this margirewor down to approximately +/- 5%.

As such results within this margin of error range eonsidered to be equivalent in assays.
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The other important optimization was to find therreot dilutions of the different
recombinant TIM enzymes. Each of which showed thiffé¢ protein concentrations and
activity levels after purification. Standardisechming conditions recommended for this assay
(Bergmeyer, 1974; Plaut and Knowles, 1972), reqthee assay to ‘complete’ or deplete
NADH supply, in 5-8 min. This time range is optihyakuited to allow increased or
decreased enzymatic activity to be observed sat@ily during experimentation. Many
different dilutions ohTIM and PfTIM were attempted until a 1/2000 dilution flofIM and a
1/300 dilution for PfTIM were able to achieve these optimal time comstsa These
obviously represented different enzyme concentnatibut to optimize the assay this was
required. Activity per mg could then easily be cddted using the protein concentration data
obtained for each TIM by Bradfords method assaysmaltiplying out by these set dilution
ratios. These dilution ratios were used for allsaguent experiments and done as a two-step
serial dilution, to achieve the highest possibkeleof consistency. Additionally they were
always done fresh and comparisons which variedrgbaeameters always used dilutions

made from the same stock and prepared on the sayne d

Optimizing assays also involved determining a negatontrol system for each and every
individual well sample, to ensure no contaminatieas present. This was possible due to the
coupled nature of the assay in which the monitoohgvells prior to the addition of the
reaction initiating enzyme (TIM) could be used asegative enzyme control for TIM assays.
Change in absorbance monitored during pre-incubasiteps was analysed over many
samples and shown to be zero which was used iedbations to determine activity. This
was done for a few key reasons. First: initial mgietency in the 2 min incubation period
resulted in a slight but practically insignificagtadient that could be either positive or
negative, before the system equilibrated and ledediff. Second: gradient readings taken
were all very low and bordering on insignificantaifd: analysis of this process over an
extended period of time (~15 min) using many sasy@éowed that after an initial gradient
change, samples would equilibrate until the gradieuld level off forming a straight line of
a gradient of zero. Forth: The process could belacated in reaching this point by using a
pipette to initiate more rapid mixing by pipettiog and down, (replicating the inversion step
of the 3 ml assay). Fifth: at the point of startthg enzymatic assay this level off point had
being reached. For practical reasons pipette migodd not be done on all sample wells as
this would likely have increased the chance of €£rosntamination, exposure to other

contaminants and altered very carefully measurddnves. The 2 min incubation of the

140



negative controls for each well also proved effexin monitoring for contamination and in

cases where controls showed residual activity dupre-incubation those samples were

repeated and/or eliminated from the data set.

1.4

1.2

0.8

0.6

Absorbance at 340 nm

0.4

0.2

Figure H2:
(n=3).

Hn_-
2 "n,
*x* ..l.
2 "
i 2’ L
*Q ..l
xg = = rTIM +ve control
i £ ]
g%, .'. Control -ve
x;. -l

4 ";Q' '._ x hTIM

e, "._ + PFTIM
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x§§§ l..
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The activity of setrTIM versushTIM (1/2000 dilution) andPfTIM (1/300 dilution)

Figure H2 indicates that the purified recombinaii¥l Tenzymes are both active. Activity

cannot be compared to that of the +ve conffdM as the concentrations were not the same.

This assay proved activity was present in both $@snpnd the assay was functional and

running to completion within the desired time digatof 5-10 min as it should. The fact that

the recommended concentrationrdiM ran this assay to completion in approximate/ 1

min also indicates that all concentrations, dilnsi@nd mixing procedures were effective and

functioning.
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Figure H3: NADH linear response range versus volume of 8 mAMDN added, samples run in
triplicate and error bars calculated using standardation.

From these data it was assumed that NADH produdeetar response curve in the Synergy
MX spectrophotometer used up to and absorbancéngeat 340 nm of 2.5. The“Ralue

indicated on the graph of 0.9977 confirms the gromear correlation of the response.

Appendix |
Activity assays to determine the activity at eadpsiuring the purification diTIM (Figures

11 and 12) andPfTIM (Figures I3 and 14) samples to draw up the feation tables are
indicated. Activity was calculated using Equatiaft &hapter 3). The gradient of each curve
(Figures 11 and 12) was determined by linear regjogsin MS Excel, taking only the most
linear portion of each curve into consideration aanples were all done in triplicate.
Further details such as dilution factors used aldutations for each and every sample are
included in the laboratory note books handed i whts thesis.
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14 -I y =-0.0006x +1.2868
R?=0.8948

1.2
£ ¢ Supernatant
c y =-0.0017x +1.23
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© " X
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Figure 11: Coupled activity assay fdiTIM with linear graph equations for the determioatiof
activity. Legend indicates which purification stegvas taken from (n=3).
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Figure 12: Coupled activity assay fanTIM with linear graph equations for the determinatiof
activity. Legend indicates which purification stépvas taken from (n=3).
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Figure 13: Coupled activity assay fdPfTIM with linear graph equations for the determinatiof
activity. Legend indicates which purification stégvas taken from (n=3).

143



1.2 -

g 14
c y=-0.1247x + 1.1852
=} 2 _
g 08 R?=0.9999
-
(4]
8 0.6 - ¢ Post Wash
[=
.g 0.4 - ® Post Lysis
s 0.
8
< 0.2 y =-0.1976x + 1.2465
R? =0.9998
O T T T T 1
0 1 2 3 4 5
Time in min

Figure 14: Coupled activity assay fdPfTIM with linear graph equations for the determionatiof
activity. Legend indicates which purification stegvas taken from (n=3).

For all TIM assays conducted used this method af/ielg curve gradients and Equation 3.1
to calculate the activity. An example of Equatiah & indicated below for thefTIM post

2700 x g centrifugation step (Figure I3, purple x).

Equation 3.1 example: Activity &A/min*0.3 ml)/(6.22 uM*0.01 ml) x df
Activity = (0.0556*0.03)/(6.22*0.01) x 1000
= 0.2681672 mM/min/ml x 1000
= 268.2umol™.ml~.min™*
Or = 268.2 Units of activity.

Appendix J

pH and temperature tests
A full breakdown of all the experiments conductedhe pH study is shown in Appendix K.

All tests were done in triplicate and error barsevealculated with standard deviation. These
data were then pooled for select time frames ofni® and 45 min and there activities
converted into a relative activity value based twa iighest activity recording level across all

tests.

Substrate concentrations in these assays weretedjascordingly to determinggl, values
for each TIM, because these tests are only evempamed with themselves to determine
optimum parameters, and this was standardisedIftreatemperature and pH tests this does

not affect the relative percentage activity or de¢ermined pH or temperature optima as it is
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always only relevant or compared with identicabgayed samples.

The setup was as follows for pH and temp assaysawdefore, in a first set of wells: L0

of NADH (8 mM) and 10ul of aG3PDH (20 U/ml) and 2%l of DL-Glyceraldehyde-3-
Phosphate (DL-GA3P) (20 mM) f&fTIM assays and 3l of DL-GA3P (20 mM) forPfTIM
assays, was added per a well. Lastly gD6r 200ul respectively of TEA buffer at pH 7.6
was added, totalling 30@. In a second set of wells 10 of the diluted TIM enzyme being
tested was added (dilutionBfTIM 1/300 andhTIM 1/2000) prepared as 2 ml volumes and
incubated in 2 ml tubes at the tested pH or temiperaSamples were then assayed using the

following procedure.

Micro-titre plates were monitored in a Synergy Mpestrophotometer at (340 nm, 25°C).
The system shook the micro-titre plates for 30 aed monitored the first set of wells for
change in absorbance (340 nm, 2 min, 15 sec ingrvehe tray was then ejected, 290 ul
taken from first set of wells and pipetted into #ezond set of wells containing 10 pl of the
TIM enzyme being tested. The tray was immediateht $ack into the machine and shaken
variably for 3 sec then monitored for changes iscabance at 340 nm for 10 min taking

readings every 15 sec.

Kinetics
A drop in NADH absorbance at 340 nm was observeldigitest substrate concentrations

which were later eliminated from tests. This wag ttm small amounts of DHAP within the
DL-GAS3P solution reacting with theG3PDH and oxidising NADH. This might be expected
however as these two molecules are structural isoare have identical chemical formulae,
C3H;OsP and molecular weight of 170.06 g/mol. Any DHAPpumities in the assay are
rapidly reacted away by the high concentrationsUA@l) of taG3PDH used for the coupled
assay, meaning it wouldn’t interfere with the asdayt still oxidises NADH. The concern
introduced by this however was whether enough NAIMS still left to monitor the coupled

assay reaction when run. An additional 2 pl NADHildaalleviate this problem however.
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Appendix K
Calculated ‘in assay’ enzyme activity for all pHidy tests, for activity of undiluted TIM

samples, multiply by the dilution factor, 2000 ®r(hTIM) and 300 x (forPfTIM).
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Figure K1: Activity over time forhTIM (red) andPfTIM (blue) samples assayed from pH 3.5- pH
9.0 (n=3). Error bars use standard deviation.

Appendix L

Temperature study

Calculated ‘in assay’ enzyme activity for all temgttere study experiments done in triplicate.
Again to determine the activity of the undilutedipad TIM, the values in the graphs should
be multiplied by the dilution factors used for thi&erent TIMs, 2000 x (fohTIM) and 300 x
(for PfTIM).
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Figure L1: Activity over time forhTIM (blue) andPfTIM (red) samples assayed at temperatures
ranging from 20°C to 65°C (n=3). Error bars usedéad deviation
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Appendix M
It is noted that for kinetics experiments the hgjtaubstrate concentrations planned (20 mM)

were unable to be used due to noticeable NADH dtiepleobserved at the highest
concentrations prior to the addition of TIM. Thigsvdue to a small amount of DHAP being
present in the DL-GA3P purchased from Sigma-Aldricbte — DHAP and DL-GA3P are
structural isomers. That said excellent resultsaifO0 mM DL-GA3P concentrations were

obtained which could then be extrapolated.

From the graphs of Figure 4.5 and using the limegression equations determined and
shown in the Lineweaver-Burk plot Figure 4.5a valder K, and Vh,ax were calculated as
indicated in Equations M1 below.

Equation M1: Lineweaver-Burk calculations

K/Vma=grad = 3.3788
-1/Kp = x-int =-1.2884/3.3788
Hence x-int =-0.38132

Km = -1/ x-int

Kn = 2.622477 mM

Vimax = 1/y-int

Viax =1/1.2884

Vinax = 0.776156 puMol.ml.min™ (conversion té to drop volume)
Vimax = 776.1565uMol.min *

As with the Lineweaver-Burk the Hanes-Woolf plotshvalso used to derivi€y, and Viax
values for thénTIM graph indicated in the right of Figure 4.5. BBfjon M2 below details the
calculations to obtaiK,, andVyax values from the Hanes-Woolf plot of Figure 4.5b.

Equation M2: Hanes-Woolf calculations

x-int = K =-3.2973/1.3705

Therefore

Km = 2.405910252 mM

y'int = Km/Vmax

Vimax =Kpy-int

Vinax = 0.729660708 uMol.MImin™ (conversion td to drop volume)
V = 729.660707&Mol.min*
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Equation M3: Non-linear regression calculation methodology
First off the difference of squares is calculatsdf@lows using experimental data and an
unsolved Michaelis-Menten equation wkKk, andV,.« values of 1.
1. Squared difference {VMuax [S)/(Kw[SD]}
2. The above is calculated and added for all satestoncentration values.
3. Starting with undetermindg, andV,,« values set to 1 in MS-Excel.
4. The squared differences are added to give &esilegt’ value.
5. The solver tool in MS-Excel is used to minimile ‘test’ result (sum of squared values) by
altering the value o, andV s cells that were set to 1.
6. The solver algorithm iterates as long as necggpeobably in the millions) repeating the
above equation by altering valueskyf and V. and evaluating against its test, (the sum of
difference of squares) each time until the lowestsfble test value is obtained.
7. The resultindg,,, and Vs« represent the absolute best fit curve to the é@xgetal data
which follows the Michaelis-Menten equation andures the resultind<,, and V. to the
cells that were each set to 1 earlier.

Equation M4 Kcal = Vmax/ET (Concentration of enzyme catalytic sitegimols)

Example Keat = Vimax(umotimin)/ Er (umol) Therefore: (units are in mf
To calculate  E = n x (# catalytic sites per enzyme)

Note forhTIM (df =2000; Conc = 1.49 mgml™; M, = 54 Kda; a 27 Kda dimer with 2 active sites)

hTIM = n = M/M,, = (1.49 ¢ I'") / 54000 g.I".mol™*
n = 27.592 x 1®mols in undilutechTIM
n = 27.592 x 16/ 2000 (df forhTIM assays)
n = 13.796 x 1®mols
Therefore E = n X (#catalytic sites) TIM is 2 x 27 Kda monasiéas a 54 Kda Dimer)
Er =13.796 x 18mols x 2 catalytic sites/molecule (TIM is a homodiin
Er = 27.592 x 18 mols convert to pmols
Er = 27.592 x 16 pmols forhTIM
Therefore Kcat = Vmax(pMoI/min)/ ET (uMol)
E-g-(non—linear redTIM control from AgNP experiment)
Kear = 1389.4 pmols.mih/ 27.592 x 18 pmols
Keat  =5.04 x 10 .min*

Likewise theK., for PTIM samples was also calculated.
Note forPfTIM (df = 300; Conc = 0.38 mg/ml; M= 54 Kda; a 27 Kda dimer with 2 active sites)

For easy reference a copy of Equation 4.1: Mickadienten equation is provided below.

Equation 4.1 V = Vinax [SV(Knit[S])
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Appendix N

AgNP, PVP and ethanol concentration calculations fanhibition studies
The AgNPs were made using a 0.1 M solution of Agid@d 0.2 ml of this was added to a 10
ml volume. Nanoparticle concentrations are caledlah terms of molar concentrations and
also referred to as containing a size distribugbhPs. An actual count of nanopatrticles was
never attempted as such this would be either exisemaccurate or impossible.

Thus 0.1 M x 0.2 ml/ 10 ml = 0.002 M of AgN@nd therefore Agions present
Concentration = 0.002 M x1000
=2 mM AgNQ in the NP solution

From the standard 2 mM stock a 1/100 dilution wapared by serially performing two 1/10
dilutions using 100 pul AgNPs in 900 ul optimised ptffer used for eithenTIM or PfTIM
dilutions done separately for each solution. Thagega 0.02 mM or 20 uM stock. This was
incorporated into the 2 ml tubes used to dilute ribgpective TIM enzymes to obtain the
working concentrations of NPs used for the AgNPenattion incubations that were
performed at 25°C and readings were taken at TCamihT45 min.

Final concentrations of AQNPs made were 0, 0.01383,0.06, 0.12, 0.25, 0.5, 0.75, 1.0, 1.5,
2.0 pM. An example equation, shown below indicdted one of these concentrations was
prepared.

Equation

For a final AQNP concentration of 0.12 uM AgNPs fokowing calculations and dilutions
were performed.

To obtain this concentration using the 20 puM/mktktthe 20 puM/ml needs to be diluted by
an unknown amount this unknown is calculated below.

20 UM/ 0.12 uM = 166.667 (this is how much it o diluted)

So given the above and a desired final volume 60201 we can calculate how many pl of
the 20 uM AgNP stock needs to be added to the 20Q0be. This calculation is shown
below.

2000 pl/ 166.667 (dividing factor) = 12 pl.

The mathematics of this calculation can be easdlyfied by the standard C1V1 = C2V2
equation as indicated below.

C2 = (12 pl x 20 pM) / 2000 pl

C2 =0.12 uM (this is what was desired)
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Similarly a separate divisor was calculated forhedesired final concentration as described
above and all the different AgNP incubation concaians were prepared. EtOH and
polyvinylpyrrolidone (PVP) containing controls werenade using for equivalent
concentration values of 0.12, 0.25, 0.5 and 2.0 INEe dilutions for these controls were
done exactly as described using a PVP and EtOH Isamih no Ag in it. The controls were
prepared identically to the AgNP containing sampled even included the microwaving step
required for AgQNP seed creation. This ensured obisttmples were completely consistent
with the AgNP samples.

As the controls with PVP and EtOH were createdhim ¢xact same manner as that of the
AgNP samples their concentration of relevant makedPVP and ethanol are also calculated
in a similar manner to the above calculations.

PVP is a complex branched polymer with a chemicahtila of(CsHgNO)n as such molar
Mr values are estimated averages (i.e. Sigma-Aidreports an average mol weight as
360000 g/moal). For this reason I refer to PVP coteion in g/ml. In the 10 ml solution 0.1
g was used this made it 0.01 g/ml.

As before
0.001 x 1/100 = 0.00001 g/ml or 0.01 mg/ml of mpl in the stock

For the 0.12 uM AgNP equivalent dilution which usigdi ul in 2000 pl solution the same
was done for this control with PVP. (1/166.667 tida). Thus

10 pg/ml PVP / 166.667 = 0.05999 pg/ml PVP or apipnately 60 ng/ml PVP in this
dilution.

Thus the 4 controls dilution equivalents contaige@d 125, 250 and 1000 ng/ml PVP in the
incubation with nanoparticles. This became 1.94348.06 and 32.25 ng/ml PVP within the
assay volume after dilution with other assay retgyand enzymes.

Likewise the absolute ethanol was 95% vol (190 f)rdchus its concentration in the AgNP
TIM incubations was therefore

0.95 /100 / 166.667 = 0.00570 % EtOH in the 0.12mMAgNP sample

Thus EtOH concentrations were 0.00071, 0.001230288, 0.00570, 0.01188, 0.02375,
0.033563, 0.0475, 0.07125 and 0.095 % over thafi@eht AgNP dilutions used, namely 0,

0.015, 0.03, 0.06, 0.12, 0.25, 0.5, 0.75, 1.0, 2.6,uM and also in the relevant equivalently
diluted control samples. The term ‘equivalent ddns’ was used to simplify the comparisons
as it is easier to understand what the equivalgi®t 8&1d ethanol control is relevant to that to
use the ng/ml concentrations of PVP and obscuostb ethanol values relevant.
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IC 5 calculations

These are very basically done using a linear regresand the inhibition data from 45 minute
incubations with AgNPs, because of the rapid dropsactivity seen with increasing
concentrations only 4 data points farlIM and 3 data points fd?fTIM could be used.

120% -~

100% -
y =-2.7105x + 0.9292

£ g0 | R = 0.8657
ks
<
X 60% -
$ B PFTIM
=}
?"; 40% ¢ hTIM
o

20% - y =-6.881x + 1.155

R%=0.9707
O% T T T T T 1
0 0.05 0.1 0.15 0.2 0.25 0.3

AgNP concentration in uM

Figure N1: Linear range of decrease in relative percentageitgdor hTIM (blue) andPfTIM (red),
linear regression equations were reorganised grméte 1G, levels as Equations N1 and N2
(below).

Equations: N1 and N2

ForhTIM For PITIM

Equation N1 Equation N2

if y = 50% if y = 50%

then x = (0.5-0.9292)/-2.7105 then x = (0.5-1.156%81

X = 0.158347 pM AgNPs X = 0.09519 uM AgNPs
ICso 0.158347 pM AgNPs 1Go 0.09519 uM AgNPs

The above calculations are only considered as ghreatimate of 165 AQNP concentration

levels.
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Appendix O
Spectral scans taken immediately after the micrewprocess had slight peaks with an

absorbance of less than 0.2 prior to any dilutidns is compared to a week old sample with
an absorbance peak of 1.6 using a 1:3 dilutionufleig1).

1.8 -
1.6 -
14 -
o 12
o
p == \Neek old AgNP's
2 08 -
2 Fresh AgNP's

0 T T T 1
300 400 500 600 700
Wavelength in nm

Figure O1: Fresh AgNPs versus one week old AgNPs.

The above figure demonstrates that AQNP seeds tiraedo mature after removal from the
microwave. This confirms that AQNP growth occursotigh a seeded growth process, other
experiments done over th& few hour after removal from the microwave confiththat this
seeded growth period mainly occurs within tAe21hours after removal from the microwave.
Further experiments indicated barely any detectelhéage occurs from 1 day old AgNPs to
3 month old AgNPs, with only a slight level of aggation occurring during this time. Thus
it was concluded that as long as the AgNPs hadysdlowed to mature overnight the seeded

growth phase was assumed to have finished andiatbieyready for use.

This indicated that the seeded growth period atsupdeted overnight. In addition to this a
test was conducted making spectral scans afteriBAn® and 3 hours. These scans tracked
an increasing peak height which increased rapighr ¢he first 2 hours after microwaving
(data not shown). This indicated nanoparticle ghowas still occurring for at least a couple
of hours after removal from the microwave, but conéd no further growth of the
nanoparticles occurred after day 1. Consequentiyaioparticle samples were allowed a
period of at least 1 day for seed growth after ow@ving before use. This also helped ensure

no free Ag ions remained in AgNP solutions.
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