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Abstract

The importance of properly securing an organizasiamformation and computing resources has
become paramount in modern business. Since thenadyf the Internet, securing this
organizational information has become increasingifficult. Organizations deploy many
security mechanisms in the protection of their daiausion detection systems in particular have
an increasingly valuable role to play, and as ndta/grow, administrators need better ways to
monitor their systems. Currently, many intrusi@tettion systems lack the means to accurately
monitor and report on wireless segments within togporate network. This dissertation
proposes an extension to the NeGPAIM model, knosviNeGPAIM-W, which allows for the

accurate detection of attacks originating on wsegleetwork segments.

The NeGPAIM-W model is able to detect both wired avireless based attacks, and with the
extensions to the original model mentioned previgusso provide for correlation of intrusion

attacks sourced on both wired and wireless netvgatgments. This provides for a holistic

detection strategy for an organization. This hesnbaccomplished with the use of Fuzzy logic
and neural networks utilized in the detection tdcks. The model works on the assumption that
each user has, and leaves, a unique footprintaomguter system. Thus, all intrusive behaviour
on the system and networks which support it, catrdmed back to the user account which was

used to perform the intrusive behaviour.
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Chapter 1

Introduction

Since the inception of computers, they have becamategral and indispensable part of both
organizations and normal people’s lives. Inform@atCommunications Technology (ICT) has
been steadily advancing at a rapid pace (LT Coastdt& Buck Consultants, 2002). The
Internet, which is one of the main implementatiohdCT, is increasing more rapidly than that
of any other communication technology in thé"2ntury. In 2000, it was estimated that
approximately one half of US households were onfidhelm, 2000). The number of Internet
hosts online has also been steadily increasing #dmillion in January 1999, to 88 million in
August 2000, to almost 120 million in April 2001 g[€ordia Technologies, 2001). Web
commerce has become the mainstream, with milliohgewmple utilizing it to do online
purchasing and to do business and private banleady New consumers are now on the scene,
buying items online instead of in a regular stordhese consumers are known as cyber

consumers (LT Consultants et al, 2002).

Wireless data technologies, such as Wi-Fi and Kigeed Downlink Packet Access (HSDPA),
are the latest buzzwords in communications teclyylwith over ten million households in the
USA alone having Wi-Fi based access-points ingtallgroviding an Internet connection,
according to Schiesel (2005). With business beogducted over the Internet and wireless
private and public networks, businesses have hadaike information available to individuals
outside of their organization (DeYoung et al, 200Zhis availability of information has lead to
security holes also becoming available to the pubdcing Web servers on the business’s

network.



With the advantages provided by public networkghsas the Internet and private and public
wireless networks, organizations have not only bexaependent on these networks, but also
have a need for security to protect valuable dat#heir networks from malicious users outside
their organizations. Nowadays, it has also becormage and more necessary to protect networks
against disgruntled inside users. Organisationstmerefore, protect their networks from
corruption, theft or disruption of the flow of thgbersonal and business data. The need for
proper protection of an organization’s informatisrbecoming more and more important every
year. This can be seen in the Annual CSI/FBI Cybeme Survey, which estimates that the
amount of money lost by companies per annum duattecks, system breaches and theft of
information is around the figure of $141,496,56hese losses are down from 2003, when the

total losses for the year were estimated at $271349 (Gordon et al. 2004).

There are many ways to protect valuable data, Eigewalls, Antiviruses, Access Controls,
Policies and Intrusion Detection Systems. Secunmigasures, such as access control and
policies, while important in a security framewoddten are not enough to stop attacks on a
network. Attacks, such as Denial of Service (DdSigtributed Denial of Service (DDoS),
SMUREF (a flood of ICMP echo requests) and DistrdouReflective Denial of Service (DRDoS),
to name a few, work by flooding a network with traftherefore, denying services to the users
on the network (CERT, 2005). Attacks of this mataften thwart access control and policies.
The only way to stop attacks of this kind is toiay disable either the port on which they are
attacking or, in extreme cases, to disable the ection to the Internet on the edge routers, until
the source of the attack can be determined andkd&dbdCisco Systems, 2003a). This,
unfortunately, not only thwarts the attack, bubadtops the flow of business data, often resulting

in high financial loss.

A far more effective way to solve the last-mentidmoblem is to implement and maintain an
Intrusion Detection System (IDS). Intrusion Deimct(ID) is defined as the art of identifying
inappropriate, incorrect, or anomalous activity q&sto et al., 2004). There are three main
types of Intrusion Detection Systems, namely HIgBsst-Based IDSs), NIDSs (Network-
Based IDSs) and Hybrid IDSs, which combines the &faye-mentioned types to form a more

rounded IDS. HIDSs reside on a single host andallysumonitor and protect the system



configuration and files from abnormal changes.e$-#nd system settings are given weightings
and an administrator can be alerted at any susicaztivity. In NIDSs the IDS monitors
multiple nodes on the network and detects attagksearching network traffic for patterns of
known attacks and anomalous activity known fromvianes baselines. This traffic could have a
source external to the organization, but have aadidress of a machine internal to the network.
This is known as IP spoofing and NIDSs can be setugentify this kind of attack. Both NIDS
and HIDS require a database of previous known kgtéx detect most attacks (Lehmann, 2005;
Whitman & Mattford, 2003).

IDSs can provide an organization with protectionife valued data, be it client, product or sales
information. An IDS provides this protection innvay that other protection mechanisms, such
as encryption, firewalls, cipher locks and accesstrol cannot. Most of the previously

mentioned protection mechanisms have been desitmelgny access, but an IDS has been
designed to detect misuse or anomalous activityrapdrt on it and, in some cases, stop the
intrusion (CTA, 2002). This means that an IDS oaoly detects the attack, but also alerts the
administrator to these intrusive events, providamg audit trail back to the attacker. IDSs
provide an advantage by reading the logs of appdicaand services, including the logs of other
protection mechanisms. This ability to gain a $tadiview of what is currently occurring on the

system is what gives an organization an edge whentausion attack takes place. An IDS also
allows the administrator to draw reports of intamsevents on his/her network, allowing him/her

greater control over his/her network.

Although IDSs may sound like a miracle cure to timrusion attacks that occur on
organizational networks, this is simply untrue. SEbdo have a few problems associated with
them, one of which is the inability to address hingh volume of traffic across modern networks
(McAfee, 2003). This problem is further compoundasl network technologies, such as
10Gigabit networks, become main-stream. Anothgosg problem currently plaguing IDSs is
the inability to detect attacks over wireless netwmedia, including the correlation of wireless
attacks with other wired, network-based attack daaella, 2002).

This dissertation focuses on the field of IntrusiDetection, specifically focusing on the

problems surrounding wireless networks and theilecé$ on intrusion detection. This
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dissertation also highlights the problems curreatigociated with IDSs and proposes a model to
address the current shortcomings. Next, someeohbove-mentioned shortcomings have been

discussed in more detail.

1.1 Motivation for this Study

As concluded, current intrusion detection system#iat adequately address intrusions in a live
network environment, arguably due to the adventgigfabit-enabled network connections.
Current Network IDSs are only able to effectivedeess a small subsection of the network
traffic passing over a network (Braue, 2003). @arage, most servers in use today have two
Network Interface Cards preinstalled. In fact maestver mother-boards come standard with two
gigabit-enabled Network Interface Cards (NIC) allegvfor a maximum of 2Gbps of traffic to
flow in and out of the server. This amplifies gh@blem of current IDSs inability to cope with
the sheer volume of traffic especially the paclkmissecond (pps) rate. Often the packet
filtering and interruptions to the flow of netwogackets can cause such a load as to send the
system into thrashing (Dreger et al, 20QH)s is especially true if all the hosts on the netork
transfer a few terabytes of data each day.

One of the most serious problems associated witteicuIDSs is the current lack of control in
wireless segments of the network (Foong Heng e@03). More and more organizations are
making use of wireless network devices throughlBeE 802.11a, b and g protocols. Soon
IEEE 802.16 d and e protocols will become the rmxtzwords in wireless networks. These
wireless technologies do not only provide conndgtito mobile users, but are also intrinsically
insecure due to the broadcast nature of the teogies. Although much has been done to secure
wireless networks, they are still very susceptible range of both active and passive intrusion
attacks (Lim et al, 2003). One of the most popwareless intrusion methods is called
WarDriving, and consists of driving around with @&eless-enabled Notebook or PDA, with
software installed, such as the freely availabléSienbler or MiniStumbler, which picks up the
spillover from wireless devices in a network andrttreports the devices’ information to the

“WarDriver” (Wardriving.com, 2002). On wireless networks it is nearly impossible to



confine radio waves to a specific area, as they cqervade walls and most objects; this is
what wireless attackers and WarDrivers use to comnitheir attacks (Karanth & Tripathi,
2004).

Wireless networks currently have poor security enpéntations. The most commonly used
method of securing a wireless connection is by amanting WEP (Wired Equivalent Privacy)
(Hoskins, 2006). This standard makes use of aedhkey Route Colonial 4 (RC4) stream
algorithm that is used by the NIC to encrypt pasketst before they are streamed onto the
network and decrypted upon receipt by other netwartes sharing the WEP key(Nichols &
Lekkas, 2002). WEP is usually implemented wittheit40, 64 or 128-bit key strength (Gast,
2002). By sniffing enough traffic off the network 5,000,000 to 6,000,000 packets, an attacker
can actually find the WEP encryption key within ewf hours (Stubblefield et al., 2002;
Blackstock & Sawadsky, 2005; Wi-Fi Alliance, 2003)Vithout adequate internal sensors to
seek out these kinds of attacks, many networks withll victim to attacks originating from

unknown sources and/or from unknown origin.

Coupled with the above-mentioned problemghin IDSs there is little correlation of attack
data over a period of time. This can lead to podsly dangerous attacks slipping through,

due to the lack of correlation between IDS hosts oa network.

An intrusion detection model has previously beefindd through research conducted at the
Nelson Mandela Metropolitan University (NMMU). Bhimodel is known as the Next
Generation Proactive ldentification Model (NeGPAIBotha, 2003). Although this model has
the ability to proactively detect intrusion attacksd correlate attack data, it lacks the means to
perform intrusion detection on wireless-based ndta/o Thus, this model needed to be updated

in order for it to detect attacks occurring on \\ass-based networks.

The following sections outline the reasons for ahd methodology behind the research

conducted, starting with the problem statement.



1.2 Problem Statement

The primary problem is that wireless networks currently have poor sgcimplementations,

and few, if any, IDSs have the capability to prot@gainst wireless intrusion attacks (Hoskins,
2006; Anjum,Subhadrabandhu & Sarkar, 2004Many organizations currently implement wireless
networks, and the lack of wireless detection oplese organizations up for intrusion attacks

over wireless networks.

The Secondary Problemgesearched during this dissertation are as follows

1.2.1 Currently available IDSs offer little correlatio attack data over a period of
time. This limits the number and types of attaitks could be detected.

1.2.2 IDSs need to address a large volume of data whtlemating to detect
intrusion attacks. The problem is that most ID&snot address the volume

of data flowing over multi-gigabit networks; thusany attacks slip through.

1.2.3 Most IDSs available currently detect attacks ireactive manner; thus, the
attacker is usually able to finish his/her attacKobe the administrator is

aware that an attack has even taken place.

1.2.4 IDSs, in most cases, cannot detect mutations atlkstthat already exist.
This is primarily because their signatures aredpecific and can only detect

exact attacks with a specific pattern.

The next section outlines the primary and secondajgrctives of this research.

1.3 Objective

The primary objective of this study is to investigate wireless intrusittacks and the effects
they have on IDSs currently available. The ainthig study is to identify whether they protect

wireless network segments adequately.



Thesecondary objectivesare as follows:

1.3.1 To state what can be done to minimize the occueresfcwireless-based
intrusion attacks, such as Denial of Service, Maite-Middle and

Jamming attacks.

1.3.2 Utilization of the background information to propoa model that enables
IDSs to proactively detect and halt wireless-bas@dusion attacks by
making use of smart agents. These agents are tbatastrategic points on the
network, to provide choke points through whichvalieless traffic must flow.

The model referred to is an updated model of previ@search.

1.3.3 An investigation into computer crime, particulaftycusing on proactively

detecting wireless intrusion attacks.

1.34 Creation of a prototype to determine the feasipilind effectiveness of the
updates added to the NeGPAIM model.

1.4 Methodology

The methodology that was utilized for this resegnaject comprised the following:

The research methodology, on which this dissertasdased, is qualitative, specifically
using thephenomenologicalresearch philosophy (Phenomenologycenter.com,)1997

A literature study has been undertaken to establish the currentaitd®ein a modern IT
environment. The literature study has also beeraged) in analysing and arguing the
facts, while studying various real intrusion cagsesrder to identify the key aspects
included in monitoring and detecting network andeless intrusions.

This was followed by amvestigation conducted in order to evaluate currently available
commercial packages that might combat wired aneless-network intrusion attacks
proactively.



* Next, an updatednodel has been proposed, which arguefor the provision of a
theoretical solution to the problem of monitoringdadetection of wired and wireless-
network intrusions.

* Finally, the updateanodel has been implemented practicallyin the form of a basic
prototype, to prove that most of the new key fumaiities that the model proposes are

indeed feasible in a practical sense.

1.5 Layout of the Dissertation

The dissertation consists of 8 chapters, the lagbuthich is depicted in figure 1.1.
Roadmap for this dissertation

Chapter 1 presents the research subject and gives backgiatordhation to define the
problem area.Chapter 2 investigates the importance of computer and nét\gecurity
and the use of IDSs in organizations. This chaptghlights the fact that although
intrusion prevention techniques are good to hawey tlone are not adequate to protect
the systems; thus, showing that intrusion detedigsiems are indeed neededhapter

3 continues with intrusion detection and the proldernrrently associated with IDSs,
both within the wired and wireless environmen@hapter 4 provides more background
on intrusion detection in wireless networks and, particular, shows that wireless
networks are becoming a big problem within orgatires. This chapter also highlights
that corporate network and current systems do dequ@ately cater for wireless intrusion
attacks. The chapter concludes with a short dssenson wireless intrusion detection,
and what could be done to improve the problemseatiy existing between wireless
networks and Intrusion Detection SystemShapter 5 proposes an updated model and
focuses on how proactive actions can minimize thects of wireless-based attacks.
Chapter 6 forms the heart of the dissertation and discuskespteviously proposed
model in more depth, as to what should be changetiso that the model can also be
implemented in a wireless environment. Finallg thapter concludes with a discussion

of how the changes have been implement€tiapter 7 provides results of case studies
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and practical experiments conducted to supporptbposed updated modeChapter 8
concludes the dissertation by summarizing the lepgets and what was achieved by the

research project. Finally, a short discussiorraviped on further research possibilities.
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1.6 Conclusion

The main objective of this chapter is firstly taroduce the problem associated with information
and computer security, and secondly, to provideaamap to follow the rest of the dissertation.
It is quite clear from the introduction that thexee a few problems currently associated with
IDSs. The most important problem identified isttHaSs do not adequately cater for wireless-
based attacks. Detection of wireless-based imngsis an important characteristic, and for any
IDS to be lacking in this area could spell disasteFherefore, the main objective of this

dissertation is to search for new means and waysipoove existing IDSs, or to define a new

methodology, which can ultimately be used to imm@atan IDS that performs both wired and

wireless intrusion attacks detection.

The next chapter is an extension from this chapter discusses Intrusion Detection (ID) in
general. Included in Chapter 2 is an introductiorthe core of this dissertation, namely, ID.
The background information gained in this chaptewuitimately used in the definition of a

model, which can do proactive and dynamic wired&irdless intrusion attacks detection.
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Chapter 2

Intrusion Detection in General

2.1 Introduction

One of the best-known statements in the world fafrmation and computer security is, “Access
to information is power” (Nagaraj, 1999). In todayworld, information and access to
information are becoming more critical than eveithvan ever increasing demand for access to

information.

The proof of the last mentioned statement can ke sethe everyday use of e-mail, the daily
use of SMS and MMS for instant messaging, the ragichnces in communication technologies,
and the speed at which current networks run. Umhately, along with these tools/technologies,
problems, there is also a spread of worms andestug his is especially true when considering
that most corporate networks have a backbone rgnainlGbit, and all workstations usually

running at 100Mbit, which allow worms to spreadeteery machine on a LAN in a matter of

seconds. Add to this the fact that most large @@ organizations have multi-megabit links to

the Internet, and the problem is further compounded

The volume and speed at which malicious hackerscgbdr-terrorists are releasing malware,
viruses and attacks aimed at crippling organizalianformation systems continue to escalate.
From the first Internet worm (known as the Morrisrmn and named after its creator Robert
Morris back in 1988), to today’s worms, such asé&pBlammer and Nimda, the speed at which
worms and viruses affect computer systems has gesywanentially (White & DiCenco, 2005).

In every way, the next 20 years will bring moreegkrything: more threats, more attacks, more
resources-at-risk, more interconnection, more comoation and more emergencies. This is a

simple projection from the growth trends of thetg2® years (Longstaff, 2004). Thus, one can
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see the need for software and hardware that wolagtively and quickly detect the presence of

worms, viruses and other malware as they entemeéhgork, as well as a range of hacks.

Seeing that computer security has become so imypartaoday’s business environment, the first
part of the chapter discusses the computer seaoitgepts with the main aim of providing one
with a general background of computer security xtNeeal-life computer security problems will
be looked at, followed by a discussion of mechagistthowing protection from these security
problems. Finally, the chapter concludes with mimoduction to ID and IDSs including the

history behind this technology.

2.2 Computer Security Concepts in General

Computer security has evolved over the past 30sydet computers have been connected via
networks. In the olden days, a mainframe wouldehasen locked in a room, and it would be
considered secure from anyone wanting to cause gimaeait or the data stored therein. These
days, computers, and the information they hold,calg as secure as the latest security patches,
which as soon as they are released, mean theegnaost certainly already mutations of them on
the Internet. So, security officers in organizasi@re fighting a battle where they are always one

step behind the attackers.

Computer security can be thought of in terms ofrfpiulars on which the security of an
organization’s computer systems and informationukhdoe based: confidentiality, integrity,
availability and accountability (Goguen et al., 2D0
» Confidentiality: Is the organizational control of who gets accegghts to
information on a corporate network and computetesys, and can be defined as the
quality or state of preventing disclosure to unat#ted individuals or systems
(Whitman & Mattford, 2003).
* Integrity: Can be defined as the quality or state of inforaratbeing uncorrupted,
whole, and in its original undisrupted state. Timegrity of files and data can be
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authenticated via the use of hashing algorithmsl usethe files or data to ensure
their wholeness.

» Avalilability: Is defined as the ability of users to access atliilcformation and to do
SO in an unobstructed and timely manner. Howawmérrmation availability will not
be granted to all users, only those with sufficiegiits (Whitman & Mattford, 2003;
Goguen et al., 2002).

* Accountability: Can be defined as knowing who has had access @aomation or

resources on the corporate LAN (Lampson, 2004).

Computer and information security have been arofordquite some time and have very
important roles to play in organizations. Compusecurity most commonly refers to the
controls and measures, e.g., firewalls, antivinud access controls, etc., put in place to protect
computer systems and the information stored withimformation security, on the other hand, is
most commonly thought of as the policy and goveceanf the uses and rights to information
stored on an organizational network or computettesys Both information and computer
security are extremely important and go hand indharin fact, most of the time, they are

perceived as being identical, because they aréselg linked.

Information security, when implemented properly;fpens a couple of very important functions
for an organization. Firstly, it protects an orgation’s ability to function. It also safeguards
the data that the organization has collected oweg,tas well as its technology assets, against
malicious damage. In information security, there three elements that allow one to determine
if an attack is possible, and then, offering protecfrom such an attack. These elements are
assets, vulnerabilities and threats (Ciampa, 2G@guen et al., 2002).
* Assets: These are organizational elements that are torbeeqied from damage.
They can be either a logical element, such as datmformation, or a physical
element, such as an employee or a computer system.
* Vulnerabilities: These are flaws or weaknesses in the systemltbat @nauthorized
access to the organizational assets and range bitgs in software, to doors with

broken locks, windows left open, etc.
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» Threats: These are categories, objects or people that pgsatential danger to an
organizational asset, like computer viruses, orsp®y events, like the theft of a

server (Goodman, 200&oguen et al., 2002).

Goguen et al. (2002) state that risk assessméme i&rst part of any risk management
methodology, and the mitigation of risk to an origation’s information assets is one of the
primary reasons any organization implements inféionasecurity policies, so that they will
have plans in place in the event that a risk bescaeality. No matter what business an
organization is in, it is impossible to not collectd store information on customers, patients,
students or even employees, and thus, there widlya be risk involved from identity theft, as
well as others, like risk of corporate espionage,dr even human error for the organization as
well (Federal Trade Commission, 2004). Risk cadéfeed as the possibility that a threat or
multiple threats will exploit a vulnerability exisg in a system and these impact on an
organization’s asset or assets, causing loss offirdtion, assets or revenue directly (Whitman
& Mattford, 2003; Hash, 2002).

Below are the nine steps that should be followethdua risk assessment. According to Goguen
et al. (2002), one should pay specific attentio®teps 4 and 8 when considering risk analysis;
therefore, the next section focuses mainly on tiseses.
1. System Characterization
Threat Identification
Vulnerability Identification
Control Analysis
Likelihood Determination
Impact Analysis
Risk Determination

Control Recommendations

© © N o o bk~ w0 N

Results Documentation (Goguen et al., 2002).

Steps 4 to 8, as noted previously, are very important in theedeination and control of risk
analysis and control. Control analysi&ep 4) is the process whereby management carefully
checks over the controls implemented, or contiwds are planned for implementation. This is
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to minimize the probability of a vulnerability bginexploited. After careful analysis, the
organization will have an overall likelihood ratingdicating the probability of exploits in the
vulnerability zone. Likelihood determinatio®tép 5) has to do with the categorization of a
specific threat exploiting a specific vulnerabiliand can be categorized as having a High,
Medium and Low probability rating. Impact analy§8tep 6) allows an organization to realize
what would happen if any specific vulnerability wastually exploited. These negative
outcomes can be categorized in terms of lossesrdidentiality, integrity and availability to the
system. The system must now be adapted by ruranimgk determination§ep 7). This step
allows an administrator to assess the overalltogke IT systems in an organization and can be
expressed in terms of magnitude and likelihood ttdicks and adequacy of controls in place.
Step 8 is an important next step as it considers allribles and puts in place the controls that
could mitigate or illuminate them. (Goguen et 2002).

Information security controls are needed and impgleted to mitigate the risk an organization
faces, although risk can never be eliminated ira-world computer system. This can be seen
by looking at the number of lines of code in Miatiswindows 2000, which has an estimated
30 million lines of code. The estimates on bugpriogramming code lie between 5 and 15 bugs
per 10,000 lines of code. Thus, one can see titatthe Windows 2000 code, there should
theoretically be around 150,000 defects; most ofcwhwill probably never be found by
programmers (Lynn, 2002).

Below are some information security control categgr The controls are divided into three
general classes, and each class is divided fumih@rgeneric families. Each family has many
different security controls allocated to it, asshecontrols will fall under the specific family’s
umbrella. The three general classes that areadlaihre operational, management and technical
controls (Katzke et al., 2005; Goguen et al., 2002)

16



Class

Family

Management Risk Assessment

Management Planning

Management System and Services Acquisition
Management Certification, Accreditation and Securiy Assessments
Operational Personnel Security

Operational Physical and Environmental Protection
Operational Contingency Planning

Operational Configuration Management

Operational Maintenance

Operational System and Information Integrity
Operational Media Protection

Operational Incident Response

Operational Awareness and Training

Technical Identification and Authorization

Technical Access Control

Technical Audit and Accountability

Technical Systems and Communications Protection

Table 2.1: Security Control Classes and Famili@catzke et al., 2005; Goguen et al., 2002)
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Goguen et al. (2002) say that there are two specdiegories of controls: a control can be either
preventative or detective
« Preventative controls inhibit attempts to violatecwcumvent security policy, and
include controls such as encryption and authemicat
« Detective controls warn of any attempts on or \iola of security policy on a

system. Some controls include: intrusion dete¢tmeess logs and checksums.

While the many preventative and detective contaokslable to organizations protect against and
warn of attack, information security backup cordroked to be installed and run alongside the
regular security controls, keeping important datke sn the case of disastrous events, or in the
event that an attack actually breaches regularrggotontrols. 1S backup controls should
include testing of all backup files, storing ofésibackups of all mission critical information,
backup storage in fire resistant housings and sedd¢ using system backup restoration as part
of testing organizational contingency plans (Katateal., 2005). Setup and utilization of
security controls are very important parts of theimation security process and, when done
correctly, can aid in the continuity of businessgasses in the event of fires, network attacks

and many other environmental and human error crises

Even though security and backup controls may bplace, there is still some degree of risk
involved, which should be brought to levels as lasvpossible. Risk mitigation is one of the
most important parts in the risk-management proaeslsneeds to be done properly in the early
stages of risk management, literally, as soonldkatisks have been identified. Risk mitigation
needs to incorporate prioritization, evaluation amglementation of risk-reducing controls as
identified before. Risk-mitigation controls neeal take into account cost, most appropriate
controls and controls that would create minimaleadg impact to the organization. All of these
need to be researched so that the best balanceben&yund. There are six risk-mitigation
options available to senior management during tleegss of protecting their organization’s
assets (Hash, 2002):

+ Risk Assumption: Acceptance of a possible risk to an asset andnitrauie use of

the system as normal, or the implementation ofrotsto bring the risk down to

acceptable levels.
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- Risk Avoidance: Avoidance of risk by total elimination of the riglause, or by
shutting down certain functions of the system widahse the risk.

« Risk Limitation: Limitation of the risk by use of controls to linthe effects the
threat agent has on the system.

« Risk Planning: Management of risk by development of a risk-managg plan
that utilizes, prioritizes and maintains controls.

« Risk Transference: Transferring the risk by utilization of optionsathmay
compensate for the loss, e.g., insurance schemes.

+ Risk Research and AcknowledgementTo acknowledge that there are flaws in
the system, by researching controls to addressvtheerabilities; ultimately
lessening the risk (Goguen et al., 2002; Hash, 002

As stated before, it is nearly impossible to fulyminate risk without actually rendering the
system that contains the risk unusable (Hash, 20@¥cause of this, one has residual risk,
which is the risk left over after all attempts hdween made to mitigate the risk associated with
the specific system. Residual risk is acceptednlapagement only after it is at a satisfactory
level. If the residual risk is not at a satisfagttevel, then management would have to start at
the beginning of the risk-management cycle andaitsenative controls and methods.

Proper incident response is another important fonctwithin the information security
framework. It is all well and good having a setupolicy and many controls put in place to
minimize the impact of an incident, but one stdeds a plan in place to handle an incident
further, after it has taken place. Take, for ins&g the analogy of a home security system;
unless one has armed response to an intrusion&as bame, one’s home security system does
little more than annoy one’s neighbours (Patza@§3). This is where incident response comes
in, and one of the best ways to create an incidesponse plan is to contact one’s local
Computer Security Incident Response Team (CSIRTHIRTs are organizations that release
technical documents and provide help to anyone iwlearrently recovering from an incident, or
is setting up an incident response system. CSI&Esavailable to anyone needing their
assistance via e-mail or telephone, CERT/CC wasaobribe first organizations providing this
kind of service (West-Brown et al., 2003).
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ISO17799 recommends that an enterprise or orgamizastablish procedures to ensure a quick,
effective and orderly response to security incidethtat may occur. These procedures must
include the following (Guidance Software, 2003):

Identification and analysis of the cause of thedent.

Planning and/or remedies that will prevent the ceo@nce of the incident.

Collection of audit trails and similar evidence.

Communication with those affected by or involvedenovery from the incident.

a bk 0N

Reporting the activity to an appropriate authority.

Thinking about the recommended procedures leadst@niee conclusion that there are three
reasons why the affected organization should dolteta about the attack that may have
occurred. These are as follows (Guidance Softwd@3):
1. Internal problem analysis.
2. Use of evidence in relation to potential breachcohtract, breach of regulatory
requirement or in the event of civil or criminabpeedings.

3. Negotiation for compensation from software and iserguppliers.

Now that one has the background on risk, risk mament and various types of security controls
available to organizational management, the neap $ to determine where these can be
implemented. Thus, the next section introduced-wedd computer security problems

organizations are currently faced with.

2.3 Real-World Computer Security Problems

As society’s need to access critical informatioar@ases, and this includes access to banking,
medical and personal information, so does the rieesecure the systems, software and the
information that is to be accessed by legitimatersido ensure that illegitimate access is
eliminated (Rogers, 2004). As discussed in theipus section, this is done by implementing

information security and policies that prevent uhauzed access. The problem is that until a
hack, virus, Trojan horse, etc., is actually fodadthe first time, there is not much that can be

done to protect one’s organization from it.
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New attacks come out virtually on the hour, and thuwganizations cannot be 100% sure that
they, in fact, have the latest updates, patchesandce packs installed. This is partly because
vendors do not always alert one to the latest @sdéRogers, 2001). These attacks are not
limited to any one industry, and, in fact, occuisettors from medical, governmental and retail,
all the way through the spectrum to academic imstibhs. Coupled with new compliance laws
set out by government, it becomes increasingly maod to adequately protect organizational
information (Radvanovsky, 2004). As can be seemme is safe from malicious individuals in

their quest to cause damage to valuable informatssets.

As previously stated, no organization with a cotioacto the Internet is completely safe from
intrusions and attacks, and below are listed adéthe types of attacks and potential problems
that organizations may have to protect themselgasat (Hansman, 2003).

« Mutant Attacks: One of the problems currently associated with caepsecurity is that
attacks can and are mutated to get past virus scaramd other defence mechanisms.
Take for instance, the W32.Sober worm. Symantacaheemoval tool that can remove
17 variants of this worm, all mutants of the orailvV32.Sober worm, first discovered on
October 28 2003 (Symantec, 2006b).

» Script Kiddies: Another problem is that most seasoned hackers gfuliiow they
completed an attack on hacker websites, such as.matshell.com. Some even release
tools that make it easy to take advantage of dpebifgs in a system; thus allowing
unskilled people to hack a server or website #sey were an elite hacker. These “script
kiddies”, as they are known, can cause damagebtfate could only be done by highly
skilled individuals.

e Eavesdropping: Eavesdropping can be a problem at many levelswadipthe theft of
information, e.g., local, at transmission, wirelesgillover, tempest hardware and
hardware errors. All of these allow hackers tongaicess to data that would normally
not be accessible to them.

» Malicious Software: Malicious software, such as viruses, Trojan hoesescommercial

software used for inappropriate activity.
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* Inadequate Management:Many networks suffer security problems as a direstlt of
administrators and network managers not knowing #hestems properly, or not doing
system updates and critical security patches imely manner.

* Ignorant users: Ignorant users, be they end users or super usetsha lack of security
training and knowledge can put an organization’svoek security at serious risk of
malicious users taking advantage of the system.

» User Error: Mis-configuration and other user errors can leadnemvertent holes in
network security, opening a network up to attadkst twere previously patched and

secure.

These are some of the more prevalent types of isequoblems, and many do have remedies;
however, many only require the education of usdievang them to better understand the

importance of security to the organization.

2.4 Protection Mechanisms

When studying real-world computer security problemhdecame clear that there is a need to
protect the valuable software, networks and infdioma For this reason, there are many
protection mechanisms, all implementing highly ssptated methodologies. In this section the
various protection mechanisms have been discussediell as how they are implemented to
protect an organization from attacks, be they m@kor external, on the network. Protection
mechanisms allow for the protection and presermatibinformation confidentiality, integrity
and availability by controlling user access to ith®rmation asset (Gonzales, 2005). There are
many different categories of protection mechanisid helow are listed the main categories
(Katzke et al., 2005):

» Access control

* Awareness & training

* Audit & accountability

» Certification, accreditation & security assessments

» Configuration management
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» Contingency planning

* |dentification & authentication

* Incident response

* Maintenance

* Media protection

* Physical & environmental protection
* Personnel security

* Risk assessment

» System & information integrity

* Systems & communications protection

Protection mechanisms, such as physical and emagatal protection, are aimed at securing
offices and computer centres by the use of lockaors] and include physical access control
mechanisms like biometric lock controls, or limgiaccess to only those granted access by an
administrator. On the other hand, copy protectiencipherment, digital signatures, data
integrity mechanisms and the likes are all forms média, systems, information and
communications protection mechanisms, allowingat#henticity and confidentiality of data to
remain intact and when data is no longer neededyrely destroying it. There is yet another
mechanism type: that of protection via software apglications, such as firewalls, IDSs and
routing controls to provide safety of informatiomist it is in transit over the network, including
thwarting attempts of external hackers and inteusalrs with insufficient rights gaining access
to confidential information. Many of these softerairiven mechanisms are built with decision-

making abilities for attack, error, user and accaggs determination.

A hard lesson that has been learned by many systdmaistrators is that of assuming that with
the wide range of security mechanisms implementetheir networks, an intruder could not
possibly break through them all. This way of thimkiis foolhardy as all it takes is one mistake
on a configuration, and the attacker has full agcdsor this reason, an IDS is a much-needed
protection mechanism in the detection of intrusidimat occur, even though there are many

protection mechanisms in place (Bace, 2000).
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Currently, technical controls, such as IDSs, warksoblation to access control mechanisms, as
discussed irSection 2.5 and2.6. From this, one can see that intrusion detect®paissive;
therefore, it only alerts an administrator in terd of an intrusion or anomalous event. With all
this said, IDSs are still needed for access cortralork in an organization With the IDS
alerting the administrator to intrusions, he/she gatch and update his/her access control
scheme (Alpcan & Bascar, 2004). Research is cuyrdr@ing done in the field of Intrusion

Prevention (IP), explained in detail later in timapter.

2.5 Intrusion and Intrusion Detection Concepts

As discussed in the previous section, there areyrmpestection mechanisms, many of which are
software based, including that of IDSs. This setintroduces intrusion and intrusion-detection
concepts that recently have been tending towar8s (fhtrusion Prevention Systems) over the
past few years, as the need to catch intruderskiguar in the act increases. This research
currently is the way intrusion detection reseacheading: to proactively identify and possibly
stop an attack. Hopefully, these technologies salVe organizations time and money when
hunting down hackers.

Computer systems / networks have been around ffewadecades now and, as with any
technology that houses sensitive information, aempaople would like to have this information.
As long as computers have been around, so havepdbple devising ways to break into
computer systems and networks. These unauthoazeelss attempts are known as intrusions
and can be defined ds set of actions aimed at compromising the seguyials, namely
confidentiality, integrity and availability of a nguting / networking resource”. The detection
of intrusions (Intrusion Detection) can be defirmsdthe process of identifying and responding to

intrusion activities (Petrovic, 2005).

Modern intrusion detection and intrusion detecsgatems’ research are moving towards a new
type of methodology: that of proactive intrusionendification, allowing intrusions to be
identified before any damage is done, thus catcimtrgders in the act and preventing any future

attacks of this kind from happening again. Thigsvrierm of intrusion detection is known as
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intrusion prevention, as it not only detects attaddut prevents many from occurring at all
(Doctor, 2004).The main difference in methodologies is that ID&sgassive security solutions
as opposed to IPSs, which are active security isolut(Beal, 2005). IPSs are currently

considered the 'next generation’ of IDSs.

Another newly added intrusion detection and praeenarena is that of wireless IDS and IPS
systems. The reason for this research is thae ther many attacks that only target wireless-
enabled network segments and not their wired copates. These attacks include creating of
‘rogue’ access points, war-driving and flooding ARish bogus association requests (Petrovic,
2005). Wireless IDSs/IPSs have evolved over thet feaw years from running primarily on
hosts to systems that have remote agents and hesensors, located in strategic network
locations, allowing administrators to detect, sepd even prevent attacks on their wireless
LANSs.

There are currently two methodologies to which 1@Seribe, the first is that of misuse detection
and the second is anomaly detection, the next tmmsextions give an overview of these

methodologies.

2.5.1  Misuse detection in general

As previously mentioned, misuse detection is a commethod used in detection of
intrusions/attacks in IDSs and is also used byans software to detect viruses. In misuse
detection, the IDS collects the data that needsetecanned for an attack, and each piece of
data is compared against an attack database kefitebiDS, containing signatures of all

attacks that may have already been performed.

These attack signatures need to be updated eittwenatty by the administrator by utilizing

the IDS vendor’s website and downloading the ngmatures or alternatively, the signatures
can be downloaded and installed automatically lyIBS script. Misuse detection has the
important advantage of allowing for a very low @lalarm or false positive rates, as any
attack that it detects has been compared to knatwmsive behaviour and, therefore, should
be flagged as an intrusion attack (Carter, 20@2)other benefit of misuse detection is that it
is already, directly after installation, able toteis attacks out the box, via the signature
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database. Other technologies, such as anomalytideterequire the system to be trained
before it is able to detect attacks (Carter, 2002).

The main disadvantage with a misuse detection enigirthat the systems and networks it
protects are only as secure as the latest attdoktmbms. Intruders and hackers are aware of
the last mentioned disadvantage of misuse detedtienefore it is important to research for

additional solutions and/or additional approaches.

The next section introduces anomaly detection aséitond methodology currently utilized
in IDSs.

2.5.2  Anomaly Detection in General

Anomaly detection in intrusion detection systembabaviour-based and compares a profile
of allowed user behaviour on a system to the adiwmluser behaviour, with any deviation
from the profile being flagged as a potential d&téding et al., 2005; Maselli et al., 2002;
Bace, 2000). Anomaly detection works on the ided if something is out of the ordinary, it
is more than likely a potential threat to the systeSystems, based on this paradigm, have to
be trained in order to recognize which behavioumgmal and which is not and thus

unacceptable (Maselli et al., 2002).

One of the main advantages of an IDS based on dpahetection is the fact that it can
detect attacks that are not yet known or do noelsignatures available for the attack. In the
case of many internet worms, this is a good thimdghdve as they mutate through many
versions to defeat IDS signatures. The downsidmtonaly detection, which must be taken
into consideration when defining any detection radtiogy, is that there are usually many
false positives. This means the system detecseg lbehaviour as an attack, when in fact the
user has just changed his work habits slightly €4al2004; Maselli et al., 2002).

The main criticism with anomaly detection engirfesyever, is the fact that an intrusion can
fly under the radar. This is done by the useuér performing his attack step by step,
slowly over a long period of time. By doing soe tinomaly detection engine will be trained

to accept this behaviour as normal, and it will bettaken as an intrusion. This is able to
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take place because anomaly detection engines egedar training to allow the engine to

function better as users and other variables osyeem are updated (Tan et al., 2002).

This weakness needs to be addressed by a protectionanism that prevents attackers from
exploiting the vulnerability. This protection mectism existed in the previous NeGPAIM
model and is still very applicable to the updateelGRAIM-W Model. The mechanism is
referred to as the safe mechanism in this disgamtatThis safe mechanism is implemented

in the fuzzy engine and will be explained in Seti03.1.

In the next section, the history of intrusion détet and IDSs in particular, have been

discussed in detail.

2.6 History of Intrusion Detection Systems

As can be seen from the previous sections, intnudetection systems have come a long way
since their beginnings in the 1970s when the Anaeribepartment of Defense (DOD) and the
American government, began to see the proliferatfocomputer usage within their ranks. This
proliferation of computer usage began to scare dpper echelons of the military and
government. Since auditing of computer systemsdiaghdy begun, and the audit community
had much experience in the tracking and loggingativities taking place on computers, they
were enlisted for their knowledge, thus assisthng military to track computer usage. Between
the years 1977 and 1978, meetings were set up éyN#tional Bureau of Standards with
Electronic Data Processing (EDP) auditing orgainat both governmental and commercial
(Bace, 2000; Bruneau, 2001).

James P. Anderson was the first to realize the faremh automatic audit trail review to support
the goals of computer security. He published a\stior the US Air Force in 1980 that is
considered the birth of Intrusion Detection and aewved the notion that misuse could be
“detected” as well as other user specific actigitieHis paper was based on a client that had a

stringent security policy, and all audit logs wereecked manually by security staff, Anderson
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proposed a taxonomy for classifying risks and ttsréa computer systems that differentiated

problems by source, either internal or externacé3&000; Innella, 2001).

Dorothy Denning and Peter Neumann researched areloged a model for real-time intrusion
detection (between 1984 and 1986). The model pegbovas an expert system, named IDES
(Intrusion Detection Expert System) (Denning, 198@)heir research was funded by the US
Navy's Space and Naval Warfare Systems Command \(EMAS) and proposed a correlation
between anomalous behaviour and misuse in systBmsning went on to write another seminal
research paper on IDES and intrusion detectior®B71 Denning and Neumann’s 1986 model
was implemented in a prototype by SRI Internaticavad was completed in 1992. During the
1980s, many prototypes and models of intrusion afiete systems were written, primarily

because of the works of Anderson and Denning (B2@@Q; Innella, 2001).

The next great advancement in intrusion detecty@tess came in the form of hybrid systems,
integrating both network-based and host-basedsitinudetection systems into a more holistic
IDS. This took place in the early 1990s and comsudoday, with new advancements in
technology tending towards early detection and em&@won of intrusions with Intrusion

Prevention Systems (Bace, 2000; Bruneau, 2001).

2.7 Conclusion

As seen through the research of James Andersomtii3oiDenning and other pioneers of

intrusion detection, intrusion detection systenes iadeed not only needed, but are, in fact, an
indispensable part of any organization’s arsenaioofs to detect and stop intruders, whether
internal or external, to the organization. Asuston detection evolves into wireless networks
and into intrusion prevention, administrators wjkin more control over their systems and
networks, allowing for the information therein trmain safe from those wishing to steal, corrupt

or even destroy an organization’s most valuabletags information.

The next chapter take an in-depth look at the 1D @8 world by showing a typical architecture
of IDSs as well as demonstrating the protocols brclwvnetworks are dependent.  This will not
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only provide knowledge about how the networks ojeraut also indicate the need for security
mechanisms, like intrusion detection systems, Drefence-in-Depth strategy. Defence-in-Depth
can be defined asHaving multiple layers of defense much like thestayof an onion. Each
layer complementing the others by providing a diffié type of security mechanism but
achieving the same result (defenceindepth.com,)2007
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Chapter 3

Important Network Standards and Attacks

3.1 Introduction

As indicated previously, intrusions and maliciolsens have always been a part of computing
security history. Therefore, the protection obmmhation resources should be one of the primary
objectives when developing an organization’s infation system. One way to protect
information resources is through the use of toadd &re available to organizations to boost their
security and mitigate the risk of attack to accblatdevels. One of these is an Intrusion
Detection System (IDS). This chapter focuses rganlnetworking technologies and standards.

To understand how to solve a problem, one firsdade fully understand the environment in
which the problem exists, as well as the probleselfit For this reason, it is necessary to
understand the various network technologies on hwhidypical IDS resides. This allows one
insight into possible problem areas within eachhef various technologies, as no technology is
flawless. With this information, it is possible tetermine what the architecture of an IDS

should contain and how best to design the IDS.

When thinking about the architecture of any toale dirst needs to know the environment in
which the tool will operate, and IDSs are no défer The first part of this chapter explains
where networking started, where it currently isj arhere it is heading. The chapter moves on
to discuss the OSI reference model and how itsrdayee implemented. The physical
networking standards are also looked at, includiegy standards, such as WiIMAX and others.
All the aforementioned groundwork leads to the cofixhe chapter: a discussion about hacks

and attacks based on wired and wireless networks.
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3.2 Networking in General

Computer networks have been around since the 1868sl and have taken over the way
organizations do business, as well as making isiptes for any person to do business with
anyone, anywhere in the world. This is done in astant; the process of doing business
becoming easier and receiving payments faster évan before (Lesonsky, 2006). Computer
networks inherited their basic functionality frohretpre-existing telephone networks. Computer
networks are a logical evolution from telephonewugks, seeing as how both telephones and
computers are extremely important in the way modmrsiness is done. Networking can be
defined as “the interconnection of workstationsripgdeerals (such as printers, hard disks and

scanners) and other devices” (Amato, 2000).

This information isneeded as a background to furdtepters of this dissertation, allowing
insight into the direction in which computer netk®rare moving, including knowledge on
vulnerabilities and attacks against networks. his section, the history and future of computer

networks is discussed.

3.2.1  History of Networking

High-speed data communications were developed alatihgthe systems supporting them in
the 1960s, when some of the first modems were &ecy shift keying modems. These
modems were only capable of transmitting a datastrof 1,200 bits/s over dedicated wires,
or over the public switched telephone network anelower speeds of 300 bits/s (Freer,
1988). Over the next ten years, data-transmissp@eds over the public telephone network
increased to average speeds of 2,400 bits per dexdass. This was used to send data to a
remote host for processing by an application pnogrso these were host-centric networks.
To send data to another city or town, the data d/éitdt have to be sent to a remote host and
only then would it be relayed to the destinatiostha process known as terminal-to-terminal
communication. This communication ran via progugtprotocols, making it difficult to

communicate between organizations running diffepeatocols (Wilder, 1998).

The next big leap in internetworking computers waes conception and wide-scale adoption
of Local Area Networks (LANSs), allowing for the @rconnection of computers,
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workstations and terminals in a building or grodpbaildings. This emerged in the 1980s
and began a trend in networking towards high-capémiv-cost networks. This trend is still

applicable in modern LAN environments, allowinglyrdistributed computing to become a
reality, as well as various other technologies peopday take for granted, such as e-mail,

online shopping and online banking (Freer, 1988).

Today, according to Stallings (1997), the competanmunication networks revolution has
reached a new level and can best be describedi@asdo
« There is no fundamental difference between datacgssing and data
communications equipment; the lines between equmpre becoming blurred.
« There is no fundamental difference between datagvand video communications.
- The differences between single-, dual- and mulbepssor computers, LAN, WAN,

MAN and other long-haul networks are becoming itidet with each passing year.

Next, modern networks and the technologies thatdhem are discussed.

3.2.2 Modern Networks

Computer communications networks have progresspillyasince their inception in the
early 1960s. Today, one has faster speeds, greateectivity and even wireless and fiber
optic communication technologies, all allowing ttve better communication of data from
one computer to the next (Coffman & Odlyzko, 2000letworks today are an indispensable
part of the way most organizations conduct busingbkgther it be in their online presence,
such as in banking, ordering materials, order @siog or any other business process,
networks enable them to perform these processes gaficiently (Lesonsky, 2006). Most
modern networks are implemented using non-propkiat@twork standards and protocols,
such as Ethernet 802.3 and 802.11, which overctwaearlier problems mentioned above

regarding the difficulty of communication betweesers of different protocols.

The Internet is the biggest computer network irsxice and has benefited much from the
standardization of communication protocols andddatss. The Internet is older than most
people believe, starting in the early 1970s withP®RIET (Leiner et al., 1997). The Internet

took off commercially around 1995, and today, thiednet's growth is doubling each year.
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Arguments have been made that this may continuthéoremainder of the decade (Coffman
& Odlyzko, 2001). Today, one can access the Iletemmost anywhere: in airports,

shopping malls, on cell phones, on PDAs, etc.

Networks grow in use and speed at a rapid paceteatchologies, such as fiber-optics, are
currently replacing copper-based networks to kéepspeed of networks increasing past the
gigabit boundary and beyond (Armosky & Hemenway)®0SafeNet, 2006). Currently,
copper-based networks have been stretched tortfaaimum and are limited to one gigabit
on Ethernet. On the other hand, fiber-optics dne # surpass this limit to speeds of 10

gigabit and even further, as research suggests.

Below is a list of the currently available physi€gdA/TIA (Sheldon, 2001) cable types that
are available to an organization when implemenitsgcorporate network. Some are no
longer in wide use, but are listed because they stidlybe in use in many organizations.
Unless there is a good reason not to, Cat 5, Becables should be used.

« EIA/TIA Cat 3: UTP (Unshielded Twisted Pair) Cable. When rugni@at3
anywhere in a network, then 100Base-T4 must be asetilOOBase-TX can only
operate at 100Mhz (Panduit, 2004). 10Base-T alltawsup to 10Mbit/s data rate
(ADC, 2003). It allows for 100 meters maximum &hin, terminated with an RJ45
connector and can only handle up to 10Mhz of badthw{Panduit, 2004). It is
utilized mainly in two-line telephone networks.

» Cat 4: Unrecognized by the EIA/TIA, 16Mbit/s data rapeeviously used in Token-
Ring networks.

* EIA/TIA Cat 5: UTP Cable. Can be run as 100Base-TX if Cat5pi56 is run
everywhere in one’s network (Panduit, 2004), allayfor 100Mbit/s data rate and
has to run at 100Mhz bandwidth (ADC, 2003). Iba# for 100 meters maximum
cable run, terminated with an RJ45 connector. @bsas surpassed by Cat5e.

« EIA/TIA Cat 5e: UTP or STP (Shielded Twisted Pair) Cable. Canrlre as
100Base-TX or 1000Base-T if CatSe, 6 or 7 is ruargwhere in one’s network
(ADC, 2003). 100 meters maximum cable run and basit at 100Mhz bandwidth
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(ADC, 2003). This is currently the TIA minimum momended cable for new
network installations (Panduit, 2004).

* EIA/TIA Cat 6 : UTP or STP Cable. Can be run as 100Base-TX o0B&¢e-T if
Cat5e or 6 is run everywhere in one’s networkalliws for 100 meters maximum
cable run terminated with an RJ45 connector andidaien at 250Mhz bandwidth
(ADC, 2003). Backwards compatible with Cat3, 5 &edalthough data transmission
speed may be less.

e |ISO/IEC Cat 7: ScTP (Individually Shielded Twisted Pair) or STBble. Allows up
to 10Gigabit Ethernet using a TERA connector natsgme on other standards. It
allows for 100 meters maximum cable run, Terminateth an RJ45, GG45 or
TERA connector and has to run at 600Mhz bandwidab(, 2003). Cable
shielding around individual wire pairs, groupedsecond shielding. Standard only

in draft form currently.

Even though there are many different cabling stededproviding varying data transmission
speeds, there is still the problem of connectiaitg portability of wired networks, leaving a
gap in the market for wireless-based network teldgies. Wireless communications, while
not all that fast, allow one to move and have atdesthe corporate network anywhere,
anytime, and data transmission speeds are incgeasimstantly, as is discussed in Section

3.4. Thus, wireless networks are undoubtedly dieré of next generation networks.

3.2.3  The Future of Networks

As previously stated, wireless networks are thertuof networking. Even with wireless

networks, there will still be a need for fasteresxto information. With the ever-increasing

need for faster access to information, and the amob data needing to be transferred

between computers and organizations, networks heaille to adapt to meet the needs of

organizations. Some of the requirements put owaerls could be similar to the following:

e Security Requirements: Security in future network technologies should vetri

towards smarter Layer 2 security because as netwockease in capacity, there will
be more strain on Layer 3-based security technesogrhis strain could include

higher false alarm rates in IDSs and high latenbgnvusing firewalls. Security in

34



future networks will more than likely have high-djtiaLayer 2 encryption built into
the devices, unlike those currently available, Whweere an afterthought, such as
WEP in wireless networks discussed in Section 3.4.

* Application Requirements: As application programs gain functionality, thesage
of network resources usually grows too. Applicasiosuch as online collaboration
tools, may use a great deal of network resouraes,fature networks will need to
note this. More and more video streaming appleeti such as MSN Messenger and
Skype are being utilized within organizations asx@ans of communication. They
also utilize a large number of network resourceemwkhe whole organization is
connected.

» Cost Requirements: Costs of new network technologies, as well as @irbility
with currently existing technologies will also pley role. Replacing existing
infrastructure would be too expensive to do albate, so new technologies must be
compatible with older networks. As more data needbe sent/received, there are
expectations that the cost of transmitting datd Wwdcome cheaper via the new
networking technologies. This is a trend that iplaxed by Moore’s Law, which
states, “The cost of technology declines by 50%ryev@8 months” (Coffman &
Odlyzko, 2001).

* Technical Requirements: Technical requirements play an important role ie th
future of networking. Requirements, such as dedaster speeds, cabling types,
cable connectors and networking equipment, willdnieeadapt and become smarter,
faster and more robust as networks move forwaréw Network technologies will
need to be scalable and have the ability to adapilyeto shifting bandwidth
requirements, perhaps more than ever before.

When analyzing this history of networking, it i®at that standards and protocols are what
make today’s networks more robust and allow foatgrecompatibility than the proprietary
network standards and protocols of the past. t#leroto implement a successful IDS, one
should understand the most important standardspamicols. There are many different
standards and protocols in the networking worl@: dhes discussed in the next section are
the standards that have an impact on this disgsrtat
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3.3 OSI Reference Mod

In the previous section, it was said that standardsneeded to promote interoperability an
improve security. The OSI (Open Systems Intercotioe) reference model is one such gr
of standards.This model was crded by the ISO (International Standards Organinqténd was
released in 1984 to help network equipment vendogate intercerable equipment (Amat
2000; Stallings, 1997). The OSI model was designed, gusinvidely acceptable and eas
understood tdmique: layering This Section on the OSI model allows one to unded
concepts such as the OSI layers, which is need&hapters 6 and 7 for explanations of atl

detection.

The ISO implemented the model using layering bezaech layer performs a subset of
operations that are required in communication \aittother computer or system. Each le
relies on its neighbourinpwer layer to perform more primitive operaticand to conceal th
details of those operations from the next hi-level layer to which it provides servi
(Stallings, 1997). Secondly, the layered approsak chosen because it divides the interrel
aspects of the network operation into less cox elements, also preventing changes in one
from affecting the others (Amato, 2000). Below isopy of the OSI reference model ure 3.1.

4 ™
. ™~
Application pu—

Presentation

p— Host Layers

Session

Transport  —

Network —

N | W | h O & N

Data Link — Media Layers

=9

Physical —
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Figure 3.1: OSI Reference Model
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The OSI model can be logically split up into twatsens. Layers 1-3 can be grouped as media
layers, as they are concerned with the physicalnconmications’ media and actual delivery of
messages over the network. The second groupipersial-7, is grouped as host layers as they
are concerned with the accurate delivery of dathedhost (Amato, 2000). Below are listed the
layers and an explanation of what operations eagdr lis responsible for.

1. Physical Layer: This layer defines the actual network media, ,edjectrical,
mechanical, wires, operating, voltages and equipsgecifications.

2. Data Link Layer: This layer’s responsibilities lie with the actuedrisit of data over the
network medium, and it is concerned with the rééabansport of this data. It also relies
on physical addressing, or MAC addresses, as odpmskgical IP addresses, used in
Layer 3. Its responsibilities also include netweokology, error notification and flow
control of packets.

3. Network Layer: The network layer provides connectivity and psdiection between
two end-systems. These systems may be in geogediyhdifferent networks, e.g., the
Internet. Routers function primarily at Layer 3.

4. Transport Layer: Layer 4 is responsible for segmentation and reasiseaf data into
data streams. Its main focus is to relieve/shibkl upper layers from transportation
problems and data transmission implementation.

5. Session Layer: The session layer, or Layer 5, does as its hamgestsy it establishes,
manages and terminates sessions between appligatgnams. It also takes care of
exception reporting of problems occurring or orgging in Layers 5, 6 and 7.

6. Presentation Layer: Layer 6’s concern is mainly that the representatibmformation
sent by the application layer of one system is abbdby the application layer of the
receiving system. The presentation layer translagtween multiple data representation
formats by using a common format.

7. Application Layer: Layer 7 is the closest layer to the end user aodiges network
connectivity and services to user applicationsm&of its functions are: synchronization
of cooperating applications, establishment of comigation partners, establishment of
agreements on error recovery and control of dategiity (Amato, 2000; Stallings,
1997).
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Some of the standards that utilize the OSI model lwa found in the next few sections: they
implement the lower layers 1 - 3 of the OSI modehereas the upper layers 4 - 7 are

implemented by protocols, such as TCP/IP.

3.4 802.3 Ethernet Standard

The previous section gave a generic backgrountieaartost common network standards. The
802.3 standard is one of the many standards creatddmaintained by the IEEE Computer
Society. The 802.3 standard is concerned with CEMA(Carrier Sense Multiple Access with
Collision Detection) and physical layer access sjpations. The standard covers Ethernet
standards 10BASE-T, 100BASE-TX, 1000BASE-T, andytlaee the most commonly used
Ethernet types implemented in organizational neta/arunning with data transmission speeds of
between 10 and 1000Mbit/s (IEEE Computer Socie§02). 10Base-T has a maximum
bandwidth of 10Mbit/s, 100Base-TX, also known ast f&thernet, allows for transmission
speeds of up to 100Mbit/s and 1000Base-T (prewoli8D0Base-CX), also known as Gigabit
Ethernet, is able to transmit and receive datapatoul000Mbit/s (IEEE Computer Society,
2002). New additions to the standard as with 8&d2.Bave increased to 10 Gigabits with

transmission speeds of up to 10Gb/s.

Some of the problems inherent in the 802.3 stankdave to do mainly with the way the protocol
advertises addresses using ARP (Address Resol@iotocol) and DHCP (Dynamic Host
Configuration Protocol), which cannot be securethva layer 3 security mechanism (Finn,
2001). The reason for this is primarily becausedtganization may not have legal or physical
access to the layer 3 endpoint. With ARP attattless MAC addresses can be spoofed and data
stolen off the network during transmission. Thaés de done using man-in-the-middle attacks
(Finn, 2001). There are many other attacks thathm performed relatively easily against an
802.3 network, including VLAN (Virtual Local Area étwork) hopping, MAC flooding,
Spanning Tree protocol vulnerabilities and PVLANriyBte Virtual Local Area Network)
vulnerabilities. Most of these attacks and vulbéitées are performed at layer 2 of the OSI

model and cannot be easily detected (Cisco Sys2008b).
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Access control is the most common way that adnmatists control access to assets over the
802.3 protocol. The problem with access contrah& while the latest forms of access control,
such as biometrics, secure tokens, smartcards @aolec Key Infrastructure (PKI), are becoming
more resistant to attack (Unisys, 2005), the ofdems of access control, such as username /
password pairs, are still very much at risk andehaany vulnerabilities associated with them,
according to Gast (2004). The reason for thish&t tmany attacks are outside of the access
control mechanism’s original design specificatiowl ahus, can penetrate the access control with
ease (Gast, 2004). One of the ways organizatiame been combating attack on older access
control protocols is by the adoption of encryptinmnels, such as TLS (Transport Layer
Security) and IPSEC (IP Security Protocols).

According to Gast (2004), researchers have fourat there are some problems with
authentication over encrypted tunnels, in that thater encryption tunnel and inner
authentication tunnel are not strongly associat@ithe problem is not on the part of either
authentication or encryption protocols, but ratimethe way they are combined, leaving them
vulnerable to attack. Therefore, it can be seanlibth layer 2 and layer 3 security mechanisms
have their benefits, and a combination thereof Wdid most effective (Gast, 2004). Take for
example, the combination of layer 2-based 802.1Klayer 3-based IPSec security technologies
running alongside to fully protect a network rurgnon the 802.3 and the 802.11 standards. This

is highlighted in the next section.

3.5 802.11 a, b, g and n Wireless Standards

As mentioned in the previous section, the 802.3gma has many possible vulnerabilities; so
too do the 802.11a, b, g and n standards, parttause they are based on the 802.3 standard.
There are many more vulnerabilities and problens®@ated with running an 802.11 network,
primarily because it is a wireless network, andvawes are not as easy to protect as wired
networks (Owen & Karygiannis, 2002). This is doetlie dispersal of radio waves not always
being controllable, so further attackers need rgt into a wire to gain access (Owen &

Karygiannis, 2002). This section will describe sonfi¢he problems associated with the wireless

39



standards 802.11a, b, g and n, as well as some stadees and flaws within the Wired

Equivalent Privacy (WEP) protocol.

Wireless LAN is one of the most common uses of g technologies for data transmission.
Speeds vary between 1 and 54Mbit/s and, with sommpression technologies, data
transmission can be the same as their wired cquartsr With the arrival of the 802.11n
standard sometime in 2007, the speed of wirelesbld Avill be boosted to 540Mbit. The
frequencies that the 802.11 standards run on afellas/s: 802.11a runs on the 5 GHz range,
802.11b on 2.4 GHz and 802.11g on 2.4 GHz (Owenagyiiannis, 2002). The average range
of wireless LAN equipment, including access po(#Bs) and wireless cards for notebooks and
desktops, is around 30 to 100m, but the signabeaamplified much further (Flickenger, 2002).

Radio frequencies are regulated; therefore, annighon’'s wireless communications are
limited to certain frequencies by law. In Southriéd, communications are regulated by ICASA
(Independent Communications Authority South Africa) the United States by the FCC
(Federal Communications Commission) and in Europge BRO (European Radio-

communications Office). Usually the frequency baB@Hz and 2.4GHz are for use in wireless
networks without a licence in most countries (MdGugh, 2004). This, coupled with the
broadcast nature of radio signals (Interlink Nekgpr2002; Aruba Networks, 2004), makes it
very easy for passive eavesdropping on a wirelessank to take place. This is especially true
seeing that the hacker already knows which freqgesnte intended target will most likely be
running on, thereby making his/her attack easied, @lso because of lower quality encryption,

usually 56bit keys instead of 128bit keys.

Wireless networks are costly as an initial investimbut their flexibility make them, more often
than not, cheaper to run than wired Ethernet (Mi@igh, 2004). Often this saving of money by
the organization may make the vulnerabilities awdeptial threats associated with wireless
technologies worth the risk. The increased mgbditusers may also help justify the additional
risk, as users can connect to the network fronuaily any location in the organization that has
wireless coverage and will not have to find a neknmort to get connected. It will be difficult
for wireless networks to replace wired Ethernetvoeks, because the speeds at which data can
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be transmitted over wireless is still nowhere nimr speeds of its wired counterpart (Gast,
2002).

A new initiative from a group of companies to reelube gap in data speed is the definition of
the 802.16 wireless standard. This standard eslkalswn as WiMAX and will provide roaming
data networks, which, like those of cellular telepés, will be indispensable to organizations in

their day-to-day business networking. WiMAX isalissed in detail in the next section.

3.6 802.16 WIMAX Wireless Standard

As highlighted in the previous section, the newzward in wireless networking is WiMAX.
Worldwide Interoperability for Microwave Access (MAX), also known as 802.16, is a fairly
new technology that will allow true broadband Intgrover a wireless medium. It could also be
used to replace any existing wireless networksdhaideemed too slow. WIMAX is a point-to-
multipoint connection, according to Vaughan-Nich{@©04). Point-to-multipoint microwave
connections have been in use for years by compasueh as Alcatel and Siemens in proprietary
forms. With the WIMAX standard high-bandwidth, eless point-to-multipoint connections
will be standardized allowing any WiMAX-based equgnt to connect and access any access-
point, no matter the brand (Vaughan-Nichols, 2004).

According to Vaughan-Nichols (2004), WiMAX will merthan likely provide a backbone
between buildings and areas for 802.11-based wsd®tspots, thus creating a truly wireless
solution as seen in Figure 32low. The way this will work is that carriers wowse rooftop
base-stations, connected to the Internet. Eacle Btstion would make use of WIMAX
technologies to connect to externally or internallgunted client-side antennas; thus allowing
for both Non-Line Of Site (NLOS) and Line Of Site(JS) connections.

41



() —ZZ—

Home Subscriber

spHl 3

Figure 3.2: Simple WiMAX Implementation.

R

Y

\/
AX
v
/)

&

(‘97

/XX

WIMAX, unlike most other wireless technologies,oals one to transmit data over multi
broad frequency ranges, allowing for multiple seevproviders to provide service over WiM#
and not clash over frequencies, as in 802.11 bastdorks. The 802..d standard is set to rt
between the frequency bands of 2GHz and 11GHz. stémdard was finalized in 2005, w
amendments to the standard being finalized by 28@6 in the 802.16e standard. The 1
standard will support nomadic, mobile and statig network solutions, running betwe
10GHz and 66GHz frequency bands (Motorola, 20!

The name, WIMAX, has been loosely coined and isluserefer to both 802.16d and 802.:
standards. One of the problems that arises isthigaB02.16d and 802.16eandards are not
compatible. According to Motorola (2005), thistfadll cause many organizations, which h:
already started implementing the ‘d’ standard, fgwis as they will have to replace all th
equipment to gain the advantages of the ‘e’ strd. The reason for the incompatibility is tl
the 802.16d standard will make use of Frequencysidin Duplexing (FDD), as opposed to
Time Division Duplexing (TDD) frequency plans oktl802.16e standard. Many companies
holding back on the instation of WiMAX until the finalization of the ‘e’ tandard in late 2006
Security will more than likely become one of thikitag points with WIMAX when it hits the
market in earnest, especially noting the fact WaMAX can also be mobile. Mobility o

WIMAX is one of its key selling points: one caniaround and pickup signal and use
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network; but this, too, has huge security ramifarad. In the next section, the focus is shifted to

the different types of attacks that can occur areless and wired networks.

3.7 Hacking Wireless Networks

Now that a background has been provided on thergenetwork model, and the different

standards based on the generic model have beamsskst; it is now appropriate to look at the
different attacks. Wireless networks, and the esyst that support them, are vulnerable to a
variety of attacks: both regular attacks that dse @revalent on their wired counterparts, but
also a host of new attacks that specifically tangeeless networks and cannot be run against
regular wired networks. This section is dedicatethose attacks that specifically target wireless
networks. As mentioned in a previous section, g networks pose their own problems due
to the broadcast nature of wireless, and the fadt tadio waves cannot easily be controlled or

confined to a specific area.

There have been some attempts to combat attacksstigaganizational wireless networks and
the dataflow in these networks, e.g., WEP (WirelEgsiivalent Privacy), SSID (Service Set
Identifier) hiding, etc., but these are merelytations to a hacker trying to break into the
network. According to McCullough (2004), WEP hastprimary weaknesses that hackers
exploit - its key distribution and the encryptidmgth of which have major flaws. Below are

examples of three attacks that are based on thienesses described above.

Attack 1

WEP makes use of 40bit (weak) or 128bit (strongryston) secret encryption key, but, the
biggest problem with WEP is that a hacker needi¥otaothing more than passively monitor the
network and collect a maximum of 25GB of data. Theker will then have the ability to get the
encryption key and decipher the data flowing arotimel wireless network. Collecting this
amount of data may take a few hours to a few d@ggending on how busy the network may be
(McCullough, 2004).
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WEP has two methods of protection against the apasgsive sniffing attacks. The first is an IV
(Initialization Vector), which is appended to theesed key, and is used to prevent the encryption
of two cipher-texts with the same key stream. 3$é&eond is the IC (Integrity Check) which, as
the name suggests, is a field in the packet th&emaure that the packet stream has not been
changed/modified during transmission of the datdnfortunately, neither of these control
mechanisms has been correctly implemented, thudtiresin poor security (Nichols & Lekkas,
2002).

Attack 2

Another attack resulting from the poor security amglementation of WEP is to actively inject
traffic. In this attack, an attacker will know tp&intext of one message sent over the network,
which he may or may not have sent, and with theygted version of this message, he will
begin to construct correctly encrypted messageghwkill be sent to the access-point or mobile
device and will be accepted as valid. With sonfngi of messages, an attacker may intercept
SNMP messages and change them slightly to gaihefudccess to an access-point (Borisov,
Goldberg & Wagner, 2001).

Attack 3

A third attack that can be very dangerous to aramggation is that of a Table-Based attack,
where an attacker will build a table of all Vs ifialization Vectors) and their corresponding
key-streams. Around 15GB of storage space willised, and all the hacker needs to get started
is the plaintext of one single packet. This attecgossible because of the small number of 1Vs
that can be generated before they are re-usede thadacker has his table built, he can decrypt

any or all of the packets sent over the wireles&ork (Borisov, Goldberg & Wagner, 2001).

The three attacks listed above show how easytd &ctually attack a wireless network that has
insufficient security mechanisms and weak encryptitf WEP encryption is the only option, the
keys should be changed on a regular basis to awoalithorized people gaining access to
organizational information and secrets. There rmBny other ingenious ways of attacking
wireless networks. Through the problems associatdtdthe WEP protocol, these attacks often
expose the network to a host of generic hacks #adkas that can be run against either wired or

wireless networks. Some of the generic attacke een modified or mutated slightly to allow
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for newer breeds that target wireless networks iBpaity. In the next section, many of the

generic hacks and attacks used against organiahtietworks have been discussed.

3.8 Generic Hacks and Attacks

As concluded in the previous section, there arettess attacks and exploits that are available to
a hacker wishing to infiltrate a network. All hieésneeds do is scan the network and see which
vulnerabilities have not been patched (McHugh et 2000). With Microsoft Windows, for
example, estimates claim that over 94% of home-caenpwners are running a version of MS
Windows, and a large install base like this makexkhbrs interested in discovering
vulnerabilities, to get “the most bang for theircku as it were (McCullough, 2004). Most
networks will have a few security holes in theistgyns, even though they are patched and up to
date. At worst, a newly installed server may hawesecurity patches installed at all, opening it
up to a world of attacks (Broersma, 2006). Thigisa shows some of the more prevalent types
of attacks, which are generic to both wired anceless networks, focusing, in some cases, on
wireless-specific attacks, and how they have beediffred to cause major problems for wireless

network administrators.

There are generally three types of hackers, namédhte Hats, Grey Hats and Black Hats
(Hafner, 2000). The difference between them ishat they use their hacking skills for. On the
one hand, white hats gain knowledge into hackinthoaologies so that they can better combat
the exploits that the black hats use to attackesyst Black hats are constantly striving to find
new ways to damage organizational networks and atengystems, and mostly stick to the
philosophy that information should be free accogdio Hafner (2000). Grey hats are in the
middle: they often try to do some good in the wdrldposting hacking information, including
hacks on the Internet, so that organizations carhghe holes. The problem comes in as many
other black-hat hackers gain the same knowledgeusadt in the reverse sense (Hafner, 2000).

These days, hackers are not just out to make n&mndeemselves anymore. Now terrorists,
known as cyber terrorists, are involved in the raglgame. The reasons that they use the

electronic medium as their target are quite simgtey can remain anonymous, inflict huge
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economic damage and, with the use of the Inteoaet,strike anywhere and anytime they wish.
The psychological effects of cyber terrorism are thost effective part of their strategy: most
people who bank and purchase online are fearfuhafing their money stolen online by
someone who they cannot see (Weimann, 2004). ksthave been evolving over the past
twenty or so years, from attacks aimed at singlepders in the 1980s to individual networks
being targeted in the 1990s. Lately, it has emetgatithe global computing infrastructure is a
prime candidate for attack. This can be seen &attack that occurred in October, 2002, where
an attack was launched against the 13 Internetgexters providing the Internet’s core DNS,

effectively cutting the Internet off for about aour (Ciampa, 2005; Weimann, 2004).

Some of the most menacing attacks are listed bedad these are performed against both wired
and wireless networks. Many of these attacks aveeneffective in a wireless environment
because of the ease of connection into the netimdtle absence of wires.

1. Man-in-the-Middle Attack: Man-in-the-middle attacks are interception attacks,
whereby an attacker will intercept data destinedafealid user, modify the information
contained in the data transmission and send thdynewadified information on to the
recipient, as can be seen in Figure @3ampa, 2005; Boyd & Dasgupta, 2004). An
example of how this attack could take place wowdfla hacker places a fake website on
a corporate LAN, which looks like an Internet bamkisite for instance, and diverts
access from an actual bank site to his fake diteers will browse to what they think is
the bank site and will type in all their informatiancluding pin numbers. The face site
will then redirect them to the real bank site, #mel users will be none the wiser that they
have had their information stolen. Within a wisdeenvironment, this attack is easier to
perpetrate than in a standard wired LAN, becaus&cier does not need to be connected
directly into the network by any wire, he can memiiff packets off the radio waves and

modify them, as was discussed in Section 3.5.

46



Host A sends message Hacker Intercepts and Hosi B Gels message
to HostB modifies message from HostA

Figure 3.3: Man-in-the-Middle Attack

Man-in-themiddle attacks can be either active or passiveatone. With passive attack:
the hacker will capture sensitive data and semah itvithout his presence being notic
whereas in an active attack, the contents of tiptuoad information is altered, there

greatly increasing his chance of being noticedrf@a, 2005).

. Replay Attack: A replay attack is similar in nature to the r-in-the-middle attack,
discussed in the previous point, in many respeétewever, replay attacks capture
message travelling between hosts, and itored and sent again latelhen the hacker
“replays” the original message. The point behihds tattack is to gain a trust
relationship between attacker and a server, elgenwhe hacker intercepts maintena
messages or requests between a fileserver anc abitectory servi, he can store tr
message and later, at will, replay the messageetadtive directory server and thus g

a trusted link to it.

These messages are usually encrypted. By gaihmgérver’'s trust, the attacker ¢
gradually change the message ky bit, and in doing so, eventually ws out the
contents of the encrypted message by the repleesvel from the active directory sen
(Ciampa, 2005). Thprocess is shown in Figure . This attack could be used agains
accesgoint to gain acces to its internal configuration, by replaying admirative
SNMP requests to the acc-point from network management applications. Fraret
the attacker may gain valuable information, suciMA< addresses of clients and W

keys.
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trust link with AD Server

4. Alters message and sends ——3= Rejects Message
to the AD Server
5. Alters message correctly ——— Accepts Message
and sends to the AD Server

6. Attacker can decrypt message
now

Figure 3.4: Replay Attack

3. Denial of Service (DOS) Attacks

Denial of service attacks can be one of the mosastating attacks against a network
that this kind of attack denies legitimate userseas to resources that they may nee
be productive in their jobs. ome of the ways DOS attacks can be performed
network are listed below (CERT Coordination Cen2€Q5)

1. Attempts to “flood” a network, thereby preventingcass

2. Attempts to break communication between machineshé network, thereb

stopping flow ofdata
3. Attempts to prevent individual users from accesanfigrmation or service

4. Attempts to disrupt services to a specific systemser

One of the most common types of DOS attacks rumnagan organization is that
bandwidth consumption. When an organization’s badih is consumed by a DC
attack, the organization not only loses revenues fiost -mails, eeommerce sales ar
the likes; but also loses the capital spent on the ati@amadiwidth itself, which can rv
into tens of thousands Rands per month. To run a bandwidttensive DOS attack, &

attacker will infect many thousands of computersiduspecting Internet users v an
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application. The infected computers form whatnewn as a bot-net, a network of bots

that wait for the master’'s command to start flogdanspecified website or organization.

The bots, also known as zombies, do nothing onrtaehine which they infect until told

to do so by the bot-master/hacker. This makes thard to detect (Kawamoto, 2005).
Most zombie-based DOS attacks are started via IR€r(iet Relay Chat), as the zombie
software infecting unsuspecting user machines bde contained within it that makes a
connection to a specific chat room on a server.eiMiine bot-master types in a specific

command; the attack commences via all bots simedtasly.

. Distributed Denial of Service (DDoS) Attacks:

A variation of the DOS attack mentioned in the poes section is called DDoS or
Distributed Denial of Service. These attacks do neguire the attacker to infiltrate the
target network in any manner. This, coupled whle fact that the attack is easily
perpetrated, makes it a favourite with hackershit it is extremely difficult, if not

impossible, to determine the origin of the attaqdakobsson & Menczer, 2005).

The way a DDoS attack works is quite simple and pwint, similar to the standard DOS
attack. The attacker will spend some time at tgrining “recruiting” or hacking into
un-patched computers and will infect them with #teack software. The difference
between this and a regular DOS attack is that ttiaelasoftware injected into the zombie
machines can further recruit other machines they find in their directory service, or
any machine they can get access to over the IntemeAN. This is what makes the
DDoS attack so problematic and virtually untracealost attackers, when perpetrating
a DDoS attack, will spoof their IP and MAC addrestefurther mask who they are and
where they are situated (Mirkovic, Martin & Reih@Q02). This kind of DOS attack
utilizes IRC as the means to invoke the attack.

This kind of attack can be used via a wired or l@se network to attack a server or the
entire organization’s Internet pipe. DDoS attacés also have a detrimental effect on a
wireless network. In a wireless-specific DDoS @if&known as jamming, any infected

wireless device sends junk data to the access, @rdtjams signals to valid users (Boyd
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& Dasgupta, 2004). Jamming can be used as a DO®o5 attack and can cause major

congestion problems on the targeted wireless n&twor

5. Fake/Rogue Access-Point Attacks:

Many organizations, such as coffee shops, and egisebroadband providers have login
and passwords for their wireless networks to allagers, who have paid their
subscription, access and to keep others out. Tiemn attack that hackers have
developed that allows one to steal usernames asgivpads by creating a fake access-
point that users will connect to, thinking thaisithe access-point of the service provider,
because the intruder’s access-point has the sate#83he legitimate service provider’s
one (Boyd & Dasgupta, 2004).

The intruder may even allow the user to connedaiut)n his access-point to the coffee
shop’s access-point, and the user will not be &eywiser that his/her credentials have
been stolen. The attack can go one step furthéranthe attacker can now perform a
man-in-the-middle attack against the user for frtinformation. By setting up a

fake/rogue access-point, the attacker might catehynusers at once as they stray into his

wireless signal.

After looking through the above attacks, one getermse of what lengths a hacker will go to in
order to gain access to a network. Hackers’ mstias stated previously, range from creating a
name for themselves in the hacker community, taecybrrorism causing panic in the public

domain. Part of this panic is the fear of orgammes and individuals of using network

infrastructure in case they get targeted. Thecld$tanentioned in this section can affect an
organization, no matter whether it uses a wireavioeless-based network. Organizations and
the public need to be aware of the dangers ancegrohemselves by implementing security

policies and security mechanisms.
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3.9 Conclusion

With the number of attacks increasing on an anbaais, and the lack of regard for public laws
that hackers have, organizations need to implesteist security protocols and install and keep
their security mechanisms, such as intrusion detecystems, up to date. Gone are the days
that an organization can just install a new techgwland hope that no-one will find a security
hole, especially in the case of wireless-based ordsy as was discussed earlier. These networks
are inherently insecure and should have systenpdate to monitor and prevent attacks in the

best scenario, before the attacker actually fulityalizes his attack against the organization.

As was discussed previously, the history of netwaykhas been full of innovation and
technological breakthroughs. This allows orgamiret to operate more efficiently and create
greater opportunity for profit. The problem isttlag the speed of networks grows, so does the
possibility for attack. Section 3.8 discussed savhéhe attacks currently being run against
networks. This information can be used to learrw h@ hacker thinks and will allow
administrators to understand where and how futti@clks may occur. In the next chapter,
Wireless Intrusion Detection Systems (IDSs) arecudised, including currently available
Wireless IDSs and their features. A generic attagbnomy has also been discussed, allowing

one to understand both generic wired and wireldaslkes.
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Chapter 4

Wireless Intrusion Detection Taxonomy and
Products

4.1 Introduction

IDSs, as highlighted in a previous chapter, aréwsoe systems designed to detect and prevent
the misuse of computer networks (Aickelin et &0042). Intrusion Detection (ID) and IDSs have
come a long way since their beginnings in the e&880s with John Anderson and Dorothy
Denning. In the event that an organization is daeéh a security breach, including the theft of
valuable information or even damage to missionoaiiicomputer systems, today’s IDSs are able

to answer many questions in any environment in whihey may be installed. Some of these
guestions are listed below (McHugh et al., 2000):

1. What actually happened?

Who was/is affected and how?

Who is the intruder?

From where and when did the attack originate?

How did the intrusion occur?

S

Why did the intrusion occur?

Answers to these questions may be a good starbig m finding and bringing the intruder to
justice and, in some cases, allowing an organizatio possibly regain some lost reputation.
IDSs are also important because computer systemhsnémrmation technology infrastructures
within organizations are becoming so complex thatsi virtually impossible for a single
individual to understand, or think of administeritgm in a secure and sound manner (McHugh
et al., 2000). With the help of IDSs, system adstiators are only given the information

needed to do their jobs effectively, while the IBifs out the information that is not a necessity
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for him/her to know. There are, according to Patrg2005), two basic assumptions that relate
to a successful IDS/Intrusion Prevention Syster)léhd they are as follows:

1. All system activities are observable.

2. Both normal and intrusive behaviour/activities hdiainct evidence.

IDSs must take these assumptions into accountaw #hem to fully discover where, when, who

and how the attacker performed his attack. As baélldiscussed, IDSs are not miracle cures for
organizational security. They, too, have their 8asand shortcomings. That is why one has to
understand how intrusion attacks are perpetratad,tb categorize these attacks, as well as how
to classify the dynamic nature of intrusion attackehis chapter will attempt to address these
issues by investigating currently available intomsitaxonomies and the development of a

Proactive Generic Intrusion Taxonomy.

4.2 Intrusion Taxonomies

As discussed in Chapter 3, within the world of mfation technology today, there are many
ways in which an attacker can disrupt or crippleoaganization’s computer systems and their
communications networks. Although one may not gvenow the reasons or motives behind
an attack, it is vital that one does a forensicestigation in order to prevent new or future
attacks. One way an organization can do a foreinsiestigation is to classify an attack and

compare its characteristics to other known attadks similar characteristics.

This classification of an intrusion attack is knoas an intrusion taxonomy and is defined as
“the study of the general principals of scientilassification” (Alessandri, 2001). According to
Axelsson (2000), a taxonomy serves three purpdescription, Prediction andExplanation,

the definitions of which are listed below.

1. Description: A taxonomy helps us describe something scientlficaind provides one
with a tool with which to order the complex pheneomethat surround it into more
manageable units.

2. Prediction: By classifying a number of objects according toagonomy and then

observing the ‘holes’ where objects may be missimgg can exploit the predictive
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qualities of a good taxonomy. Good taxonomies @qdint one in the right direction
when undertaking further studies.

3. Explanation: A good taxonomy will provide one with clues abouwwhto explain
observed phenomena.

The next few subsections give a background intousmbn taxonomies, allowing one to
understand the need for a very generic intrusiotortamy that allows for multiplatform
environments. The background includes a few ingmbrattack taxonomies relevant to intrusion
attacks and serves as reference for definingyoactive intrusion taxonomy. This proactive
intrusion taxonomy not only allows one to underdtaristing attacks, but it can also be used to

proactively prevent new attacks. These attack tamoes are listed in the subsections to follow.

4.2.1 Bishop’s Vulnerability Taxonomy
Bishop’s Taxonomy of software vulnerabilities isia-axis taxonomy, where each axis
contains a vulnerability classification (Vijayaragtan, 2003). The axes, as described by
this taxonomy, are listed below (Du & Mathur, 1997)
1. The nature of the flaw;
The time of introduction;
The exploitation domain of the vulnerability;
The effect domain;

The source of identification of the vulnerabilignd

o ok w0

The minimum number of components needed to exiieivulnerability.

Bishop’s Taxonomy describes vulnerabilities in anfothat is useful to Intrusion
Detection mechanisms and primarily deals with vidbdities in a UNIX environment
(Carver & Pooch, 2000).

This taxonomy may be useful to an IDS in deterngniwrhere the flaw lies in the system,
when the attack took place and how far the effetthe attack spread over the system
before it was halted by a security mechanism, erdttack halted itself. The problem
with this taxonomy is the fact that it only showse tclassification of vulnerability
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primarily in a Unix environment. This does not fhedn IDS operating on an MS

Windows platform.

Another problem with this taxonomy is that it doest allow for the proactive

identification of attacks as they occur on a systerg., it does not specify how an
attacker can actually take advantage of the vuliisaand how best to detect this form
of attack. The IDS can only use Bishop’s Taxonaoaftgr an attack has occurred to
classify the attack in terms of the axes listedvaband, in so doing, forensically trace

back the attack, hopefully finding the attacker.

4.2.2 Aslam’s Taxonomy

This taxonomy was constructed to categorize attauk vulnerability data stored in a
database. This taxonomy is very detailed, butgroblem is that it only considers Unix-
based vulnerabilities and attacks in its implemigmtalevel (Bishop & Bailey, 1996).

The taxonomy classifies coding errors into two gatees: synchronization errors and

condition validation errors.

The taxonomy attributes all non-synchronization uség errors to the improper
evaluation of condition (Du & Mathur, 1997). Simpthis means that one can fix the
error without even changing any condition in theplaation. Below is the

implementation level of Aslam’s Taxonomy (BishopBailey, 1996; Vijayaraghavan,
2003):

1. Operational Fault (Configuration Error):

1.1 0Object installed with incorrect permissions;

1.2 Utility installed in the wrong place;

1.3 Utility installed with incorrect setup parameters.
2. Environmental Fault;
3. Coding Fault:

3.1 Condition validation error:

3.1a. Failure to handle exceptions;

3.1b. Input validation error;
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3.1b.i. Field value correlation error;

3.1b.ii. Syntax error;
3.1b.iii. Type and number of input fields;
3.1b.iv. Missing input;
3.1b.v. Extraneous input.

3.1c. Origin validation error;

3.1d. Access rights validation error;

3.1e. Boundary condition error.

3.2 Synchronization error:
3.2a. Improper or inadequate serialization error;

3.2b. Race condition error.

Aslam’s Taxonomy is quite detailed because of &tbase of vulnerability and allows
an intrusion detection system the ability for mone-depth classification of

implementation-level flaws.

As with Bishop’s Taxonomy, Aslam’s Taxonomy onlkéa Unix-based attacks into
account and, therefore, is not exhaustive. Asdtaefore, this causes problems for an
IDS implementing this taxonomy when attempting s it in the classification of MS

Windows-based platforms.

Although this taxonomy allows for depth while cl&gsag vulnerabilities at
implementation level, it lacks high-level categeri® classify design flaws (Bishop &
Bailey, 1996). This taxonomy is also very ambigaion that it allows one single
vulnerability to be classified into many categoriBshop & Bailey, 1996).

4.2.3 Neumann & Parker’'s Taxonomy

The Neumann & Parker Taxonomy is a taxonomy baseceropirical data used to
classify actual attacks. The empirical data thattaxonomy is based on was collected
by Neumann at SRI International as part of theskRi Forum “Risks to the public in
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computers and related systems” (Howard, 1997). Tdeonomy contains eight
categories into which an intrusion can be classifand these are listed below in Table
4.1 (Botha, 2003; Howard, 1997).

CLASSES INCIDENTS RELATED ACTIONS

NP1 External Misuse Non-technical, Physically  sefmr
intrusions

NP2 Hardware Misuse Passive or active hardware riggcu
problems

NP3 Masquerading Spoofs and Identity changes

NP4 Subsequent Misuse Setting up intrusion viatp)dgs etc.

NP5 Control Bypass Circumventing authorized provest /
controls

NP6 Active Resource Misuse Unauthorized changingsdurces

NP7 Passive Resource Misuse  Unauthorized readirgsotirces

NP8 Indirect Aid Neglect or failure to protect soerce

NP9 Indirect Aid Planning tools for misuse

Table4.1: SRI Neumann & Parker (NP) Taxonomy

Implementation of Neumann & Parker's Taxonomy pdeg a wide range of incidents
and incident types that include hardware and soéwasuse. This provides a good base
to perform ID from. This is because most attaakssest of not only software misuse, but

all kinds of misuse activity.
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The problem with Neumann & Parker’s Taxonomy is #ane as most vulnerability
taxonomies, in that it has been designed at a highel of representation to be of any

real help in actual intrusion detection (Axelsspd)0).

4.2.4 Lindgvist & Jonsson’s Intrusion Taxonomy

Lindgvist and Jonsson defined two taxonomies tlié¢rdfrom most taxonomies up to

this time, in that their schemes categorized imbrusttacks based on the result of an
actual attack, and what method or technique wasl usethe attack (Paulauskas &
Garsva, 2006; Carver & Pooch, 2000). The taxontmy three main objectives and
these are listed below (Carver & Pooch, 2000).

1. Establish a framework for the systematic studyashputer/network attacks;
2. Establish a structure to report computer attackkeéoncident response team;

3. Provide a mechanism for determining severity ccKs.

The taxonomy is based on work done previously lhgr¢eumann and Donn Parker and
provides an extension of their work (VijayaraghgvaQ03). The taxonomy expands
three of the Neumann and Parker categories, naByggss Active MisuseandPassive
Misuse (Vijayaraghavan, 2003). See Figure fbi the full taxonomy (Carver & Pooch,
2000).

As this taxonomy is an extension of the one dondNbymann & Parker, it should be
noted that it has the same problem of being dedigme higher level of representation
than to be used actively in actual intrusion dédect This taxonomy also has a problem
with the fact that it only deals with the classdfiilon of a vulnerability once it has already

occurred. By the time one has found the attackisndetails the attacker is long gone.
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Intrusion Results
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Integrity Attack
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User Users

Figure4.1: Lindgvist & Jonsson’s Taxonomy

4.2.5 Landwehr’'s Taxonomy

Landwehr’'s Taxonomy is slightly different to mostrusion and vulnerability intrusions
in that it uses three dimensions to classify amugibn / vulnerability instead of the
single-dimension schemes of other taxonomies (DuM&thur, 1997). The three
dimensions used by this scheme @enesis Time of Introduction andLocation (Du &

Mathur, 1997; Carver & Pooch, 2000). Genesis sei@how a flaw finds its way into an
application or program. Time of Introduction refeto the point in the software
development life cycle where the vulnerability &aw is introduced. Location refers to

the part of the operating system, software appiinatr hardware where the flaw lies.

With the Genesis, it is possible to avoid, detectcompensate for security flaws
according to Du & Mathur (1997). The time of irdtwtion is important and allows one
to see in which phase of software developmentl#ve Was introduced and thereby helps
to strengthen the software development procesH. itSEhe Location variable is also

important in that it allows one to see where tlevflvas introduced in the system. This

helps an organization to better protect itself magfaflaws (Carver & Pooch, 2000).
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Landwehr’s Taxonomy does not allow for proactivdedgon of attacks but instead
provides a way to detect attacks that have occuacedrately using the Genesis, Time of

Introduction and Location methods.

As with the previous taxonomies, Landwehr's Taxogdms some shortcomings. The
main criticism has to do with the ambiguities ire tiiime of Introduction category
(Lough, 2001).

4.3 Proactive Generic Intrusion Taxonomy

The previous section highlighted some of the mooputar and well-known intrusion and
vulnerability taxonomies. Most of these taxonommsal with attacks that have already
happened and show reports of attacks that occutyhalaily, weekly etc. The ability to detect
an attack after it has taken place, via audit letss.,, is good to have; but it stands to reason tha
if an attack can be detected before the attackeab@ally finalized his/her attack, this would be
far better in terms of organizational security.oting an attack before its final payload has
been dropped would enable the organization to éteally better protect its information assets
from the following consequences (Botha, 2003):

» Theft of organizational information;
» Corruption of organizational information;
» Disclosure of organizational information and cogadersecrets;

* Denial-of-service to valid users.

For the purposes of this dissertation, an intrusittack refers mostly to a sequence of intrusion
actions that cause one of the aforementioned coesegs. Later in this section, research done
at the Nelson Mandela Metropolitan University (NMMWOn a Generic Proactive Intrusion
Taxonomy is discussed, and additions to the taxgnioave been made to bring it to a point in

which it can be used with wireless-based attacks.
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According to the findings of the research paper twas to revise the two main pillars of

Intrusion DetectionPillar 1 where an intruder must perform a sequence of klatéions and

Pillar 2 where the intruder must utilize a set of resourcéke revision of the pillars must be

done in order to consider a proactive intrusiorotemy. It follows that an IDS that implements

a generic and proactive taxonomy should have thyatio detect most attacks thrown at it and,

in a few cases, this may occur in a reactive maf®etha, 2003). As mentioned before, in some

cases, the IDS should detect intrusions not yet.see

Botha’s Proactive Generic Intrusion Taxonomy, seefigure 4.2 below. takes into account the

two pillars mentioned before and pays special &tieno the first pillar.
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Figure 4.2: Proactive Generic Intrusion Taxonomy (Botha, 2003)

Response

The Figure 4.2 taxonomy consists of seven compsnémtiuding the two main components:

Generic Intrusion Phasesandintrusion Attacks. The Generic Intrusion phases consist of six

phases identified by Botha (2003) that describestiees a hacker/intruder must go through in

order to complete an attack on a system. Duriigyrsearch, the writer clearly indicated that
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the intruder can perform the six steps in a difieder, or he/she can opt to skip one or two of

the steps. In general, however, research showsatheast four of the steps should be performed

by the attacker (Botha, 2003). The generic intnusghases are listed below including

descriptions of what each phase focuses on (BA0G8).

1.

Probing Phase:The intruder will gather information about the angation and its users
that he will be targeting. Hackers external to ¢inganization will spend a great deal
more time in this phase than internal users, ag thay not know the organization as
well. The attacker then creates his plan of hothemvand what tools and access methods
he will use to perform his attack. Probing or stag the organization’s services can

also be a good method to finalize the intrusiompla

. Initial Access Phase: Internal attackers need not complete this phas¢heas already

have access to the resources and systems neeithedaittack. External hackers will need
to try to gain access to the system by identifyiifades in the organization’s security.
This could be finding bad password entries or ganbasic rights without required
authentication.

Super-User Access PhaseAll intruders need to gain super-user access odraitdess
rights to the system in order to perform most ision attacks. This can be achieved by
acquiring an administrative password or by expigitvulnerabilities in either hardware
or software.

Hacking Phase: The hacking phase is where the attacker will perfdris actual
intrusion into the system. The actions he perfomitis phase range from deleting files
to changing system configurations. In some extreases, where the attacker wishes to
cause grievous damage to the organization, he/gherash the system via use of denial
of service attacks.

Covering Phase: After an intruder has finished his/her attack, he/wiill then attempt
to erase all traces of their activities on the exyst This is done before the system
administrator actually realizes that an attack taken place. Most intruders remove
traces of themselves by using tools that edit dodi instead of deleting them, as this
would raise alarms. If the attacker does not @ditlogs, but rather deletes the files, then

the chance of the administrator detecting the latabigh.
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6. Backdoor Phase: After the intruder has erased all traces of hergblf from the system,
the next step is to place software tools on théegyshat will allow the attacker to access
the system at a future date. Some of these ttlol auper-user access when a special

password is entered into the logon screen, whiglaiisof the backdoor application.

The second main component of Botha's Generic lidrugaxonomy is that ofntrusion
Attacks. There are two parts to this component. Bothliated below, with explanations of
their workings.
1. Host-Based Intrusion Attacks: Host-based intrusion attacks are attacks thatianed
at a single host on a network.
2. Network-Based Intrusion Attacks: Network-based intrusion attacks are attacks @ime

at an entire network. An example of a network-daattack is a DoS attack.

The author of the paper did not go into depth alnorgless networks, in part because at the time
the paper was written, there was not as much dermaradganizational wireless networks; thus,
the need for wireless security was not a priorityith current demand ever increasing for

wireless segments to existing networks, the nesgd¢are the networks is gaining priority.

Although wireless networks are similar to regulared networks, they have vulnerabilities that
are unique to wireless networks that do not affieeir wired counterparts, e.g., WEP attacks and
Fake Access-Points. For this reason there neede ta third part to the Intrusion Attacks
component of the Proactive Generic Intrusion Taxayo This third part can be seen in Figure
4.3. asWireless Network-Basedintrusion. This component updates the taxonomy, allowing it
to take into account the wireless networks thattnooganizations are implementing currently.
The updated taxonomy allows an IDS implementingpitprotect an organization’s networks

from attacks originating on both wired, wireles$warks and on the hosts themselves.
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Updated Proactive Generic Intrusion Taxonomy

The next section discusses currently available lp&lucts, research, commercial and public

domain software and hardware. This provides a dracid into what IDSs currently can do

when it comes to ID and prevention. The focusnsaether any products currently available,

implement wireless ID components, and if so, how these components work.

4.4 Commercial, Research and Public Domain IDSs

In the world of IDSs, there are three categoriefD&s that are available: commercial, research

and public domain IDS. For the purposes of theeaech, Commercial IDSs are thought of as

IDS products aimed at the mass market, usuallyedi@®urce and have support offered by the

software developer.

Research IDSs on the othed lzme classified as purely for research

purposes and are not for commercial sale or uséalicPDomain IDSs are grouped by the fact

that the software is free of charge to anyone whshes to use it.

It also has licensing

agreements differing to commercial licences, supforthese products is usually offered by a
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host of companies and not necessarily the softdavelopers. Public Domain IDSs are most

commonly also open-source software. This sectgig &nd outlines the features and benefits of
some of the most common IDS products. The IDSg havlisted and grouped by the categories
listed earlier, within each category there is aplaxation of the various IDSs available in the

category. This includes features, IDS structuie lrow well the IDS performs its tasks.

4.4.1 Public Domain IDSs

4.4.1.1 SNORT: SNORT is an open-source/public domain IDS and eaimsétalled on a
multitude of Linux and Unix platforms. SNORT isNAIDS and can perform real-time
analysis of network traffic (McHugh et al., 20003NORT allows for plug-ins created by
other open-source groups, allowing for a scalahbtk l@ghly customizable IDS according
to the project’'s website (www.snort.org). SNORTE liae ability to detect attacks such as
(McHugh et al., 2000):

= Buffer overflow attacks;
= Stealth port scans;

= CGIl-based attacks;

= SMB probes.

Because SNORT is open-source and public domainte ttee many developers
contributing to the IDS and it is under rapid deyghent. SNORT is a popular IDS as it is
free for anyone to use and has regular updateh, thét many side projects adding to the
functionality, including SNORT log analyzers (McHugt al., 2000).

With the addition of a separate plug-in projecledhiSNORT-Wireless, SNORT IDS can
gain the ability to detect 802.11 wireless intrmsiqLockhart, 2005). SNORT-Wireless
allows the SNORT IDS the ability to detect the daling (Lockhart, 2005):

* Netstumbler;

* Rogue AP;

» AdHoc Network.
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The problem with this add-on project is that therdsas to have a good knowledge of how
to compile Linux projects. The project also onlurrently caters for Linux/Unix

environments; thus, not allowing for security orxed platform networks.

4.41.2 SHADOW IDS: This IDS was developed to run on inexpensive computer
hardware running open-source, public domain orlyresailable operating systems and
software (Shadow Team, 2003). The SHADOW IDS mas parts: the first is a sensor
located near the organization’s firewall and theosel is an analyzer inside the firewall
itself (Shadow Team, 2003). SHADOW IDS performsket analysis on all packets
entering the monitored network. Software packdagedump and libpcap are used for this

purpose (Shadow Team, 2003).

The network sensors search through the tcp headdrsearch for information of interest.
The analyzer then analyzes all the information amghuts it to a webpage containing all
alerts. Shadow IDS currently has no wireless $igedetection capabilities and with the
current growth in popularity of wireless based rwts, this detracts from the IDS as
opposed to other IDSs with the ability to deteatelass attacks.

4.4.2 Commercial IDSs

4.4.2.1 Internet Security Systems (ISS) RealSecur&his software-based IDS works on

a three-part system: network-based detection enpiogt-based detection engine and an
administrator's module (McHugh et al., 2000). Femlure provides response to both
network and host-based intrusions, by blocking dérasses, ports, etc., on the network
and by locking user accounts and termination of psecesses on the host side (McHugh
et al., 2000). The RealSecure product range haabddies to monitor both 100Mbit and
1Gbit networks (ISS, 2006). This product can pdevintrusion detection on multiple
platforms such as Linux, Solaris, Windows and IRE&3, 2006). Some of the features of
RealSecure have been listed below (ISS, 2006).

= Cutting-edge accuracy and performance;

= Advanced event correlation;

= Ease of deployment;

= Ease of maintenance.
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RealSecure has recently been updated to allowhBodetection of wireless attacks. The
new system, called “RealSecure Protection Systesneployed between the wireless
Access-Point and the corporate network (ISS, 200Ihe system relies on Simple
Network Management Protocol (SNMP) to gather infation from the hosts and wireless
devices as well as sniffing wireless traffic fooplems. The wireless scanner constantly

searches for misconfigured devices and identifresuthorized devices.

Although ISS is currently the leader in commerdizb technology (ISS, 2002), its focus is
mainly on wired network segments and not on thesless segments. The RealSecure
product only detects some of the wireless attacks \allnerabilities, according to their
product documentation. This is a problem as it lodyan organization into a false sense
of security (ISS, 2002).

4.4.2.2 NFR (Network Flight Recorder) Sentivist: This IDS is a hardware-based

IDS/IPS solution and is actually an IPS system ating to the manufacturer NFR (2006).
The IPS is in its fifth version now and also congan firewall as part of its prevention
approach (NFR, 2006). The NFR product claims ¢op $he following attacks before they
can cause damage to one’s network (NFR, 2006):

= Automated malware;

» Information theft;

= DoS and DDoS;

= Command tampering;

= EXxisting vulnerabilities;

= Unsanctioned network changes.

The NFR Sentivist also has quite a few benefits featlres that have been listed below
(NFR, 2006).

= Real-time threat detection and prevention;

= Protection beyond IDS / IPS with firewall capalas;

= Extreme usability;

= Network node intelligence information;

= Situational awareness and control.
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NFR’s Sentivist is extremely expensive and doeshase a wireless intrusion detection
component. Rather NFR focuses on large-scale camgarired network infrastructure
containing hundreds or thousands of Sentivist sshsosting between $11 000 and $20
000 (Foster, 2006).

4.4.2.3 Symantec NetProwler:Symantec’s NetProwler allows for the instant detect
logging and termination of misuse, abuse or cormumpbf computer networks by both
internal and external attackers (Symantec, 2006E)is hardware-based NIDS uses a
Stateful Dynamic Signature Inspection (SDSI) engpaented by Symantec. The device
is said to be able to stop even the most sophisticatacks via its attack definition wizard
and the SDSI, allowing administrators to protedirtltorporate resources from hundreds
of known attacks and new unseen attacks (Syma2@@&a). Below can be found a list of
some features of NetProwler (Symantec, 2006a).
= Network Profiling for "out-of-the-box" installatioand automatic configuration;
= Comprehensive attack signature customization wizerdprotect company-
specific applications;
= On-the-fly loading of updates and new attack sigrest while keeping defenses
on-line and current;
= Integration with AXENT's award-winning Intruder Até&" for enterprise

monitoring of network and host security events.

Symantec’s NetProwler does not currently have amgless capabilities. The latest
version is 3.5, and it looks like the product withit be continued after this release, so it is

doubtful that NetProwler will be updated to gaineléss detection capabilities.

4.4.2.4 Tripwire: This software-based product independently auditsigbs across the
entire organization, including servers, desktopataldases and application programs
(Tripwire, 2006). Tripwire has the ability to ati@ wide range of network products for
change, including switches, routers, firewalls, VEbdhcentrators and network storage
devices (Tripwire, 2006). When a change occurpWire logs it and reconciles it against
a list of authorized changes. If the change wassanctioned it is flagged as a possible

attack (McHugh et al., 2000). A database alsotexisth an exhaustive list of changes,
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who made them, whether or not they were sanctiorBgowire can be very difficult to
setup, especially in large installations with npl#i sites, as it may be difficult to
determine which files may be associated to servare$ should be allowed to change
(McHugh et al., 2000). Some of the features opwiie are listed below (Tripwire, 2006).

= Multivendor infrastructure coverage;

= Multiple levels of change detalil;

= Event driven and periodic change detection;

= Archived audit trails;

= Comprehensive reporting and dashboards.

Tripwire has not currently got any wireless intarsspecific detection components
available.

4.4.2.5 Cisco Secure IDSThis product was formally known as Cisco NetRang&he

Cisco product is actually a device that has beewgiBpally designed for large corporate /
service provider networks and is available in detgrof sizes, scalable to organizational
needs (Cisco Systems, 2006). This product, bepplgyaical device, is able to handle vast
guantities of traffic and can accurately detecaks. The device is able to forward alarms
to regional, national or international headquari@nsl has the ability to integrate with
Cisco Catalyst 6000 based switches (Cisco Syst2@f¥). Some of the key features are
listed below (Cisco Systems, 2006):

= Pervasive platform support;

= Scalable sensing performance;

* Investment protection;

= Active response;

» Transparent operation;

= Sophisticated attack detection and anti-hackingegtmn.

Cisco’s Secure IDS does not directly have a wigelBsS component. The company does,
however, have a separate wireless IDS, which reguwne to implement Cisco’'s WLSE

(Wireless LAN Services Engine) and also requiresube of Cisco Access-Points only, so
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this is a very proprietary system and not good daganizations that have already got

wireless systems in place.

4.4.3 Research IDSs
4.4.3.1 Emerald: Work into this research IDS began in 1983 with tjieundbreaking

work done on an algorithm called the Multivariatatitical Algorithm. This algorithm
allowed for characterization of user behaviour (MgH et al., 2000). The name Emerald
iIs an acronym for Event Monitoring Enabling Resmnsto Anomalous Live
Disturbances. The goal of the Emerald researchtwasovide ID to large distributed
organizational networks that are loosely coupledcKMgh et al., 2000). These
distributed networks are harder to monitor thaglsisite networks, as infrastructure can
be distributed worldwide, and network connectioreesjs vary. Emerald contains
engines for both signature and anomaly detecti@higsaid to be the way IDSs will be
headed in the future (SRI, 2006; McHugh et al.,00Some of the features of the
Emerald research IDS are listed below (SRI, 2006).

= Scalable network surveillance;

= High-volume network analysis;

= Light-weight distributed network sensors;

=  Generic infrastructure.

As with Tripwire and some other IDSs, Emerald doescontain any wireless intrusion-

specific detection components.

4.4.3.2 STAT: STAT (State Transition Analysis Technique) is aeothesearch IDS
developed at the University of California in SaB&bara. The theory behind STAT is
that each attack can be represented as a seresiaris, and these actions together form
the attack (McHugh et al., 2000). Each attackepresented in a graphic notation
(STATL), done by state transition notation and Eely identifies the requirements of
the attack, as well as the nature of the attackHiih et al., 2000). This is a signature-
based IDS and signatures are abstractions of askaicenario. Each signature can
detect a whole family of attacks, including nevefdoe seen variants of attacks (McHugh

et al., 2000). STAT IDS also does not have anghess intrusion-detection components.
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NAME TYPE Wireless Component? Proactive?

'SNORT | PublicDomain | Yes |  No |
SHADOW Public Domain No No
ISS RealSecure | Commercial Yes Yes
NFR Sentivist Commercial No Yes
NetProwler Commercial No No
Tripwire Commercial / No No

Public Domain
Cisco Secure Commercial No Yes
Emerald Research No No
STAT Research No No

Table 4.2: Summary of IDS’s properties

Above in Table 4.2ll the IDSs described in this section have beamnsarized allowing

one to get an overview of all the IDSs comparedhwite another.

As can be seen, there are many IDSs availableeatmibment. Some of these IDS
products are research based and others public dmnabmmercial IDSs. One can also
see from Table 4.2 that within most IDSs with tkeeption of ISS RealSecure, there is a
real need for the IDS to be updated with both wssland wired intrusion-detection
capabilities. Many of the IDSs listed, also laddlity to proactively detect attacks and
limit or stop the attack before it can releasdutispayload. Two questions that should be
asked are how effective are these IDSs in accyrdtgkecting intrusion attacks and what

limitations do currently available IDSs have?
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4.5 Limitations of Current Intrusion Detection Systems

In the previous section it was clearly indicatedttimost of the commercial IDSs do not have a
wireless component to detect or prevent wirelelssks. However, together with the absence or
poor operation of “wireless” IDSs, research alsminok that IDSs have many other limitations,
and one has to understand all the limitations leettefining an improved IDS (Kemmerer &
Vigna, 2002). Therefore, these limitations needé¢oaddressed so that the future IDSs might
have even better results with far fewer attackspstig through due to defects / limitations. This
section highlights the limitations that must begiaknto consideration when defining a new IDS,

with the main focus on wireless protection.

Some of the activities that IDSs perform, and tlssoaiated benefits that they provide an
organization, are first discussed. One needshihikground to understand the limitations and
flaws that IDSs today have associated with therhes€ flaws are discussed later in the section,
but first one needs to know what an IDS can anch@ado when performing its functions.
Below is a list of functions that current IDSs @ard should perform according to Bace (1999).

1. Monitoring and analysis of both user and systenviayt
Auditing of system vulnerabilities and configurais)
Assessing the integrity of critical system and dié¢s;
Recognition of activity patterns of known attacks;

Statistical analysis of abnormal activities anderas;

o g bk w N

Operating system audit trail analysis and recogmitif policy violations.

Although there are many benefits to having an IDSalled in the network, IDSs have some
limitations that may leave the organization, timatyt should be protecting, open to attack. Below
is a list containing some functions that an IE&#not perform for an organization (Bace & Mell,
2001; Bace, 1999).

1. Compensate for missing or weak security mechanianassecurity infrastructure. This
includes mechanisms such as firewalls, access apmimthentication, link encryption
and antivirus.

2. Instantaneous detection, reporting and responsa tattack when there is a heavy load

on the network or computer system resources.
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Detection of newly published or variants / mutasiaf existing attacks.
Effectively respond to attacks perpetrated by sstpdated attackers.
Automatically investigate an attack without humatervention.

Resist attacks that are specifically designed teader circumvent the IDS itself.
Compensate for problems with the fidelity of inf@tion sources.

Deal effectively with switched networks.

© © N o 0 &~ w

Cannot compensate for weaknesses in network prstoco

As can be seen by the aforementioned list, intrudietection systems do have some limitations,
most of which may be fixable through proper plagnimaintenance and updates. This applies
to both the IDS itself and the other security meddas within an organization’s security
arsenal. There are some limitations in wirelesSdDwhich are unique to the wireless
environment and do not affect wired networks. €hegamples have been listed below (Airtight
Networks, 2006). These are limitations that neeld taken into consideration when designing
an IDS that is capable of detecting wireless atiackusions.

1. Neighbouring signals: Within a WIDS it is difficult to differentiate beteen
organizational and neighbouring organizations’ \ese signals. This is not a problem
within a wired environment IDS, but with a WIDS iglgbouring signals can lead to false
alarm rates increasing. There is a second prokb¥m this, in performing automatic
detection and prevention because it is illegal ¢ofgym detection on a neighbour’s
signal. This can be a problem when determiningctvli the organization’s signal and
which is not.

2. Location: Wired IDSs can locate an intruder through tracimg attack back down the
line and disabling the port on the switch or routestop the attacker. With a WIDS this
is much easier said than done: finding where athiis originating from the airwaves is
a daunting task.

3. Security Planning: In wired IDSs, the IDS can see all traffic on alihis connected to
and monitor it for attack. In wireless, this iditde harder to accomplish, as blind spots

occur in the security realm because of lack of WHe8sor coverage.
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There are also many common defects that existtmsgion detection systems, many of which
may be due to poor programming practices and kies.li Below are listed some of the important
defects (Lippmann et al., 2000; Wang & Knight, 2p00

Defect 1: Attack IDS Data Log

One of the first defects that today’s IDSs havetba$o with the way that IDSs log attack
data. IDS vendors do not have a common file typeven logging method so that if an
attack spans multiple IDSs, the attack data cactobrelated. Take for instance a network
worm, which attacks the network as a whole, thiggéring the NIDS to log the attack.

At the same time, the worm corrupts files on indizal host machines, thus triggering the
HIDS on the machine to log attack data. Withowoenmon standard to correlate IDS
logs, the administrator will have a really touglb jiinding out where the attack came
from or even if the HIDS and NIDS attack alertsmdio the same attack (Becker &

Petermann, 2005).

Defect 2: Inability to detect new attacks

The second flaw that modern IDSs have is the ingld detect new attacks. This can be
seen in a 1998 study of six research sites, intwhicdata were analyzed after a seven-
week set of training data and two weeks of tesh dare applied to the sites. The data
contained 300 variants of 38 different attacks. eséh were embedded randomly
throughout the training and test data. The redeorthis study was to determine the
attack detection rates of IDSs as a function ddefadlarm rates. The best systems had
detection rates of 60% correct, when the falsenalate was below ten false alarms per
day for both old and new attacks, where a local esevated himself to administrator
(Lippmann et al., 2000). When it came to DoS &tathe detection of older, already
known attacks was above 80% correct. The problemecin with most systems in the
detection of new, novel or mutated attacks, whiatl & lower than 25% correct detection
rate, even with a lot of false positives (Lippmaatral., 2000). These figures show that
IDSs need to be updated to enable them to moreatetyrdetect new and novel attacks
and not just the already known attacks. Even thatlgs was an off-line study, the

results of live tests correlate quite closely wifth findings (Lippmann et al., 2000).
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Defect 3: False User Training

Anomaly detection-based IDSs suffer from a deflet is very difficult to detect and
prevent from happening. This flaw is that of wieenser knows that an anomaly-based
IDS is in use, and they wish to attack the systers protecting, they can slowly, over a
period of time, perform their attack (Wang & Knig000). These slight deviations in
the user’s activity will usually go unnoticed andlwallow the user to setup the system,
so that when they are ready to attack, all the gragons will have been done, and the
administrator may not even be aware that an attesktaken place (Wang & Knight,
2000). This is due to the IDS thinking that the risseactions are normal and not

anomalous as they actually are.

Defect 4: System User Attack

Users operating at a low level, such as Windowtesaysiser, a level below which system
auditing occurs, can actually thwart the auditinggess on their attack and slip under the
IDSs radar (Wang & Knight, 2000). This is a defiett is difficult to address, primarily
because the problem sits under the actual IDSfitaetl the IDS would need to have
lower-level access to the system and monitor theléwel users differently. This is one
of the easiest ways to circumvent an IDS. Thwgrthre actual information collector of
an IDS allows one to perform at least part of amackt without detection (Wang &
Knight, 2000).

Defect 5:Inability to Cope with Networks

Many IDSs in existence today use detection methbds are four to six years old:
technologies that were designed to run on netwarkeing a maximum bandwidth of
100Mbit/s (McAfee, 2003). The problem with thisthet networks have advanced to the
point as described in a previous section of netwavkh 10Gbit/s capabilities. These
IDSs may have difficulty detecting attacks on tlstér networks and their detection
engines may miss attacks and drop packets, asatieeynable to keep up with the sheer
volume of traffic (McAfee, 2003; Hutchinson, 2004).
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Defect 6:High False Alarm Rates

One of the most worrying problems in current IDSghat of high false alarm or false
positive rates. IDS products available at the mungenerate too many false positives
and are lacking in both accuracy and specificityhieir detection of attacks (specificity
being how much and how detailed the informationextéd about an attack is) (McAfee,
2003; Hutchinson, 2004). False alarm rates areeptly measured as a total number of
incidents per day and not as a percentage ofdotahl alarms sounded (Lippmann et al.,
2000). This does not show a true reflection of esll the system is working as a whole.

This section gives one a grounding in what an I8 and cannot currently do. Many
individuals think that by implementing an IDS, thecurity concerns of their organization
will be addressed and that the network upon whitias been installed is now safe. This
is simply not true. IDSs, as with any securitytsafe, have their limitations, which
were discussed earlier in this section, includimg limitations of the WIDSs, which are

relatively new to the IDS market.

Currently IDSs have some defects that have beentiiigel. While these defects should
not deter one from implementing an IDS, if an oigaton knows the weaknesses
beforehand, it can remember this information whianming the overall security solution.
The next section details some of the charactesistiich make a good WIDS. With this

background, one can also see the limitations akotiproducts.

4.6 Characteristics of Wireless Intrusion Detectiont8yss

As stated by Lim, wireless-based networks areadliffito secure due to the broadcast nature of
wireless technologies and are open to both actitaxks and passive intrusions (Lim et al.,
2003). To combat these problems, wireless IDSe lsavne added features and characteristics
that existing IDSs do not take into account. Mtxgils that perform security on networks
operate at Layer 3 of the OSI model, explained maer 3, and operate under the assumption

that the lower layers of the network are securen(et al., 2003). This is just not always the case
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with a wireless network, and IDSs should also tdiig into account and operate at Layer 2 of
the OSI model. This section outlines those featarescharacteristics that a wireless IDS should
contain, based on operations performed at layensd?3; as well as what should be considered
when implementing an IDS on a network containinggless technologies.

Currently, most wireless IDSs use a mixture of hame and software known as Intrusion
Detection Sensors for their implementation (Hutsbm 2004). These sensors are placed in
strategic positions on the networks and examingraiific originating from, headed for and on
the wireless network itself (Hutchinson, 2004). céing to Salmanian et al. (2004), most
attacks can be identified by attributes or idealife signatures that distinguish them via
attributes contained in the IEEE 802.11 MAC (Medidwcess Control) and physical layer

specification.

For example, a man-in-the-middle attack can betified usually by looking aLayer 2 packets
flowing over the network and checking the packediast the signature database of known
attacks. This allows the IDS to determine whettrenot the packet is part of an attack. Since
Wireless IDSs should monitor operations laayer 2 andLayer 3, aspects such as distributed
detection, probe monitoring etc. should influerfoe ¢haracteristics of a wireless IDS. Based on
some of the attacks identified by Lim et al. (2Q08)wireless IDS should have one or more of

the following characteristics in order to be effeet

4.6.1 Characteristics of Wireless IDS (WIDS)

» Distributed Detection: Because it is difficult to detect where an attaels loriginated
from, as discussed earlier, WIDSs should contastriduted sensors. This is so that the
WIDS can become more usable and able to more aetuidetermine where an attack

originated from on the wireless network.

» Detection of Rogue Access-Points:This job is usually done manually by a system
administrator, but WIDSs should have the capabiiityautomatically detect and alert
management of rogue access-points on the netwbinkese rogue access-points are used
by attackers to steal usernames and passwords.
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Detection of Unauthorized Access-PointsSometimes within organizations, staff or
visitors can plug their own access-point into tlework by plugging it into an open
RJ45 jack in the building. This provides a direickklinto the organization’s wired
network as these unsanctioned APs most likely By/MatDS sensors. WIDSs should

have capabilities to detect these APs and alemgpipeopriate administrators.

MAC Address Blacklisting: When an attacker has been spotted by either theolDS
administrator, the WIDS needs to add the attackdrC address to a table of blocked
MAC addresses so the attacker will not be ablettick again using the same wireless
device. A whitelist should also be kept of all orgational device MAC addresses, so

they will not accidentally be blacklisted.

Probe Monitoring: WIDSs should be able to monitor organizationalbproequests to
determine whether the client sending the probeests actually allowed access to the
AP or not. If an attacker is probing the APs, thenshould not receive a probe response
from the AP; this would have to be determined by WIIDS. Attackers often send out
probe responses, flooding them over the airwavd®pes that some client will connect
to them and then they can attack the client (Hasxm, 2004). WIDSs should also

monitor for this kind of attack.

Flood / DOS Detection:There are many forms of wireless flooding attasksthe WIDS
should have the capacity to detect and notify §stesn administrator that the wireless

network may be under flood / signal jamming / D@&ck.

Access Point Failure LoggingMost APs do not log all their errors, so the WISi®uld
monitor for events, such as authentication, astoniaand dissociation. The WIDS
should then generate logs and reports of theseitaeti The logs can then be later

analyzed for signs of possible attack.

IDSs currently available on the market do not contahnany of the above-listed

characteristics that are needed to enable the ¢Dfetect and stop attacks from occurring.

The model that is proposed in Chaptetakes these characteristics into consideration from
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the inception of the model and provides a proactieaeric model for both wired and

wireless intrusion detection.

4.7 Conclusion

There are currently many IDSs available on the etarknany of which come from very
reputable security-focused companies. Howeverretrewe many defects and limitations
associated with these IDSs. Proof of this statérman be found in the many new intrusion

attacks reported yearly (Gordon et al., 2005).

All the background information about security, IDSiseir limitations and defects have been
presented in this and previous chapters. Frombd&ground information it can be clearly seen
that there is a need for a new IDS model: a modda hot only addresses the problems and
limitations associated with current IDSs, but ohatttakes into account the new problems

associated with wireless networks.

Wireless networks, as stated previously, have thair limitations, problems and characteristics
that do not allow a regular IDS to detect manyhef attacks associated with them. IDSs are also
currently lacking in stopping attacks before angaes damage is done, as most only notify an
administrator of attack. As more attacks are @it being developed and used, one can see
that any new IDS model would need to be proactiveature. Chapter 5 introduces NeGPAIM
(Next Generation Pro-Active Identification Modehdits updates, which enable organizations

to detect both wired and wireless attacks proalstive
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Chapter 5

The Updated Proactive Identification Model
(NeGPAIM-W)

5.1 Introduction

Over the past few decades, the Internet and netwbdve become a vital part of any
organization’s business processes, from sellingdymts online to application sharing and
distributed data processing. Hardware developize this and focus more and more on ways
and means to improve networks and the Internete €ucth development is that of wireless
networks. The improvement in Internet and netwohee not only improved business
processes, but also increased the need to prdiecbusiness’s information and access to
information (DTI UK, 2004).

Each year, the number and complexity of attacks iatrdision incidents occurring against
organizations is increasing, and although orgaiumatfeel safe, it has been shown that failures
in security mechanisms are also increasing annually., in firewall or intrusion detection
systems. This is a problem that was discussedetaildin Chapter 4 under the section
Limitations in Current Intrusion Detection Systems. It was concluded that currently available
IDS products do not adequately protect a systermsigaew, mutant and previously unknown
attacks, thereby leaving gaping holes in the sgcofiorganizations placing their trust in these
IDSs.

This chapter focuses mainly on how to address tpesiglems, discussing the shortcomings of
the NeGPAIM Model (Botha, 2003) and thereafter,atpiy Botha’s model. The Botha model
was developed in 2003 and was based only on wietdiarks. To be in line with new

developments, such as wireless networks, it iseqeidar that the NeGPAIM Model needs some
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updating. The updates allow the model to be agpbeboth wired and wireless environments,

thus enabling the NeGPAIM IDS to detect attackvipresly undetected.

5.2 Design Specifications for Updated Model

Over the past few years since the definition of Kle&SPAIM Intrusion Detection Model, there
has been a massive growth in the use of wireledstdogies within organizations. This is
mainly due to the benefits that wireless netwodhitmlogies give to the organizations that use
them. Although there are many benefits gaineddiyguwireless technologies, such as mobility,
increased productivity and ease of access, it shibelnoted that this all comes at a cost, as the
wireless technologies are known for their inhedank of security. These factors should all be
taken into account when determining what changes h@ be made within the previous model,

allowing the new model to cater for the problemsently existing.

The current NeGPAIM Model has been thoroughly tkstethe NMMU, and results received
from the testing have been very good (Botha, 20@&)me of the results from testing include an
identification rate of around 95 percent and aefalstection rate of less than 5 percent (Botha,
2003). The NeGPAIM Model currently has little wodlkbne on wired networks and no work
currently done towards the detection of wireledacks. With results such as those described
above, it can be seen that the model is very safideend only needs additional components that
allow for the accurate detection of newer wiredusions and complete detection of wireless-
based intrusion attacks. These new componentsdwmellsensor based, due to the nature of
networks, both wired and wireless, allowing the [©@Syain insight into all areas of the network
via the sensors. For the reasons outlined abbeereist of this chapter focuses on the network-
based data sources. For further information orother parts of the model, please refer to Botha
(2003).

The previous three chapters introduced intrusioieati®n along with its functional and non-
functional components, including the Updated GenBrbactive Intrusion Taxonomy presented
in Chapter 4. This focused on defining a generimc@ss of understanding and identifying

intrusion attacks. By utilizing the informationigad through the literature studied, including
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research done at the NMMU (Botha, 2003), it is npossible to define updated design
specifications to Botha’'s NeGPAIM Model. The desgpecifications are illustrated in Figure

5.1.
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Figure5.1: Updated Model Design Specifications

Figure 5.1depicts the logical splitting of the Intrusion Detien Model into two distinct
sections: Functional Characteristics and Non-Functional Characteristics The primary
elements of Functional Characteristics are: Arciitee, Data Sources, Detection Analysis and
Response Behaviour. The IDS model incorporatesdigtinct detection methodologies, namely
Network-Based Detection and Host-Based Detectiogetteer forming a hybrid IDS
methodology (Botha, 2003). This hybrid methodoladjpws the model to take data from host,
network and application based sensors as inpute dimlysis of attack/intrusion data is
performed by utilizing both misuse and anomaly ckgd@ methodologies, allowing for a more
holistic attack determination (Botha, 2003). I¢thnodel detects an attack, it contains response

behaviours that can implement both passive andeacsponse to the attack/intrusion.
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Certain components of the design specification hawen updated with regards to the data
sources, specifically the network-based sensordie fietwork-based data source has been
updated to include both wired and wireless-basawark& sensors. This allows the misuse and
anomaly detection engines access to more updatasmkeinformation, including the physical

media type the information was collected on. Thgva and passive responses also contain
distinctions between attacks originating on wired avireless networks, as there are many

differences between the mediums.

The Non-Functional Characteristics’ primary compaseconsist of the following: Detection and

Analysis Frequency, Taxonomy and Design Object{Bstha, 2003). The model allows for the

collection of input data from sensors, as well las processing of this data through the two
detection engines in near real-time speeds. Tlwrdhg use of the updated generic proactive
taxonomy, the model allows the IDS implementintpitetect intrusive behaviour and allow the
administrator to follow the intruder during hisak/intrusion. The design of this model allows
for the IDS implementing it to contain fewer detentrules than other IDS models, because of

the nature of the detection engines and theiriogiship.

The seven main characteristics mentioned aboveé) heictional and non-functional, were

implemented in the model. If the updates to théstewy characteristics are successfully
integrated into the updated model, the model’s majectives have been met; thus, allowing for
an IDS, with a high rate of attack detection, inlohg known and unknown attacks, sourced from
both wired and wireless network segments. The t@ddaodel’s effectiveness in this respect are
in part determined by the hybrid architecture. Tiybrid architecture is discussed in the next

section.

5.3 Hierarchical Hybrid Architecture

The previous section explained that hybrid architecis needed and plays an important role in
determining the overall effectiveness of the updateodel. Questions about how and where
both the network-based and host-based componewsh®en implemented are best defined by

the structure of the hybrid architecture. The hylanichitecture is based on three layers: namely
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input, process and output layers. These layerkraven as the System Model, used to represent
many ideas in the IT and computer-science fieldsn@rong, 2001). The model is best defined
by utilizing the system model’s hierarchical stiret The focus of this section is mainly on the
network-based IDS components, which will be destin terms of the system model layers.
Each of the layers is described below and is reptes graphically in Figure 5.2.

* Input layer:

The intrusion detection system gains all its ingata both from host-based and
network-based sources, via the input layer. Thpatitayer consists of multiple sensors,
which can be either host-based or network-baseaetdork-based sensor could be, in
turn, either a wireless network sensor or a wiretivork sensor. An example would be
a sensor “A” placed near a wireless access-ponableng the IDS to gain information

on traffic on the particular wireless network segirfeom sensor “A”.

The same is true for a wired network sensor. Tdresar “B” would be placed in a

section of the wired network where it could gathdormation on the traffic flowing

through it. This is the main difference betweenmediand wireless sensors: wired
sensors get placed in sections of network whergrafic has to pass through them,
whereas wireless sensors have to actually sniffntineless traffic. The wireless and
wired sensors differ slightly in the way they forddahe information to the processing
layer. The reason for this is the slight latetiegt can occur on a wireless network.
The timing of the wireless sensors have to take litency into account. The updated
model also allows for data to be captured at batterns 2 and 3 of the OSI model,
whereas the previous model focused on the capturprinarily, layer 3 data. The

capture of additional layer 2 data allows for modistic input.

Host-based sensors, on the other hand, gathermiafmn for the IDS from the
operating systems audit logs and audit logs ofdtwmain / directory service server.
Host-based sensors can also take the form of @plicbased sensors, where

information is gathered from various applicationgnams running on a host.
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Processing layer:

The processing layer is where all the input dathect®d by the various host and
network-based sensors is processed for signsroisioh. The processing is also taken
into account whether the sensor was a wireless ioedwnetwork sensor when
determining the type of processing to be done ahidiwintrusion/attack definitions to
use. The processing layer consists of three coergersplit into two processing layers

seen in Figure 5.2.

The first layer is the low-level processing layerdaconsists of two processors: one
implementing the misuse detection approach andther implementing the anomaly
detection approach. The previous model, while eg@omplete in its host-based
detection, lacks a holistic approach to networledibn as wireless networks were not
taken into account at the time. The accuracy efrtiodel is, thus, slightly off as it
would be unknown how many wireless attacks wouldssed by the model. The
updated model improves the overall accuracy by ntakwireless attacks into
consideration. This, coupled with the updatesh® wired detection rules, allows the
new model a far greater detection accuracy. Tloeltw-level processors have gained
increased detection accuracy, also in part fromrtpet layer’'s updates allowing layer 2
and layer 3 data collection, which allows the l@wvdl processors access to more

information when making attack determination.

The low-level processors have been updated to wor weighted system, allowing a
weighting to be set for attack data sourced onwireless network, and a separate
weighting set to attack data sourced on the wietdvork. These two weightings allow
the engines to function more accurately and alsablentheir output to be a better

reflection of the actual attack being perpetrated avhole.

The two low-level processors feed their outputhhigh-level processor that acts as a
central analyzer, determining overall attack stétyi£ombining the outputs of the two
low-level components. The output of the centradlyrer is forwarded to the output

layer.
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* Output layer:

The output layer takes the information it gains tia processing layer and determines
what response would be appropriate for the ev&hts response could be either passive
or active, depending on the severity of the intnsattack. The responses could be
configured according to the needs of the orgaromaitnplementing it. Depending on

the type of attack being perpetrated, responselsl timuaimed at stopping the attack at
either layer 2 or layer 3 of the OSI model, allogviior the best chance of mitigating the

attack.

The administrator has a warning of attack set enxrttanagement console. Included in
this alert will be the individual engine’s outpuwigh its attack weightings. The severity
of the attack is also listed, and the administragasdvised on actions to take. These

actions could be hardware, software or legal astion

While this section described the updated modelerms$ of its input, processing and output,
utilizing the system model, the next section pr@sasgpdates to a conceptual model developed at
the NMMU.
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Figure5.2: Hierarchical Architecture (Botha, 2003)
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5.4 The Conceptual Model: The Components

This section proposes updates to the model develapéhe NMMU, which is possible due to
the design specifications and the hierarchical idylrchitecture introduced in the previous
sections. The model to be updated is known as e &eneration Proactive Identification
Model (NeGPAIM). The updated model is called N&neration Proactive Identification
Wireless Model (NeGPAIM-W).

The model is dependent on nine major componentsesd core components are known as:
Information Provider, Collector, Coupler, Inforn@ii Refiner, Fuzzy Engine, Neural Engine,
Central Analysis Engine, Responder and Manager.es@hcomponents can be seen in the
graphical representation of the model in Figurelz@w.

CLIENT EXT HOST INT HOST
Internal I GUI: Ext l
Host-Base
Manager M
> |nformation \ g ] anager
Source ¢
Information
Refiner Central Analysis Engine [
Network-
Base Wired Wireless
Information

Source

¢ A A

Fuzzy Engine {

Wireless

Wired

»wxoxmwc
v
ITmMmr-ovCcCoOOD
v
T MrowvCcoon

-l

Y
I mr vC QOO
@
g9
n s
I MmO COO

Wired Wireless

DOoO-HO0omrroo

Central ]
Database

M——

Y

Template
DB
\4

Neural Engine

Internal
Responder

v

l

Wired Wireless

Y
User Behavior
DB Ext: responder

Figure5.3: General Representation of NeGPAIM-W
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The major components of the updated model have Bisenssed below, these components are
divided into a three-tier hierarchical hybrid atelsture as seen in Figure 5.3. The three tiers are
as follows: Client, External Host and Internal Hosthis architecture allows for benefits of
performance and security to the NeGPAIM-W Model alldws the security administrator the

ability to monitor his/her network for attack maHiciently.

Each of the components that make up the updatedP®&% Model is briefly discussed below.
« Information Sources:

Refers to the different providers of input dateoithe NeGPAIM-W Intrusion

Detection System, which include host-based, netvbaded and wireless

information sources. This paper focuses on theless information sources.

0 Wireless Network-Based Information Source:
This information provider collects information albdbe user’s activities on
the wireless LAN, allowing the IDS to gather stitis on usage and the user’s
activities within the wireless environment. Theomation is gathered
primarily from the access points and servers cairtgi IDS sensors, which
are located around the organization’s offices.

o Wired Network-Based Information Source:
This information provider works by having sensatsngy on network servers
and on devices around the network. They moniton&iwork-based attacks,
such as DoS, DDoS and spoofing attacks and repeok bn the network as a
whole.

0 Host-Based Information Source:
This information source collects and returns infation collected from a
specific host on the network, and it is only coneer about attacks aimed at

the host itself or attacks emanating from the nowvad host.

« Collector:
This component is a Windows service that has tlspamsibility of collecting
information from the information sources and fordiag the data to the

information refiner.
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Coupler:
The coupler is an interface that allows for theeghtiers, namely: client, external

host and internal host to interact and share indion.

Information Refiner:
This is responsible for converting data into a fatmsable by both the fuzzy and

neural engines.

Fuzzy Engine:

The fuzzy engine is one of the two low-level pr@ieg units of NeGPAIM-W, the
second low-level processing unit is the Neural Bagiliscussed next. The low-
level processing units differ from the high-levelituby the fact that they do the
processing of raw attack input data. This engineesponsible for implementing
the Misuse Detection methodology and computes alamfirstly so that the user
action graph is mapped against it to determine ndredr not a user (intruder) has

been or is performing an intrusion attack.

The overall intrusion probability for the networlensors is divided into two
weighted parts: one weighting for the wireless ckitprobability and another
weighting for the wired network intrusion attaclopability. The fuzzy engine’s
network detection rules have been updated withntve NeGPAIM-W Model to
provide a better detection rate. The rules hawen hgdated to detect attacks at
layers 2 and 3 of the OSI model where the previozgy engine specifically
targeted layer 3 only. These updated rules datécisions by the use of sensors
detecting layer 2 attacks on the source networkiumedind layer 3 attacks on
servers and workstations. The updated model alfonfast detection performance
by separating the network detection into wired amdeless separately, and
weighting the outputs to form a final fuzzy introisiattack probability. This also
allows the engine to take into account the diffeesnin transmission of data over

the different network mediums.
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The fuzzy engine passes its intrusion probabiligfug to the central analysis

engine. This is a continuous process.

Neural Engine:
The neural engine is the second of the two lowll@recessing units and also
processes input data. This engine processes theadd searches through it for

patterns of abnormal user behaviour that may beraog.

This abnormal user behaviour may come in throughadrthree sources: the host-
based sensor, the application-based sensor oretinork sensor. The network-
based sensor is what this section explains. Theahengine uses a user’s wireless
and wired network usage patterns to determine veneth not the user is acting
abnormally on the system. For instance, the user work via a wired terminal
from 8am to 5pm, Monday to Friday. Then one dalghe logs into the network
on a Sunday afternoon over a wireless connectibms is noticed by the neural

engine as anomalous activity.

The engine reports abnormal user behaviour to ¢énéra analysis engine by way
of intrusion probability value. This intrusion gability value or IPV is the output
of both the Fuzzy and Neural engine and is a péagenprobability of attack

determined by the engine.

Central Analysis Engine (CAE):

This is a high-level processing unit, the objectafewhich is not to perform
anomaly or misuse detection, but rather to anabué interpret the resultant
output values from the fuzzy and neural enginesvals as managing the other

units of the model.

The inputs received from the fuzzy and neural ezgyimave their probabilities put
through in weighted form for the probability of wnerk attack, and these
weightings are used in the determination of whadlof attack is taking place, and
where the source of the attack is. This enablesthrect responses to be applied

to the attack, e.g., a predominantly wireless &ttaas the wireless part of the

90



attack patched first, as that would be the main plathe attack and without it, the

attack may cease.

The engine outputs a final intrusion probabilityttwifinal weighted scores of
attack type, source, etc. This is generated pieiorming statistical calculations

on the output of the two lower-level units.

+ Responder:
The responder is responsible for taking the necgsaetion in the event of an
intrusion attack. The responder can either respmgassive or active responses.
Active responses in the case of wireless intruswogld be to block the intruder’'s
MAC address on the wireless LAN. A passive responseld be to alert the

administrator to the possible intrusion via e-mail.

- Manager:
This component allows for the management and cordigon of the intrusion
detection system. The manager also allows the asimator the ability to see what
attacks have occurred and the means to accesedpender, effectively stopping

an intrusion attack.

The next section helps one to better understandchiamges made in the NeGPAIM-W
Model. These changes also help one to better staael how the updated model identifies

wireless based attacks.

5.5 The Model in Perspective

The previous section identified the nine componema&ing up the NeGPAIM-W Model. This
section identifies some of the differences makheyupdated NeGPAIM-W Model better able to
identify wireless attacks. This allows one to bew the updated model is better than the current
model at overall intrusion attack detection andvprgion. Components that have been updated

are focused on in more detail.
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The functional characteristics of the data soudeatified in Section 5.2 are implemented via the
following components of the model: Information Per, Collector and Information Refiner.
The information provider within the updated modaktbeen updated primarily with regards to
its network-based information source. The chamgesis information source, by the addition of
wireless network detection, allow the model to dete wide range of network attacks. These
attacks would have previously gone undetected dutheé current model’s inability to detect

wireless specific intrusion attacks.

The three primary components of the NeGPAIM-W Maalel the Fuzzy Engine, Neural Engine
and the Central Analysis Engine. These comporemgtsesponsible for the actual detection of
intrusive behavior and misuse from the informatgathered by network-based and host-based
sensors. The three engines are the implementatfothe detection analysis functional
characteristic of the design specification fromtieec5.2. The fuzzy engine differs slightly
from the current fuzzy engine models as it has hgetated to include detection rules for the
newly added wireless network updates. The fuzzyrers output to the central analysis engine
has been updated as well, so that the output 18 distinguish between attacks detected on the

wireless and wired LAN to allow for the appropriateightings assigned to the attack.

These changes have also been implemented to alewesponder to determine which, if any
response, is to be fired. The responder is alsawsee of which network segment to apply the
responses to. The responder implements the respdreracteristic of Section 5.2's design

specification.

This section has shown the model’'s updates asrdtate to the design specification and has also
shown how the updated model differs from the curfdeGPAIM Model. The next chapter
discusses the processing components of this madelore detail. Again, the focus is on the

wireless components.
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5.6 Conclusion

Intrusion attacks are growing in numbers each e current IDSs are generally unable to
detect attacks proactively and respond to themkbuicThis is why the NeGPAIM-W Model is
indeed needed, as was concluded in Chapteifd4e model’'s objectives are to allow for the
proactive identification of intrusion attacks orr@ess, wired networks and on the host itself. It
is envisaged that the last mentioned is done witlgl rate of detection and low number of false

alarms.

This model, if implemented correctly, should giveyarganization’s security officer or systems
administrator the ability to detect attacks on twtwork holistically, as opposed to only one
network medium. It also provides the organizatwith a means to fight back at the ever-

increasing number of attacks coming out each year.

The next chapter focuses on the processing compooéthe model, and focuses on the fuzzy
logic, neural networks and statistical calculatitimst make the engines function. These engines
form the heart of the model and can be used to abniirusion attacks proactively and

accurately.
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Chapter 6

The Fuzzy, Neural and Central Analysis Engines

6.1 Introduction

The Next Generation Proactive Identification Wisslédlodel (NeGPAIM-W) was introduced in
the previous chapter. This model, as was discupsedously, can proactively identify and
protect a system from intrusion attack, be it knawrpreviously unknown to the model. This
model is more effective in overall network proteatithan its predecessor, due to its wireless

detection components.

This chapter focuses on the three engines thatletizd NeGPAIM-W Model to detect attacks

in a proactive manner. The three engines are nathel fuzzy, neural and central analysis
engines, each adding to the overall detection nmecka The first section of this chapter takes an
in-depth look into the fuzzy engine, with the méacus on the reason for the choice of this
detection mechanism and a detailed descriptiorh@fdetection methodology. Thereafter, the
neural engine is discussed with the main focusnagkiced on the detection mechanism and
detection methodology. This is followed by a dethiexplanation of the central analysis engine,
including a detailed description of the methodolagyl its role in the overall detection process.
Finally, an example is given, allowing one to gam understanding of the detection process
from start to finish. The main purpose of the eglanis to highlight how the engines function.

6.2 The Fuzzy Engine

The fuzzy engine is the engine that has undergdme nhost changes in order for the

implementation of wireless intrusion attack detatttomponents. This section aims to describe
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the fuzzy engine and the method of detection usaohplement the engine. The main focus is
on the additions to the engine allowing for thealdss component to the model. The purpose of
this section is to understand the internal workiagd the reasons for the existence of the fuzzy
engine in wireless environments. The fuzzy en@&been explained in terms of the following:

« An alternative approach to misuse detection;

e Fuzzy methodology;

* The mapping strategy; and the

* Dynamic proactive identification model.

These four points form the basis for this sectiod anable one to better understand how the

fuzzy engine functions.

6.2.1  Alternative approach to misuse detection

As stated previously in Section 2.5.1, misuse deteds utilized by the majority of IDSs
(Bace & Mell, 2001). When looking at the probleassociated with misuse detection, it is
clear that there is a need to revise the misusectieh approach. The main objective must
be to allow for a more dynamic method of performmguse detection than is currently
available. This section introduces, define andu$oon updating the IDS dynamically for

both wireless and wired network attacks.

Such an alternative approach to misuse detectiost @mllow the IDS to accurately detect
both known and new intrusion attacks in a geneaaghion. In order to achieve this, the
alternative misuse approach should focus on marerate data as to the type and source of
the intrusion, as well as the modus operandi ofathecker.
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Figure 6.1-A: Traditional Misuse Detection Approach
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' Figure 6.1-B: Alternative misuse detection Approach
1

Figure 6.1: Comparison between Traditional and Alternative s Detection

Figure 6.1 shows the differences between the toadit misuse detection approach seen in
Figure 6.1-A, and the updated alternative misudeatien approach seen in Figure 6.1-B.
With new signatures required to detect new attattles,IDS must be updated regularly to

allow it to detect attacks not in its signatureatbaise. Aside from the regular updates,
another problem with this traditional approach hsttthe rate at which the IDS utilizes

system resources as it scans through all knowckatignatures to find a possible match to
the attack taking place. The problem has a lataavith the amount of data stored about

each attack, as certain attacks have large paylo&tsnning through the vast amount of
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information stored about each attack may take cgatee time. Much of this information is
unnecessarily stored, and many attacks containsHme data with slight mutations.
Improving efficiency means that the focus of theerative approach should shift from
defining new signatures and regularly updating B8, as is the case in current misuse

methodologies, and focus rather on generic intrusignatures as seen in Figure 6.1-B.

Generic signatures share information amongst thieesethereby drastically reducing the
amount of information stored on each intrusionckttaThis sharing of information occurs as
follows: each generic sensor is assigned propert@sexample, a generic DoS attack
signature has properties assigned to it, suchpmstaange, bandwidth utilization, incoming
packet size and network type. These are someeopribperties that make up a DoS attack,
although some of the properties mentioned may becasted with other attacks, e.g., the
port-range property may also be a property in &poan attack. So as can be seen with the
sharing of information by generic sensors, therimfation stored about attacks is cut down

dramatically.

By the use of generic signatures, an IDS is mofeieft in detecting both known and
unknown intrusion attacks. These generic netwotiusion signatures are further split into
wireless network generic signatures and wired nekwgeneric sensors. The alternative
misuse detection approach determines the souratawk data, e.g., whether the attack is a
wireless-based intrusion attack or wired networlack This allows for speedier attack
detection by limiting searches through the sigreatiatabase to signatures that correspond to
the source network type. An example could be #@matttack is occurring over a wireless
network link. The attack database may have 100r@®ork-attack signatures, 25,000 of
which are wireless-attack definitions. With theéwark type having been determined as
wireless, the search is effectively only a quadiewhat it would have been with the usual

misuse detection approach.

In IDSs implementing the current misuse detectippr@ach, there is a lack in correlation
between attacks that have been detected. Thisdaae IDS without the knowledge of the
bigger picture in terms of the attack, as somecks$taerve as forerunners to the larger attack

and ultimate payload. Any new attacks that the H2d8s not have the signatures to might
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also go unnoticed, and if it is part of a largeaci, it will most likely make the larger attack
look not as deadly, because of the lack of knowdealigthe whole attack. This problem has
been addressed by rather than merely searchingtfoisions by intrusion signatures, the
new approach will search for intrusions, basedhenlogical process that intruders tend to

follow when performing an attack against an orgamin’s systems.

The resultant output of the engine implementingaternative approach to misuse detection
will output not just one output, as is the casehef traditional approach, but rather has two
outputs. The first output will be the same asdabtput from the traditional approach, namely
whether or not a user or intruder has, in factfgoered an actual intrusion attack. The
second output is where the new approach takesetid | The output at this stage will
indicate the possibility that the intruder is stillthe process of performing an attack. This
will also contain the probability that the attackerperforming a purely wireless attack, a
purely wired network attack or a mixture of the téeoattain his goal. This will be stated
through an intrusion probability value (IPV). Ttveo-part result is calculated using generic
signatures and a form of intelligent algorithm. isTis done as the intelligent algorithm reads
in the information gained by the various genergnatures and outputs an IPV of the attack.
The IPV representing the percentage certaintyttfegctions performed represent an attack
on the network. Thus each step completed by tlaelar towards his/her goal e.g. probing
open ports; brute forcing passwords etc. incretseV value. With the generic signatures
detecting intrusion attacks based on the intrupimtess as opposed to a specific event, the
generic signatures only need updating if the wayhich attacks are performed changes.

After researching the practical implementation bé talternative approach, some major
shortcomings were identified. The first is theklaaf precise and accurate data and the
second is the lack of intelligent algorithms tontify intrusions. The rest of this section
explains the shortcomings in detail, including htvey may be overcome by focusing

primarily on the networking aspects of the problems

6.2.1.1 Identification of suitable precise data

This subsection explains how the lack of suitabkcise data can be overcome. In this
section, precise data refers to data that can &ée ascurately to determine an intruder’'s
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actions. These actions could be illegal accessetaork resources, illegal access to

application programs, etc.

This kind of precise data is usually very scarcepest activity on a network or host is
legitimate activity. So when data which indicatiéegitimate activity is detected on the
network, host or system, it must be used optimally. was described in Chapter 4
sensors are one way that the IDS can gain thigsgrécformation on a system. These

sensors can be wireless network-based, wired nktlased or host-based.

The six generic intrusion phases identified in Gaag are used in the alternative misuse
approach. The six generic intrusion phases, whiatehbeen listed below, are now
explained in terms of the alternative approach:
1. Probing phase;
Initial access phase;
Super-user access phase;
Hacking phase;
Covering phase; and

o 0k~ w D

Backdoor phase.

Each of the six generic phases have many gengumatsires associated with it. The
reason for this is that when having many genegoaures, the system has more accurate
information on the attack. Starting with the prabiphase’s signatures and continuing
through the signatures within each phase, detetromaof whether the attack is
emanating from the wireless or wired network widl imade. The intruder is followed
closely through the six generic phases as he/sbgrgsses on the network. Each phase
will follow the intruder’s network/host usage, teby monitoring the intruder throughout
his attack. The purpose of the signatures isacktthe intruder's/user's movements on
the network/host throughout the six generic phaassyell as tracking his/her other

actions.
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The availability of precise and accurate data haenbidentified, as has been the
relevance of the updated alternative approach tusei detection. The next section
describes and explains the algorithm that impleméin¢ updated alternative approach
described previously.

6.2.1.2 Anintelligent algorithm

As mentioned earlier, there are two main problerasoeiated with the alternative
approach to misuse detection. The previous sedirated the need to gather precise
data. This section is dedicated to the second gnobihe lack of intelligent algorithms to

implement the alternative misuse detection approach

Current algorithms implemented by intrusion detattisystems have difficulty
correlating and combining collected precise daté wther non-precise data collected on
the system (Valeur et al., 2004). This problemitinthe IDS from looking at the attack
as a whole. Therefore, the need for an intelligggorithm is great, and if implemented,
it allows the IDS to use all available data to krdéloe intruder as he/she moves through
the six generic intrusion phases. In order for ititelligent algorithm to do its job, it
needs to perform the following two tasks:

* Combine all the data collected from various souraad

« Interpret the combined data according to a tranfdaction, allowing it to

determine the intrusion probability value.

There are many transfer functions available. Seormamon transfer functions include
linear, non-linear, sigmoid and Gaussian functiobste to the lack of accurate historical
intrusion data, it is impossible to determine whfahction would be more effective in

terms of the updated proactive generic intrusigonamy.

Thus, it was decided to define a new non-lineaction, which is mapped directly to the
proactive generic intrusion taxonomy and is basea aveighting structure. The weight
structure is determined by the importance of edtase in terms of the four general

intrusion result classes (namely, corruption ofinfation, disclosure of information,
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theft of service and denial-of-service) as outlinedthe generic proactive intrusion

taxonomy seen in Figure 6.1 (Botha, 2003).

A nonlinear approach was also used for implemerttiegfuzzy engine for the previous
NeGPAIM model. This non-linear approach has bgmiated to allow it to be applied to
the updated proactive generic intrusion taxonon@ertain weightings would not have
been accurate when applying the previous weiglgoigeme to wireless-based intrusion
attacks. This can be seen by the importance opliases identified between an attack
taking place on a wireless network, as comparedwared network attack. In a wireless
attack, more attention should be paid to the piplkimd initial access phases, focusing on
probe requests (Interlink Networks, 2002).

These phases in a wireless attack may take theletmweeks to complete, as opposed to
a wired attack, where the same phases may takes lwwueven minutes. An example
captured packet of one such probing phase attatkuthorized client connection) has
been listed below in Figure 6.2. This figure seaavprobe request of an unauthorized
user/intruder actively scanning for an access pasnbne of the first parts to a wireless
attack: locating a target. Once the target has bmend, he/she will enter the Service Set
Identifier (SSID) and attempt to connect (InterliNketworks, 2002). One can see from
the source address field in the figure, that tlsiswhere the system will first gain
knowledge of the intruder's Media Access ControlA®) address from the source

address field.
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IEEE 802.11
Type/Subtype: Probe Request (4)
Frame Control: 0x0040

Version: 0
Type: Management frame (0)
Subtype: 4
Flags: 0x0
DS status: Not leaving DS or network is operating in AD-HOC
mode
(To DS: 0 From DS: 0) (0x00)
...0.. = Fragments: No fragments
.. 0... = Retry: Frame is not being retransmitted
...0.... = PWR MGT: STA will stay up
..0. .... = More Data: No data buffered
.0...... = WEP flag: WEP is disabled
0... ... = Order flag: Not strictly ordered
Duration: 0

Destination address: ff:ff:ff:ff:ff:ff (ff:ff:ff.ff.ff:ff)
Source address: 00:02:2d:1b:51:ca (Agere_1b:51:ca)
BSS Id: ff:ff.ff:ffff:ff (ff:ff:ff.ff.fF1f)
Fragment number: 0
Sequence number: 1
IEEE 802.11 wireless LAN management frame
Tagged parameters (13 bytes)
Tag Number: 0 (SSID parameter set)
Tag length: 9
Tag interpretation: roguehost
Tag Number: 1 (Supported Rates)
Tag length: 4
Tag interpretation: Supported rates: 1.0 2.0 5.5 11.0 [Mbit/sec]
0000 40 00 00 00 ff ff ff ff ff ff 00 02 2d 1b 51 ca @....... -.Q.
0010 ff ff ff ff ff ff 10 00 00 09 72 6f 67 75 65 68 ...... rogueh
0020 6f 73 74 01 04 02 04 Ob 16 ost......

Figure 6.2: Unauthorized Client Probe Request (Interlink Netgp2002)

One can see that the weighting structure needs tgptated, allowing more emphasis to
be placed on the first two phases in a wirelesscltt These initial phases are critical in
the effectiveness of the attack as a whole and ¢iee IDS information as to the

intruder’s modus operandi.
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PHASE ATTACK1 | ATTACK?2 | ATTACK3 | ATTACK 4 WEIGHT
(CORRUPTION (THEFT (THEFT OF (DENIAL STRUCTURE
OF OF SERVICE) OF
INFORMATION) | INFORMATION) SERVICE)

3.Super-useraccess phast 2 2 1 3 20%

Table 6.1: Weighting Structure for Wired Network Non-LineamEtion (Botha, 2003)

Table 6.1and 6.2 both show the six generic phases, and hewrtlate to the four types
of attack objectives that an attacker has whercldttg wired and wireless networks
respectively. These four categories are as foll@egha, 2003):

1. Corruption of information;

2. Theft of information;

3. Theft of service; and

4. Denial of service.

There are many attacks that fit into each of tleegegories and, as such, the explanation
of the above table is described generically. Theeels of importance have been utilized
to describe the significance of each of the sixsplao the intruder in ensuring that he or
she is able to achieve each class of intrusionltresievel one indicates that the level is
the most important to the intruder, and level thmedicates that the level is of less
importance to the intruder. The weighting struetis determined by the importance of
each phase in terms of the four general intrusitasses namely: corruption of

information, theft of information, theft of servi@ad denial of service. As can be seen
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from Table 6.1, for an intruder attempting to cptrinformation over the wired LAN, the
intruder will more than likely have to perform thacking phase, as this is very important
for the attack of this nature.

This means that the intruder or hacker can skipdriiie six phases, except the hacking
phase, in order for his attack to be successfiile frobing, initial access, covering and
backdoor phases are not all that important to thekér in achieving corruption of
information. The weighting structure works welldetermination of attacks performed
against a wired network, but when applying the samegghting structure against a
wireless attack, it will not produce the desiredutes. Therefore, an updated weighting

structure has been devised and is seen in Tableet®f/.

PHASE ATTACK1 | ATTACK2 | ATTACK3 | ATTACK 4 WEIGHT
(CORRUPTION (THEFT (THEFT (DENIAL STRUCTURE
OF OF OF OF
INFORMATION) | INFORMATION) SERVICE) SERVICE)

6.Backdoor phase 1 2 3 3 10%

Table 6.2: Weighting Structure for Wireless Network Non-LinBanction

As can be seen from the weighting structure in @#&bR, the weightings on a wireless
network’s non-linear function are far different ththose on the table of wired network
weightings. The main differences can be seen éenpitobing phase, as users cannot
simply connect to wireless networks: they firstchéfge SSID, as mentioned earlier in this

section. This means that attackers have to uséfarsapplication, or put their wireless
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card in monitor mode (mode allowing for promiscugusnitoring of packets) to find

wireless networks (Interlink Networks, 2002).

Intruders performing wireless intrusions take arfwire care in performing the probing
phase. This is to gain as much information abbet wireless network as possible.
Wireless intrusions are also harder to trace becafithe lack of a physical cable, so the
covering phase is far less important to a wirelegsuder (Aruba Networks, 2004).

Taking the above into consideration, the weightstigicture on the wireless network

linear function should be assigned to reflect tlag wireless attacks occur.

The differences between the new wireless weighsitngcture and the older, but still
relevant wired network weighting structure, candeen in Figure 6.3 and Figure 6.4,
explained later in this section. These differencas be seen if one looks at the
importance of each of the generic phases for tigatlef service (DoS) attack in Table
6.2. A wireless-based DoS attack, such as signal jammelges heavily on both the
probing and initial access phase to gain infornmata the system and to gain an initial
foothold on the network. In this attack, the cavgrand backdoor phases are not all that
important to the hacker, primarily because it ir@xely difficult to detect and catch an

intruder hacking over wireless.

The weightings seen in Table 6.2 were settled ugfter multiple wireless attacks had
been studied, thus determining the general flowvioéless based attacks. This allows
one to see which phases within the attack proagsmast critical to the attacks success
and which are less important. The most criticagghwas determined to be the probing
phase. Thus it was given a weighting of 30% imgowse to the overall attack, whereas
the least important phase and one usually ignoseavibeless attackers the covering
phase has been weighted at 5% importance to thealbvattack. The actual
determination of what percentage of the total assgigto each phase was based on the
most important and least important phases. Theegalvere then assigned accordingly

by changing the values by increments of 5%.
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Generic Intrusion Phases: Wired Network
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Figure 6.3: Alternative Misuse Detection Approach (Wired)

Figure 6.3 is a graphic explanation of the altemeamisuse approach, focusing on the
wired network portion of the approach. The figw@ows the six generic intrusion
phases, each consisting of multiple generic sigratand the intelligent algorithm that

together make the alternative misuse approach.

The alternative misuse approach gathers precisefdan various information sources.
This information includes audit log information awarious user profiles. The following
simple example illustrates the operation of theraktive approach as it functions within
a wired network environment: There is evidence ofsar probing the network, via the
wired network, with a port-scanner in the firewédigs (probing phase signature).
Including the fact that there were illegal firewaltcess attempts (initial access phase
signature), these attempts occurred after workogsh(initial access phase signature). It
can be predicted with relative certainty, by loakiat the graph that the user is in the

process of performing a theft of information iniarsattack.
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The intruder/user has already gone through theipgand initial access phases, giving a
certainty of 30% (10% + 20%) probability of attattk the particular user through his
actions up till this point. This means the syssaministrator can be 30% certain that the

user is in the process of performing intrusive\aistiover the wired network (Point A).

Generic Intrusion Phases: Wireless Network

Probing I Initial Access | Super-User | Hacking W Covering | Backdoor W
Phase Phase Access Phase Phase Phase I Phase
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Figure 6.4: Alternative Misuse Detection Approach (Wireless)

As opposed to the previous example (showing theabip@ of the alternative misuse
approach as applied to a wired network environmené) rest of this section shows how
the alternative approach differs in weightings dttacks over an organization’s wireless
network.

As has been stated previously in Chapter 3, wiseletworks are not as easy for an
administrator to secure, due to their broadcastraatWith this in mind, one can see that
the weightings put on the probing of wireless nekspas well as initial access, are of far

greater importance than those same phases on @ metesork, where the administrator
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has greater control over the security. The infdfom gathered comes from various
sources around the wireless network, including rmition from wireless hosts and
wireless access-points. This precise informatitowa for the accurate determination of
user activity on the wireless network and allows foecise determination of activity

within the critical probing and initial access pégas

A simple example of how the updated alternativeusesapproach weighting scheme
works on a wireless network is as follows: if evide was gathered from a wireless
sensor that a user/intruder has probed an access ggowireless host (probing phase
signature), then the system starts to pay morentaite to the user/intruder’s next
activities. If evidence has been detected preWahst there also exists data that a rogue
access-point (an access-point setup by a hackarmbic an organization’s access-point)
has been used to gather login credentials whers l@ginto it (probing phase signature),
and if no other probing phase signatures are fited, system continues to look for
evidence in the initial-access phase. Along with previously mentioned data, if there
also exists evidence that a user has had multggen Ifailures (initial access phase
signature), or has attempted to connect to thear&twith an incorrect WEP key (initial
access phase signature), then the probability efprticular individual performing an

intrusion attack against the wireless network Isudated as 50% (30% + 20%).

This means that the system administrator can be &%in that there is an intrusion
attack taking place on his/her network. They dhnos, take the appropriate measures
before the attack escalates. The reason the systdnthus, the administrator knows the
actions are part of the same attack and are barfgrmed by the same user, is the fact
that when the user/intruder first logs onto theela@ss network, the user/intruder's MAC
address is logged. As he/she progresses throwghatthck, the system follows the
individual, based on the MAC address.

If the intruder does change the MAC address, thensecond engine couples the action
to the same user/intruder through artificial ingghce. The next section gives an
overview of the fuzzy methodology used to implem#érg updated alternative misuse

approach.

108



6.2.2 Fuzzy methodology

As mentioned previously, this section focuses am ftizzy methodology and fuzzy logic
used to implement the updated alternative misusectien approach and the NeGPAIM-W
fuzzy engine. During initial research done at NMMBotha, 2003), many technologies
were considered in the implementation, including Bempster-Shafer Theory of Evidence,
Bayesian Technique, Certainty Factors and Fuzzyid.odruzzy logic was finally settled
upon, through intense research, as the best mdtrodnplementation of the original
alternative misuse detection approach. As the tepidalternative misuse detection approach
is based on the original alternative misuse detecpproach, fuzzy logic still applies and is
used.

The methodology works as follows. An intelligetigaithm, based on fuzzy logic theory,
creates graphs (each graph represents the actiotise ouser/intruder) by constructing
triangles. These graphs are then compared age@cst other, and the resultant output is

discussed later in this section.

The objective of the methodology is two-fold:

1. Firstly, to interpret the input data received frtme various sources (sensors); and
2. Secondly, to interpret the combined data according transfer function. This is

done by creating and comparing two graphs.

Two graphs are created by utilizing the above fuogyc methodology. These graphs are
then be compared by using a pattern-recognitiohnigae. The first graph is called the
Template Graph and is a representation of the authorized actafrtie user / intruder on
the system in terms of the six generic intrusioas@s. The second graph represents the
actual actions of the user or intruder in termsigfgeneric intrusion phases and is known as

theUser Action Graph.

Every time a new user / intruder is “discovered’tba system; a unique template is created
and stored for that particular user. The templatbased on the specific user’s rights and
privileges, as recorded in the user profile forttbaer. In the case of an unknown or

unidentified user, a standard template is used.e Uiber action graph is dynamic and
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represents the actual actions of a user on thersystA user action graph is constructed as
soon as the template is stored in the database. u3ér action graph is updated every few
seconds, and it is based on the input data cotldoben the various sources. The user action

graph is also represented in terms of the six gendrusion phases.

As soon as the user action graph is constructedfudtzy methodology starts searching for
intrusion patterns. This process is conducted bpping the two graphs onto each other.
The mapping process is represented by the samplghgrin Figure 6.5. Figure 6.5 (a)
represents the template to be constructed for ausan based on the specific user’s rights
and privileges. The template is in the form of sembined triangles. Each triangle
represents one phase of the generic intrusion phdsepractice, more than one triangle can
be used to represent one single phase, but fopuhmose of describing the methodology,

only one triangle represents a single phase.
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Figure 6.5: Sample Fuzzy Graphs
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Figure 6.5b represents a typical user's action lgraghe graph also consists of several
triangles, each numbered from 1 to N as is withufgg 6.5a and 6.5c. Each numbered
triangles represents the results of one of the rgem&rusion phases. The shape of each
triangle is determined by the certainty that a fusguder has completed one of the generic
intrusion phases. In the example in Figure 6.Bough evidence was found to be certain
that the user completed phase one of the serigemdric intrusion phases; therefore, the
shape of the triangle (A) shows 100% certainty wheapped against the template. No
evidence could be found to indicate that the usebusy or has completed phase two;
therefore, no triangle (B) has been drawn. Encemjlence was found to be 100% certain
that the user did complete phase three of thessefigeneric intrusion phases that resulted in
the second full-size triangle (C). Some evidenes vound to indicate that the user is busy
or completed a part of phase four. This lack aflence indicates that the certainty factor for
this phase is about 50%; therefore, the shape eotrthngle (D) is half size. No further

evidence could be found to indicate that the usdyuisy or has completed phases five and

six. This resulted in a straight line.

Figure 6.5c shows how the two graphs are comparedapped on top of one another. The
mapping of the two graphs is conducted by calaudgtine area of each graph. By comparing
the two middle points of each graph, namely MP (a8 MP(temp), one can determine
whether or not the two graphs are similar (BerkB®97; Kosko, 1993). If they are not

similar, the methodology determines how closelytthe graphs are matched and, thus, how

far the user / intruder has moved through the sixegc intrusion phases.

There are a few areas of concern with the abovdiom=ad method. First is the fact that the
method is not proactive and this is one of the measons for this research. Secondly, this
method does not provide an output that is meaningfitan administrator looking at the
results. For these reasons, there is a need sdawran identification methodology that is
proactive in nature, allowing the system to prethetnext action an intruder will take, based
on his previous actions. This proactive methodpl®yintroduced next by means of the
dynamic proactive identification model, which cae bsed by the fuzzy methodology to

combat intrusions in a proactive manner.
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6.2.3  Dynamic proactive identification model

The previous section introduced a method of mappiragphs on one another to check for
intrusion attacks. It concluded that there is adhr a proactive identification model, and
this model is now introduced. The model is basedhe alternative approach, implemented
through fuzzy logic. The objective of this methedo provide a detailed explanation of how
the intrusion attack is performed and is basecdherfdllowing two concepts:

1. To provide a detailed explanation of an intrusittack, be it on a wired or wireless
network. One has to follow an intruder while he/se moving through the six
generic phases, as previously mentioned, payingecédtention to the probing and
initial-access phases in the case of a wireleaslattinformation gained by following
the intruder can then be interpreted and used &\ysystem administrator and/or the
system to perform various active responses. Sesjponses could be disconnecting
the intruder from the system and blocking his MAGdiess from accessing an
access-point in a wireless attack.

2. To implement this method one, firstly, has to idgrthe generic intrusion phase that
was reached by the intruder and, secondly, to grréde follow-up action(s) to be
carried out by the intruder. These can be predjdtased on the type of network on
which the attack is taking place. On wireless oeks, attacks usually commence
with scanning for a network and once found, a conoe is attempted. The attacker
then usually attempts to log onto the domain.s Ithus, possible to predict some or

all the activities of an attacker, based on hisrpaictions.

To identify which phase was reached by the intrudeelatively easy when analyzing the
fuzzy rules activated. For example, if only theghl probing request and illegal monitor
mode fuzzy rules have been activated, then onenede the assumption that the intruder has
only, at most, completed phase one of his/herlgt@ud that he/she will more than likely be
moving onto a next phase, involving activities, lsus attempts to log onto the wireless
network, and then attempts to log onto the orgdimzal domain. If he/she does not have
the WEP key, he/she will usually attempt to créackif the intruder fired fuzzy rules in more

than one phase, one can determine which rules wewently activated and use this
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information to determine the phase that is curyebding conducted by the intruder, based

on this information gathered from the fuzzy engine.

As intruders do not always think in the same manihés not as easy as one would think to
determine the next step in an intruder’s attackgoAd example would be when an attacker,
attempting to attack an organization over the wsslnetwork, once he/she has logged into
the network and gathered network information, hefsigged off and attacked the network,
via the wired network instead, in an attempt td the system. For this reason, the dynamic
proactive identification method needs to monit@ témaining phases by analyzing the input
variables and, more importantly, the relationshgwleen the inputs. All user information
gathered about a potential intruder is also takém account, including their MAC address
and computer name. According to intensive resedotte at the NMMU (Botha, 2003), to
obtain a clear picture of this relationship betw#eninputs (thus to obtain more detail on the
intrusion attack), one can uséuazy cognitive map

A fuzzy cognitive map (FCM) uses a symbolic repntgsgon for the description and
modeling of a system. FCMs utilize concepts tosiltate different aspects in the behaviour
of a system, and these concepts interact with o¢har, showing the dynamics of the
system (Stylios et al., 1997). Although an FCMcamstructed for each of the six generic
intrusion phases, the rest of this section willu®on the FCM of the initial-access phase,
thus, illustrating the concepts of the dynamic tdmation method, and in so doing, the
FCM functionality. Figure 6.6 shows the FCM foetmitial access phase of a wireless-
based attack. This FCM consists of five nodesy edéerred to as concepts, and six edges.
Each of the five nodes represents a single intruswent. The edges describe the
relationships between the nodes (intrusion eveni®)e edges also indicate whether one
event increases or decreases the likelihood ofhanantrusion event (Stylios et al., 1997;
Botha, 2003). It must be added that all the vainethe graph are fuzzy and, thus, take
arguments in the range of [0,1] and the weightioigshe arks, which are in the range of [-1,
1], indicating the degree to which each event #dfanother. This can be seen in Figure 6.6
(Stylios et al., 1997).
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Generic Intrusion Phases (Wireless Attack)

Probing Initial Access i Super-User WI Hacking ﬁ Covering i Backdoor ﬁ
Phase Phase | Access Phase | Phase | Phase W Phase w
4 ) A 4\ A 4
el,e5
+0.8 C1

C1 — Failed WEP connection
C2 — Time Spent in Phase

C3 - lllegal Working Hours €2 1\ J
C4 - Blacklisted MAC Address \ J :

C5 — Gaining Initial Access

Figure 6.6: FCM for Initial Access Phase of a Wireless Attack

In the figure, one can see the relationship betvileerevents, for example, the relationship or

ark between C4 and C5 also known as (e4, e5). Withrelationship, there is a positive

relationship of value 0.7 between the two nodeglymg that if the number of failed WEP

connections increases, the possibility that thackér is still in this phase increases by a

degree of 0.7 or 70%. These values have beenlatduusing the data contained within

Table 6.2.

The dynamic identification method is based on tl@&MVFconcepts and the method is

performed in four basic steps. The steps are &snfsl
* Firstly, to determine whether an intrusion ewdidttake place;
» Secondly, to determine the incoming relationstajue for the different events;

* Thirdly to determine whether the phase was fatipducted by the intruder; and

« Lastly, if not fully conducted, identify the palsdities that the various events might

take place in the future and inform the system adstrator.
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This section highlighted the inner workings of thezy engine component of the NeGPAIM-W
Model, one of the three engines to be discussdtisnchapter. The next section explains the
second of the low-level engines, namely the neerajine. The neural engine operates
simultaneously with the fuzzy engine. Where thejuengine utilizes fuzzy logic to perform its
misuse detection, the neural engine makes usdifi€iat neural networks to perform anomaly
detection. These include generating user footpiamid determining whether or not any user has

deviated from his profile.

6.3 The Neural Engine

As concluded previously, the neural engine opersitasiitaneously with the fuzzy engine. The
purpose of the neural engine is to complement tizzyf engine. This section introduces the
neural engine and the neural methodology, as vweekxplaining how the neural engine can
complement the fuzzy engine. One of the purpo$abis section is to clearly indicate the
differences between misuse detection and anomaéctilen, as well as to show how they can
complement one another. There is a clear distindtietween misuse detection and anomaly
detection in the sense that generally, misuse tietecannot identify new attacks as stated in,
but anomaly detection can. As can be seen fronpris&ous section and the introduction to this

section, misuse and anomaly detections have thiranlvantages and disadvantages.

Misuse detection focuses on detecting attacksithats listed in its detection database, and as
mentioned before, it cannot detect new attacks. ondaly detection, on the other hand,
complements misuse detection in that it is gearedentowards detecting new and unknown
attacks by detecting abnormal behaviour. Thiswadlfor a greater range of attack detection: if
the fuzzy engine does not detect an intrusionjlitusually be detected by the neural engine and
vice versa. Thus, the neural engine complemerdsfulazy engine by firstly searching for
abnormal behaviour on the system and secondlyinking all user actions on the system to the
responsible user account within the organizatiarectbry service, so the actions can be traced

to a single individual.
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An example of this could be an intruder, who gestsrdogin credentials and passwords for users
A and B. User A’s credentials are used to stealpgassword file. In the case of user B, the
intruder uses his credentials to gain access tearinformation on the system. The IDS needs
to have the ability to know that the intrusionhaligh performed using two different accounts, is
actually the same user, in this case, the intrudéis section will also address this problem and
explain the inner workings of the neural engine.isThvill include the neural engine’s

implementation of the anomaly-detection approadhtroision detection.
The neural engine will be explained in terms offtiewing topics:

1. Neural networks methodology; and

2. User identification strategy.

These two points will form the basis for this sectand will enable one to better understand the

internal workings of the neural engine.

6.3.1  Anomaly Detection Through Neural Networks

As indicated above, neural networks have huge pateio detect intrusion attacks, and it
makes a lot of sense to use them in the implementaif the NeGPAIM-W anomaly-
detection engine. The previous NeGPAIM model magke of artificial neural networks, and
as the crux of the neural engine still remainssinme, artificial neural networks are still used
in the implementation of the updated model's newagine. With the background on
anomaly detection from Section 2.5.2, and a metbachplement the engine, namely neural
networks, it is now possible to define a methodgltat will implement the neural engine.
This methodology’s purpose is to detect abnormat bghaviour on the system. This section
focuses primarily on the methodology and changed &s it applies to the detection of

wireless-based attacks.

The NeGPAIM neural methodology was based on tHeviihg assumption:

“Each user on the system is unique and leaves ai@raptprint on a computer system when
using it. If a user’s footprint does not match/hes reference footprint, based on normal
system activities, the system administrator or sgcwfficer can be alerted to a possible

security breach.(Botha, 2003)
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As the updated NeGPAIM Model (NeGPAIM-W) is conanmore holistically with
network information, as well as system informatiorcombination, the NeGPAIM-W neural
methodology is based closely on the following agstion:

“Each user on the network is unique and leaves guanifootprint on the network and
computer systems it supports. If a user’s footmtoes not match his/her reference footprint,
based on normal network and system activities ststem administrator or security officer

can be alerted to a possible security breach, idiclg the source network of the bredch.

For this assumption to be correctly implementefhadprint of each user needs to be defined.
For the purposes of this dissertation, the footmfrthe user is defined as the total behaviour
pattern of a user when interacting with a networ# any connected computer systems. The
total behaviour pattern of user interactions cdaas$ three parts, that is, the behaviour of the
user, the behaviour of the computer system anddhaviour of the network. Examples of
metrics that can indicate the behaviour of the aser

0] the set of typical commands being used by theqaati user;

(i) the frequencies with which they are being utilized,;

(i)  the packet size;

(iv)  the bandwidth utilization of the user; and

(v) the type of network utilized.

The behaviour of the system can be defined in tevinthe system responses to the user
behaviour. An example of metrics that can indicatgtem behaviour response is:
(i) if the user is allowed to use a network applicatsuch as trace-route or FTP, the
memory usage, processor power and network utidinator the application can
represent the behaviour of the computer system.

The behaviour of the network can be defined in seohthe network responses to the user
behaviour. An example of metrics that can indice®vork behaviour response is:
(i) if the user has permissions to access the wirglesgork, the user's bandwidth

consumption, protocol types, packet sizes and nuwfogonnections open.
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The total behaviour pattern of users must alsaidelthe needs of every user on the network
and computer system. Take for example, some msaysmake use of the computer system
and network to send and receive e-mail, whilst otisers, such as sales people, may transfer
large amounts of information across the wireledsvoek, while logging orders. Therefore,
the needs of every user should be directly propoati to the time spent by the specific user
on the network and computer systems. For exantipéefime the wireless network link is
utilized by a salesperson should not be longer thareeded for him to perform his tasks and
IS, therefore, role-based.

Figure 6.7 below represents the total behaviouepags it is seen in a diamond 3D diagram.
This diagram shows the relationships between tmepoments. The figure below represents
the relationships between the user behaviour patttre system behaviour pattern, the

network behaviour pattern and the user needs patter

User Needs
Patter

Network 1

Behaviour

System 1
Behaviour

Relationship

User
Behaviour

Figure 6.7: Relationship Diamond Model

An example of a relationship between the user hehaypattern and the network behaviour
pattern can be represented by the time intervaldest a user attempting to access a network,
and the network itself responding to that accetsmgit. The same is also true between the

user behaviour and user needs’ patterns. Thidbearepresented by the time of day the user
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attempts to access the network resource and thee thiat the user needs the access to the

network. This time interval should be within theetis normal working hours.

The above methodology explained how the neural nengietermines whether a user is
performing normal or abnormal activity on the systeAs was discussed, the user’s actions
can be identified as normal or abnormal by a to&daviour pattern. This pattern consists of
four relationships between the user behaviour pattidne user needs’ pattern, the system
behaviour pattern and the network behaviour pattefirhis allows the neural engine to

analyse the users’ actions as they apply to thewspatterns. Next is an explanation of how
the user is identified and, thus, linked to thecams he/she performs on the system, be it

normal or abnormal activity.

6.3.2  User Identification Strategy
The main purpose of the neural methodology is tamamaly detection. The second purpose
is to identify the user performing multiple actioneder different user names. In Section
6.2.3, it was indicated that the fuzzy methodolsggffectiveness in detecting intrusions
hinges on its ability to link every action on thest®m to a specific user account, and thus, the
person responsible for the action. In accomplighins goal, a strategy must be defined that
implements the following two steps:
« Firstly, it must determine whether the action isf@ened by a registered user on
the system, and, if not;
* It must secondly, construct a historical user behawrofile for that new user and
utilize this profile in conjunction with the rest the profiles to couple future user

actions on the system to a registered user name.

To provide more clarity on this strategy, considbe following scenario:System A
implements the user identification strategy. It stouncts reference patterns for each user on
the wireless network, based on their MAC addrassija to the historical behaviour pattern
explained in the previous section. The system thenitors all actions performed by the users
over the wireless network and couples a user narddVBAC address to each of the actions
performed, where a user action could be sendingié-on typing a document, etc. After a

while, it detects a user action that cannot beettaip one of the registered users, and it
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constructs a new reference pattern for that uséis user has the same MAC address as the
user previously mentioned. The system calls thex,Usiser Z, and links it to the MAC
address. Thereatfter, it detects another new usemaand determines that this action also
corresponds to the actions performeduser Z but the MAC address of the node used to
perform this action has changed. Without this udentification strategy, the system would
not be able to couple the unknown actions to aipetser and computer. More detail on

this strategy is provided in Chapter 7.

Section 6.2 dealt with the implementation of theziuengine component, and this section has
dealt with the neural engine component of the Nel®R¥/ Model. Now that the two low-
level processing engines have been fully explaitieel,next section explains the high-level
processing engine. This high-level engine, agdtpteviously, is the central analysis engine
(CAE), which uses statistical calculations to comebthe output from both the neural and
fuzzy engines. This combined output allows for aren holistic description and

understanding of the intrusion attack taking place.

6.4 The Central Analysis Engine (CAE)

Sections 6.2 ané.3 introduced the two low-level detection enginesmely the fuzzy engine

implementing the misuse-detection approach, anché¢eal engine, implementing the anomaly-
detection approach to intrusion detection. Theuaubf these two low-level engines needs to be
correlated so that the two engines can assist nather and, ultimately, determine the overall

intrusion status.

The central analysis engine (CAE) does just tlBg. implementing statistical calculations and
concepts, the CAE combines the output of both tizzyf engine and the neural engine. The
resultant output of the calculations done on thezyuand neural outputs is known as the total
intrusion probability.  This total intrusion probkty will indicate whether or not the
user/intruder has, in fact, performed an intrusaitack or not. It also allows the CAE to

determine whether any active or passive resporess to be implemented.
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6.4.1  Functions of the CAE

As was previously stated, the central analysisreng the high-level processing component
of the NeGPAIM-W Model and, as such, does not dp direct intrusion detection by the
utilization of either anomaly or misuse detectidRather, this component is responsible for
analyzing the outputs gained from the two low-leeemponents, namely the fuzzy and
neural engine. The CAE’s functions can be groupéa two categories: primary functions
and secondary functions. The primary and seconfdactions have been listed below in the

appropriate categories.

Primary Functions:
* Combines misuse and anomaly intrusion values fmmlével engines. This is done
to gain perspective on the overall attack andltmnathe correct responses to be fired.
* Interprets the combined intrusion values, convgrtire mean value into a percentage

probability of attack between 0 and 100%.

Secondary Functions:

* Interacts with the internal manager a componentclvtallows the IDS to store
intrusion and configuration information e.g. loggiattacks to database, determining
the implementation of both configuration and ségunanagement.

* Interacts with the external manager a componentiwiallows the administrator
access to the IDS through its graphical user iaterf(GUI), configuration of active
and passive intrusion responses.

* Interacts with the internal responder a compon@&sidmg on client machines
allowing actions to be taken against an intrudgrthie use of active responses.

* Interacts with the external responder a componesitiing on the IDS server which
reports intrusion information as it occurs, manageimand interaction with the
external responder, which runs various passiveoresgs

* Provides storage capability, allows management iatefaction with the central

database to store data on intrusion events.

Now that the most important functions of the CAEddeen explained, one can now begin

to explain the essential statistical calculatidmet twill be used to implement the CAE. The
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purpose of the next section is only to give a shaxdkground on the statistical calculations,
thereafter indicating how they will be implementeglthe CAE to perform the primary and

secondary functions.

6.4.2  The central analysis methodology

As mentioned previously, the main function of thAECis to provide an overall intrusion
attack probability rating. This is done by perfangstatistical calculations on the output of
the two low-level detection engines, known as thezy engine and neural engine. The
method of calculation done on the output of the taw-level engines is known as the
descriptive statistic technique. It is a commondgd technique to combine values of two or
more outputs, in this case the fuzzy and neurahesgand it is also used to do interpretation

of the resultant output, making it more accurate.

The calculation used for the NeGPAIM CAE is the sdor the updated model NeGPAIM-

W, as the core idea of NeGPAIM-W has not changdithe basic calculations used to
combine the low-level engines outputs have beenctigh below in Figure 6.8. The

calculations shown in Figure 6.8 form the basishef methodology behind the CAE, known
as the central analysis methodology. The centralyais methodology is based on the flow
chart seen in Figure 6.9.

Neural Output + Fuzzy Output (1)
Arithmetic mean =

2

> X

To convert this statistical means into an intrusion (2)

n probability value, the expression below is used.

Probability Value = u x 100% «(3)

Figure 6.8: Example of Calculation for Gaining Total Intrusi@mobability (Botha, 2003)
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The methodology is divided into two separate anstirit sets of activities listed and

discussed below in Sections 6.4.2a and 6.4.2b:

6.4.2aSystem Activities

The first set of activities refers to the systertivétees and represents the actions
that will be performed by the engine itself. Asswaentioned previously, the
CAE does not detect intrusion attacks directly, bather it activates when it
receives intrusion probability values from the I@vel engines. As soon as it has
this information from either/both of the low-levehgines, it commences with the
calculations in Figure 6.7. The engine will onblaulate a probability value when
a set of ten values has been passed to it. Thiedause the sample size for the

calculation is ten.

The first function of the CAE is to combine therurgion probability values (IPVSs),
as seen in activity 1, on Figufe9. The resultant output from this process is a
combined IPV. The engine works on a First-In Fidstt (FIFO) approach when
calculating the statistical mean. This means whererthan ten sets of input have
been collected, it will only use the last ten ahd bther sets will be discarded.
The reason for this is because the engine canveeadbt of information to process
in a short time, and if the scheme was not impldastrthe engine would have a

bottleneck while processing.

The second function that is performed by the CABRhiat of interpreting the
combined intrusion probability. This can be saemdtivity 2 on Figure 6.9The
process will only occur if the combined value i®aer than 0.1, the resultant
output of this process is a Total Probability Valgé’V). TPV is reached by
converting the combined intrusion probability valugo a total or overall
probability value that is presented in percentagrenfbetween 0% and 100%.
Depending on whether the TPV is closer to 0% or%40the possibility that the
user is performing an intrusion attaslcreasesfrom little possibility to almost

certain.
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The CAE will also perform the following calculati®nf the TPV is greater than
1%.: the reason being that the administrator witlerstand the data better.

» The average of the statistical mean for the pesiticbe calculated;

* The Intrusion Tempo will be calculated, indicatimgw many activities

the intruder has performed in a set-time period; an

* The Intrusion Period will be calculated, from tirae the first TPV was

received, right up to the time of the last.

When the CAE calculates a TPV that is greater th#n it starts to determine
whether a response is needed as a countermeagheeitdrusion attack. The type
and exact response implemented are determined kghwtesponse would

adequately address the intrusion.

Responses in the updated NeGPAIM-W Model also iatkeaccount whether the
attack was detected on wired or wireless networkmdheciding which response to
implement. The reason for this is the fact thffedent responses are implemented
differently on different network media. Rathernhautting off all wireless access-
points connected to the network when an attackusced as taking place on one
of them, a better response would be to blacklistattacker's MAC address on all
access-points, via SNMP. Even if one needs to ato@ttack sourced on the
wireless network, the wired network will still be operation due to the updates to
the CAE. Previously, all network media would hdvad the same response
implemented on them implicitly. This means thaexere wireless attack would
have caused the wireless and wired LANs to haeelkdbwn.

With the updates now in place, only the afflicteztwork will be affected by the

responses. The same is true for both active asdiyea responses. Passive

responses to intrusion events will alert the adstiator responsible for the

network affected by the intrusion. In many larggamizations, administrators are

contracted to maintain specific parts of the nekwammd, as such, when responses

are fired, the primary administrator and admintsiraesponsible for the network
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segment will be alerted. This is so that intrusiand intrusive activity are seen as
soon as possible. These changes to the operdtibe €AE will allow it to cater

better to larger networks.

Below one will find a list of some active and passresponses NeGPAIM-W is
capable of performing:
Passive Response:
= Send alarm to console;
= Send e-mail;
= Send alert to pager, cell phone or PDA; or
= Send SNMP trap.

Active Response:
= Disconnect network connection;
= Disable access-point;
= Jam wireless signal;
= Reconfigure access-point/router via SNMP;
= Block nodes MAC address;
= Suspend user account;
= Disable user account; or

= Execute user-defined application.

All the above responses are stored in the cenatalbdse and can be viewed and

edited by the external manager component.

6.4.2bAdministrator’s Activities

The second set of activities refers to the systeimimistrator’'s activities and
represents the actions of the administrator toigard the model, in particular, the
CAE. The CAE will allow the administrator to changarious configuration and

security settings as described in Section 6.4.1.

The central analysis engine will provide graphierusiterfaces that will be used

by the system administrator to make the changeswalhdhen implement these
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changes in real-time, including assignment of raspe to the various network
media. The central analysis engine will also alling system administrator to

activate active responses manually.

The engine will again provide graphic user inteela¢GUI) that will allow the
system administrator to manually activate respgnsesd the engine will
implement these responses in real-time. The GUlakrt the administrator about
possible intrusion events. This will be shown othha popup window that the
administrator may click on to get more details anthe main GUI itself. Possible
intrusive events will be displayed as neural praligbfuzzy probability and total
probability of attack. Finally, the central anasygngine will allow the system
administrator to view the recorded intrusion eveatsl current configuration
settings through the external manager GUI. Thikaltfow him to view the health
of both the wireless and wired networks to see hdreéinyone has attempted to
infiltrate either. The administrator, through tG&I, will also have the ability to
draw reports of all past and present network agtiviThis will allow him/her to

further tweak the responses and network sensase@te more efficiently.

To summarize the central analysis methodologynikeéhodology implements two
sets of activities, that is, system activities aggtem administrator activities. This
section explained how the statistical concepts ased to perform system
activities, such as combining the intrusion probgbvalues received from the two

low-level components and interpreting the combivaide.

The combined value is called the Total ProbabWaiue (TPV) and represents the
overall probability that a user or intruder is peniing an intrusion attack. The
engine then uses this value, in conjunction with liftrusion Probability Values
(IPVs) received from the two low level componeritsdetermine which network

and which responses to implement on the network.

The updated CAE also allows the administrator ®igasboth active and passive

responses to different network media: in most cabese media would be wired

129



and wireless network media. This allows networgnsents to continue data
transmission even if one segment needs to be takikne. In order to gain a
better understanding of the CAE functions, the rs®dtion provides a practical
example of an attack, focusing on the three enganelsthe detection process as a

whole, including the engines’ reactions to intrasevents.

6.5 Detection Example

The purpose of this section is to attempt to bedtgrlain how the three main engines of the
NeGPAIM-W Model function by showing a practical exale of an intrusion attack. This
example shows how the attack is initially detectdtthe way through to the passive responses
alerting the administrator, and the implementatainvarious active responses. The attack
chosen for this example scenario will highlight thewly implemented wireless detection
capabilities. This attack will be explained inntar of the six generic intrusion phases. For the
purposes of this example, the attacker will be km@sUser X the intruder will be performing
an attack over the wireless network ©fganization Y,with the main objectivao corrupt
corporate information.User Xwill be using a notebook computer, with Linux migtd as the

operating system. The wireless network attack izcas follows:

First of all, User Xfinds a place neaDrganization Ywhere he can stay out of sight of
onlookers. User Xthen proceeds to change the mode in which hidegsenetwork card

operates to monitor mode, allowikger Xto scan for wireless networks.

As User Xstarts to scan for access-points (Probing Phase),of the generic wireless
fuzzy engine rules fires. This occurs as User Xielgss card’'s MAC address is not
listed as known, and he/she is probing for the S8ilhe access-point. The fuzzy
engine notedJser X’'sMAC address, which it gains from one of the manybe request
packets being sent to the access-point. At thistpive neural engines output is zero and
the CAE’s output is low. The output of the threegimes would then be currently as

follows:
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* Fuzzy Engine = 15%
* Neural Engine = 0%

* Central Analysis Engine = 7.5%

User Xreceives a response from the access-point congpits SSID. User X now
attempts to connect to the access-point using $t® Sinitial-Access Phase), but finds

that it contains WEP encryption.

Another of the fuzzy engine’s signatures fireshaé point adJser Xfailed to log onto the
access-point successfully. This is correlated whth previous evidence collected, thus,
starting investigation okdser X The neural engine at this point still has notnidwany
evidence of anomalous behaviour, and the CAEs ousgpstill low. The output of the
three engines is currently as follows:

* Fuzzy Engine = 20%

* Neural Engine = 0%

* Central Analysis Engine = 10%

User X will now sit patiently, collecting enoughtdafrom Organization Y’swireless

network to crack the access-points WEP key (ProBimase).

Another fuzzy signature is fired. This is due teed X’s long duration of sniffing traffic
in monitor mode. User X’s duration in monitor mdukes been timed by the fuzzy engine
since the first probe request. The misuse datawsfed to the CAE as a possible attack,
the neural engine’s output, thus far, is null, ke total probability of attack value
generated by the CAE is still relatively low. Tlaeare no responses fired at this point, as
there is not a greater threat. The output of ltiheet engines is currently as follows:

* Fuzzy Engine = 40%

* Neural Engine = 0%

» Central Analysis Engine = 20%

At this point in the attackJser Xhas just gained the WEP key after utilizing cakbec

data to crack the keyUser Xnow uses this key with the SSID gained earliecdonect
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successfully to the networkUser Xnow attempts to brute force the password (Initial-

Access Phase) of one of the employee’s accolusts Awith a brute force tool.

Another fuzzy rule fires due to the multiple inwhlogin attempts byJser A The neural
engine also detects a deviation in the normal hebhapattern ofUser Aas it is past
User A’'snormal work hoursUser Aalso usually enters his/her password in corremtly
first attempt and to brute force the password thuite force application fails hundreds of
login attempts before finding the correct passwoiiche above information causes the
fuzzy and neural engines to pass their intrusiavaility values to the CAE for further
analysis. The CAE determines that the total prdihatlof attack is at 40%, causing a
passive response to be fired. The output of theetlengines and the system responses
are currently as follows:

* Fuzzy Engine = 50%

* Neural Engine = 30%

* Central Analysis Engine = 40%

» Passive Response = E-mail administrator with warnin

User XusesUser A’'susername and his newly gained password to logOmg@nization
Y’s corporate networkUser X'sultimate goal is to destroy data valuabléiganization

Y. User X,thus, starts opening various folders on the imtr@md scanning the network
for other servers to which he/she can cause darnmageacking Phase). The neural
engine now determines from these actions and #naqars actions ofJser A thatUser A

is not acting as he/she normally does and passesl#tively high intrusion probability
value once again to the CAE, which with the presiautput of the fuzzy engine,
determines that the total probability of attackis’2.5% and fires an active and passive
response. The active response may be to deny &@ adldress used by the attacker on
the access-points, and at the same time, to lazkisler accourl)ser A thus thwarting
User X’'sattempt to damag®@rganization Y'sdata. The passive response would be to e-
mail the administrator explaining to him/her whatworred and what countermeasures
were implemented. The output of the three engiaed the system responses are

currently as follows:
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* Fuzzy Engine = 75%

* Neural Engine = 70%

» Central Analysis Engine = 72.5%

» Passive Response = Page administrator with warning.

» Active Response = Disable MAC address.

6.6 Conclusion

This chapter focused on the three main enginebeNeGPAIM-W Model, two of which are

low-level processing engines known as the fuzzy aedral engines. The fuzzy engine
implements misuse detection as its detection methad the neural engine implements the
anomaly or behaviour-based detection technique.e flizzy engine implements its misuse
detection utilizing fuzzy logic, whereas the anoynaletection of the neural engine is

implemented using neural networks.

The third main engine discussed was the singleh-legel processing engine known as the
central analysis engine (CAE). This engine utdiz&tatistical calculations to perform its
functions, the main function of which is the condiion of outputs gathered from the two low-
level detection engines. The CAE also convertatiean of the low-level engine’s outputs into
a total probability value (TPV), which is in a forthat administrators will better be able to

understand, as it is represented in a percentage fo

The active and passive responses have also beeduoéd and discussed, including the updates
to the way the CAE implements the responses. Whis done to enable the separated response
functionality for wireless and wired networks asythoperate differently and, thus, require
different responses. The main aim of the updatekd lower-level detection engines is to allow
for faster and more accurate detection of intrugittacks. This is evident on both wired and
wireless networks, through the separation of misigeatures and with the neural engine taking

the network into account when building a user peofi
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The next chapter focuses on practically implementine updated model through various
experiments. The experiments will be performedwireless networks, including intrusion
attacks identified in Chapter 4. These experimehisw that there is actually a real-world
problem with intrusions on wireless networks, amat NeGPAIM-W can successfully solve the

problem and ultimately prove the validity of thissertation.
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Chapter 7

A Wireless Intrusion Attack Experiment

7.1 Introduction

As the use of wireless network technologies become® and more prevalent, the insecurities
associated with wireless technologies have stdddmecome a real problem. Earlier chapters,
namely Chapters 1, 2 and 3, outlined various to@ush as the need for information security,
risk management, real-world computer security pgotd and security mechanisms that might be
used to protect an organization’s information. Thain focus of these chapters was to gain
insight into current problems with security of infmation and to introduce intrusion detection

and intrusion detection systems.

Chapter 4 introduced and discussed various at@ickstly aimed at wireless networks. Most of
these attacks are used to steal user informatiothe case of an intruder setting up a rogue
access-point, or gaining access to the rest ohétork or computer systems, in the case of an
intruder cracking Wireless Equivalent Privacy kéy¢EP). Chapters 5 and 6 explained in detall
the NeGPAIM-W Model, a theoretical solution to #eer increasing problem of protecting both
wired and wireless networks from the barrage ofusion attacks constantly being thrown at

them.

This chapter attempts to prove, in a practical nreantinat intrusion attacks are indeed a reality
and can be easily carried out. The NeGPAIM-W’'szfuengine is the primary focus of this
chapter, and in particular, the updates to theimalgNeGPAIM fuzzy engine, allowing it to
address the problems associated with wireless mieswol' he prototype also includes the neural
and central analysis engines as secondary commoné&he experiment is discussed in terms of

the following points:
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* NeGPAIM-W Prototype,;

* Prelude to the experiment;
* The experiment;

* The results; and

+ Evaluation of the results.

The next section introduces the NeGPAIM-W prototypeplementing the three engines as
described in Chapter 6. As mentioned previousig, focus of each of the following sections

will be on the implementation and testing of thedygrengine component.

7.2 The NeGPAIM-W Prototype

As mentioned at the end of the previous sectiors #ection explains the NeGPAIM-W
prototype that was tested during the experimentsdacted, which is explained later in the
chapter. Previously a prototype was created fer dld NeGPAIM Model with extremely
promising results. The only downfall of this mod®id thus, the prototype, is the lack of

capability to detect attacks within a wireless eowment.

With the tendency towards wireless network techgiel® being implemented in organizational
networks for mobility and a host of other reasangs imperative that wireless-attack detection
functionality be incorporated into NeGPAIM. Theepious NeGPAIM prototype was a simple
implementation of the previous NeGPAIM Model. Tinext section explains the new

NeGPAIM-W prototype and the wireless detection téfiges added to the prototype.

7.2.1 Sentinel IDS

The objectives of implementing the NEGPAIM-W Modglas a proof of concept on the
updates to the previous model and to show thatDé8) Implemented in this manner,
would produce far better results than a regularpractive IDS within both wired and

wireless environments.
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The need for an IDS that functions proactively withmuch user intervention is slowly
becoming an indispensable part of any organizatiansenal of anti-attack software and
hardware; the reason for this being the fact thatenand more data is being stored in log
files, the volume and veracity of attacks is outcohtrol and it is ever increasingly

difficult to keep the “bad elements” out.

As the capacity of both wired and wireless netwagk®sws, the need for faster detection
of attacks will become even more critical, as itdmaes impossible to have the latest

patches and service packs for all one’s software.

Key elements of the NEGPAIM-W Model have been impdated in a fully functional
prototype, named Sentinel IDS. These elementhameely the reporting fuzzy, neural
and central analysis engines. The reason thesepte were chosen is that they form the
core backbone of detection and the feedback presesalowing for the proactive
detection of attacks. In order for one to fullydenstand how Sentinel IDS works, one
needs a background on how the IDS is set up. €kegection shows how Sentinel IDS
has been implemented. This includes an explanatiche environment on which the
IDS resides.

7.2.2 Implementation of Sentinel IDS

As mentioned in the conclusion of the previous isactthis section firstly details the
operating environment of the Sentinel IDS. Secpntigives an explanation of an
example configuration of the IDS. This allows degain insight into how the IDS

operates and helps in explanations later in thpteha

Sentinel IDS has been designed to run on Microdbftdows 2000 / 2003 servers and
Windows 2000 / XP Professional, utilizing a SQL\@&rdatabase to store attack data and
attack definitions. Responses, both passive atideatiave been implemented as well as
remote sensors (smart agents). The three engarasiy the fuzzy, neural and central
analysis engines (CAE) have all been implementeatl @e functional, as previously

mentioned.
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Sentinel IDS has been built using the Microsoftt.ia@mework version 1.1 so that it ¢
function on multiple Microsoft platforms. The reasfor the implementation being
the Microsoft Windows platform is because withinixJand Linux environments, cess
to information to perform intrusion detection iss#a accessed, and the kernels of
operating systems can be extended at will, thugjngat easier to gain needed syst

information.

The opposite is true within the Windows environmemlereit is not as easy to ga
access to system information, the kernel is locttedhn and cannot be reprogramm
and access is only via SDKs and APIs. For thessores, the Microsoft Windov
environment was chosen as the test bed for the M#EG-W Model, athough the mode
could be adapted to fit the Linux/Unix environmewtih little trouble. The layout an

components of Sentinel IDS are shown below in Fagui

DB Server WS Server AD Server

| &

NI

sentinel
5
erver GUI
Sentinel
sensor Admln
;
¥ Sentlnel
") Mohile

Hacker

Figure7.1: Sentinel IDS Layout
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The Sentinel IDS server, as seen in Figure 7.1s #&adirect connection to the
organizational active directory, web-service andLS@rver database servers. This
allows for optimal speed of access to needed irdtion, and the system administrators
have access to needed information, via the Sentiodlile interface, for pocket PCs, as

well as the regular Sentinel GUI, which contairggeater set of functionality.

The Sentinel mobile’s functionality is a subsettbé full Sentinel GUI's available
reporting tools and works via web-service. The Behtsensors implement the
NeGPAIM-W's fuzzy engine to save time on the cdil@t of attack data. The reason for
this is as a user connects, he is monitored bynacseand the fuzzy engine detects
abnormalities in his doings. As abnormalities fanend, the fuzzy engine sends the data
back to the Sentinel server to have its data cedlwith data collected on other sensors

from around the wireless and wired networks.

The neural and CAE engines are implemented on &émir&el server. This is because
these two engines need network-wide informatiorh hotdetermine the user’s footprint,
as is the case with the neural engine and to aer@nd perform statistical calculations

on the output of the neural and fuzzy engines, idstive CAE as seen in Figure 7.2.

User Access
<"
802.1- 10 IDS 802.11 IDS .| 802.11 Access
Sensors Sensors Provider
\ /
Attack
/ Database
IDS Analysis ™~ Access Point
Engine / Logs
S ——
1 Neural Engine
1 ﬁ )
. \ User Actions
1 DB
v v v
Perform action |, , | Attack Reporting Record Attack to
against intruder GUI Attack Log

Figure 7.2: Low-Level Detection Model (Botha, 2003)
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As previously mentioned, this chapter focuses myaon the implementation of the
updated fuzzy engine. The reason for this is thatfuzzy engine has undergone the
most radical changes with regard to the detectiahdifferentiation of wireless attacks,
as opposed to its wired counterpart. The next@eattroduces and explains the updated
fuzzy engine as it is implemented in the NeGPAIMsWirototype Sentinel IDS.

7.2.3 Implementation of the Fuzzy Engine

The fuzzy engine, as described in Chapter 6, has ibeplemented in the Sentinel IDS in
two parts, the first of which is the wireless anded sensors that are placed around the
network. The second part in the fuzzy engine imgletation is the central fuzzy engine
and signature database. This section, as withetsteof the chapter, focuses mainly on

the wireless detection capabilities of the fuzzgiee.

The wireless fuzzy sensors are placed close byn@gi@onal access-points and
constantly monitor packets destined for and disgatdrom the access-points to which it
is assigned. This is possibly due to the fact thatfuzzy wireless sensors have their
interfaces placed in promiscuous mode. The redsorithe sensors only monitoring

organizational access-points is due to the fadtitr@ne was to scan all wireless traffic,

firstly, it would be invading the privacy of neighlring organization’s running access-
points and secondly, the speed of detection wadslul lze greatly affected if all data were

to be continually scanned.

When the sensor is setup, explained in Sectiod,7/tRe configuration contains a section
that allows the administrator to set which SSIDd MAC addresses to monitor, thus,
only monitoring the data of interest to the orgation and avoiding the problems listed
above. Figure 7.3 is a diagram depicting the lapbthe fuzzy engine.
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Figure 7.3: Fuzzy Engine Components Diagram

The wireless sensors, like their wired counterpdrase their generic signatures updated
daily, hourly, etc., directly from the Sentinel &er, allowing any new signature to
propagate quickly and keeping the signatures oseabors the same. As was mentioned
in Chapter 6, the NEGPAIM-W Model segments the aigres into that of wired and
wireless network signatures separately, consemagable processor time on the sensors
which may be implemented on specially designedadsvi This also allows the sensor to
detect an attack occurring on the network segmettie fastest possible manner. As an
attack is detected, the wireless or wired sengporte back immediately to the central

fuzzy engine. This is further discussed in Sectighl.

Here, the intrusion or data that caused the semsighature to fire is logged to the
database. Thereafter, the data is correlatedthatllata collected, via other sensors, both
wired and wireless. This correlation of data bg tientral fuzzy engine gives a more
holistic determination of whether there is an ollaatiack, which network segments are
affected and the final fuzzy engine’s probabilifyattack to be forwarded to the central
analysis engine (CAE).
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With the correlation of data on the central fuzngiee, attacks aimed at both wired and
wireless segments of the network can be examinédlinked to the same individual.
This was one of the reasons for the updating ofatiginal NeGPAIM Model. This
correlation also allows the CAE to implement resas) either separately, in the case that
the attack is aimed at only the wireless segmenesponses that can be simultaneous on

both wired and wireless networks.

The next section explains the configuration offilezy engine, as was referred to earlier
in this section. This explanation is aided by tise of screenshots taken from the actual
Sentinel IDS.

7.2.4 Fuzzy Engine Configuration

As mentioned in the previous section, this sedtiiscusses the configuration of the fuzzy
engine, technical information on how the configimatworks, as well as how the
administrator would use the configuration. The fruration of the fuzzy engine is

explained in a series of screenshots, so thatkesmore sense.

Firstly, the configuration has been implementedunh a way that the administrator can
save multiple versions of the configuration. Thas been done by implementing the
configuration files in xml format. This also allswthe administrator to backup the
configurations or edit them in an xml editor. Eaxfhthe fuzzy engine’s two network
sensors will have a configuration generated fomthoy the administrator on the server.
These are implemented in the form of a questioenairhis questionnaire will allow the
administrator to tailor the specific sensor, bwiited or wireless, to the needs of his/her
organization. An example of one of the sensorpsgtiestionnaires can be seen in Figure
7.4,
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Figure 7.4: Example of a Fuzzy Sensor Questionnaire

Once the sensors have all been initialized throtigh various systems’ wired a
wireless sensor template questionnaires, the eedutemplate will be saved in xi
format, as stated previously. This template istémeplate graph, describedChapter 6.

The xml version of the templates will be transnditte all the Sentinel serrs around the

network. Figure 7.5 is an example of a template resultiogifa questionnair
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Figure 7.5: Example of a Fuzzy Sensor Template G

The next sectiorexplairs the implementation of the neural engine componédntihe
NeGPAIM-W prototype.

7.2.5 Implementation of the Neural Eng

As concluded in the previous section, this secfauseson the implementation of tf
neural engine component of Sentinel IDS. stated in Chapter 6, this engine impleme¢
the anomalydetection approach to intrusion detection, allowbwh new and nove
attacks to be detected. The engine does this trrdming whether or not a user

performing normal or abnormal behaviouil the system.

The neural engine is implemented through neuralvords, as it was concluded
Chapter 6 that this would be the best method fgleémentation. The neural netwol
have been implemented using an-the-shelf, thirdparty tool, named -Net. This
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commercial neural-network software package allows dasier implementation of the
neural engine, while it is still in prototype. Theural engine’s implementation is
described in two phases: firstly, the collectiortraining data, and secondly, the training
phase.

The first phase, as mentioned, is the gatherindatd used to train the neural network.
This is historical data, gathered randomly fromgkistem, to prevent any bias. This data
is gathered utilizing several metrics that havenbielentified. These metrics allow for
specific data to be collected, providing data ikalirectly relevant to a user’s activities
on both the node and network on which he/she ikwgr Some examples of these
metrics are listed below:

« CPU utilization;

* Network utilization;

* Frequency of network access;

* Network applications in use;

* RAM utilization;

* Applications in use; and

e Services in use.

This system data is then processed by Sentinekifbomat usable by the neural network
and stored in a centralized database in a totalhed®aviour string, described in Section
6.3.2. This total user behaviour string contaihgha data that the neural engine uses for
training. The string contains fields such as sysbehaviour pattern, network behaviour
pattern, user behaviour pattern, user needs patetrthe relationship pattern which ties
all the individual behaviour patterns together, andexample can be seen in Table 7.1.
This example shows a user utilizing internet exgidior 170 seconds at an average
network utilization of 25Kb/s. This would still beithin his/her normal usage range, as
the user normally uses internet explorer on avefag®00 seconds, as can be seen by the

user needs pattern field.
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User Behaviour System Network User Needs Relationship Pattern

Pattern Behaviour Behaviour Pattern

Pattern Pattern

User Command CPU Time Bandwidth Time Time Interval spent on
Utilized (s) Utilized (Kb/s) Elapse (s) | Network Commands (s)
InternetExplorer.exe | 170 25 500 20

Table 7.1: Total User Behaviour String

The second phase is the training phase, which tddeedata collected and processed in
the previous step and feeds it into the neural odtwThe neural network trains with this

data and results in a profile of the user’'s usedldviour pattern, based on the historical
system data. Once this training has occurrednéueal engine is ready for deployment

on the system itself.

The neural engine is implemented slightly diffehend the fuzzy engine in that its main
components are implemented on the main sentineésealthough it receives data from
the sensors, as does the fuzzy engine. This glatat ibe processed on the sensor itself by
the information refiner, but is rather forwardedfte main Sentinel server for processing.
This saves resources on the sensors (as statae bibi® hardware is very minimal on the
sensors, and the neural network application usilaéot of resources). The sensors will,
however, do the processing of input data, as meatiqreviously, converting it into a
format usable by the neural network.

The next section discusses the configuration ofnth@ral engine, as has been explained

in this section, with the use of screenshots frbenactual Sentinel IDS.

7.2.6 Neural Engine Configuration

As was mentioned in the previous section, thisigecexplains, with the aid of
screenshots, the configuration process associatibdtine neural engine. This process
was explained in high-level in the previous sectamd this section focuses on the lower-

level implementation itself.
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The first step in the configuration of the neunadj@e is the selection of applications ¢
processes that the user is allowed to run on teedmal access network resources. C
these are selected, they are added to the legaggses list The same is done for syste
applications and processes, where processes, &hecto be allowed on the system
have access to network resources, are selectedduletl to the legal system proces

list. These tasks can be seen in Figure 7.6, stythe initialization before trainin
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Figure 7.6: Neural Network Training (Initialization)

Once the initial selection of legal user and sysprotesses is complete, the training
each user’s neural network may begin. This probegins by the IDS dermining the
users footprint from the data collected on the sensos#g the previously mentiont

metrics.

After this process has completed, the neural ndtwesks this footprint in the training

process for the user. This process could takes qqaibe time, depending on how ma
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users need to be trained for the system. An exawofthe training process can be see

Figure 7.7.
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Lzer User: footprint Fas been determined
Training Set= 36 B
Meura hKletwork tained successully, for user Llser3 :|

Figure 7.7: Neural Network Training (Footprinting)

Finally, when the training of the neural networlcamplete for all users on the netwc
Sentinel IDS will output information about the trmig process. This informatic
includesthe username, the size of the training set andlaibe of the last training eve

for the specific user. An example of this can éernsin Figure 7.
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Figure 7.8. Neural Network Training (Completed)

In this and the previous two sections, one has the implementation and setup of
two low-evel detection engines. The next section dess the single hig-level engine.
This engine provides the final part of the detecttmrocess, due to the fact that
determines finally whether or not an att has taken place and if so, which respot
need to be implemented.

7.2.7 Implementation of the Central Analysis En¢

The previous four sections explained the implententaof the two lov-level detection
engines. This section expls the implementation of the only hidgwel engine, know!
as the central analysis engine (CAE). As explaime@hapter 6, this engine is no

detection engine, but rather processes the oufghedwo low-level detection engine
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The CAE has been coded in such a way that thestitati calculations providing the
engine’s functionality have been hard coded inte software, and thus, cannot be
changed or corrupted. The CAE, as mentioned irp@ha®, takes in the outputs of both
the neural and fuzzy engines as its input. Thetimata, taken from the two low-level
engines, is then used by the CAE to determine dkad possibility of attack, at which

point, the engine implements various responsdsaantrusion event.

The CAE implements these responses, based on hesvesthe attack is, as well as

which network medium the intrusion occurred on.e Tesponses to any particular attack
can be either active or passive, explained in Grapt Active responses are usually
reserved for cases where intrusion attack or iimeubehaviour has been diagnosed as
50% certainty or greater. The reason for thishat fctive responses have an effect on
network segments and user accounts. Thereforsiveaesponses are utilized to warn
administrators to the possibility of attack, if tlertainty is below 50%, and are

implemented with active responses to alert the adstnator to the actions taken when an

active response is implemented.

The next section introduces the experiments peddrnon the Sentinel IDS
implementation of the NEGPAIM-W Model. The enviment, system and attack
software is explained, so that one can better wtaed the experiments and the

environment in which they were performed.

7.3 Prelude to the Experiment

This section discusses the software, intrusionstaod the actual physical environment in which
the Sentinel IDS was tested. The experiment®apéained in detail later in this chapter, and
are set out as a case study, with the focus orsémtinel IDS engines and the results gained

during testing.
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7.3.1 Experiment Environment

As mentioned earlier, the environment on which NeGPAIM-W prototype Sentinel
IDS is based is the Microsoft Windows family oferii/server operating systems. The
environment in which the experiment occurred was,aherefore, primarily based on the
Microsoft platform, with most of the attacks rungimn a Linux-based node. This
simulated a real-life environment, as most of thady wireless hacking tools are built for
Linux (Lesser, 2001).

The version of Linux used in the experiments wil the Backtrack security auditing
distribution. This distribution comes preloadedhaall the intrusion and auditing tools

needed to make the experiments successful.

The experiments were run in a laboratory envirortmah the Nelson Mandela
Metropolitan University’s (NMMU) Centre for Infornian Security Studies. The
experiments were checked and overseen by two degatdal employees. This was to
ensure unbiased results on the experiments, imgudeports on the prototype. All

results gained from the experiments are also remibtk with the Sentinel IDS software.

7.3.2 Intrusion Tools

As mentioned at the conclusion of the last sectitis section contains a list and
explanation of the intrusion tools that were usegédrform the experiment. These tools
were chosen specifically because they are all drek freely available for download on
the Internet. Most of the intrusion tools to bedisre Linux based. For most of the
tools, there is a detailed explanation and tuteriah the Internet allowing potential

attackers to perform intrusion attacks, even wiittelor no skills. Below is a list and

explanation of the intrusion tools that were usedoérform the experiments with the
Sentinel IDS fuzzy engine.

1. Airodump (IronGeek, 2007) — is a Linux-based wireless tbal allows one
to scan or sniff wireless access-points. Airoduailp output to the console
terminal a list of all access-points found and tiMAC addresses, Channel,
SSIDs and whether or not they have WEP encrypti@bled. Airodump is
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also used to dump wireless traffic from a seleetetkss-point down to a hard
disk. This data is used by other applicationsézic WEP keys.

2. Aireplay (IronGeek, 2007) — is also a Linux-based softwacd that allows
one to take a wireless authentication packet dedttoff the network and
replay the packet to the access-point. This ps@aelerates the data
order to crack a WEP key.

3. Aircrack (IronGeek, 2007) — is an application able to cradWEP key when
it is passed enough data with initialization vestorThis data is usually
collected by an application such as Airdump. Aok outputs the SSID,
WEP key and MAC address of an access-point.

4. SuperScan(Foundstone Inc., 2007) — is a port scan toolwafig an intruder
to scan a host on a network and gain informatioioawhich services are
possibly running. This information is gained byecking which ports are
open and relating that information to the servited run on the specific open
ports.

5. Brutus (Hoobie Inc., 2007)- is a password brute forcing application,
allowing an intruder to force his way into a systdmm brute forcing a
password of a known user account. Brutus allowstor@ute force through
many kinds of protocols, including ftp, http, pop&tBIOS and many others.

This section has given the information needed asaekground to the experiment,
allowing one to see the tools that were used tdoper the attacks, as well as the
environment in which the experiment took place. e Ttext section details the actual
experiment. This takes the form of a case studye case study is meant to serve as a
proof of concept for the Sentinel IDS prototypeedfcally focusing on the wireless
detection components of each of the three maimesgi
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7.4 The Experiment

The experiments reported on in this section senlg as proof of concept with regards to the
integration of wireless detection into the NeGPAMbdel. Only a select few of the countless
possible wireless fuzzy sensors have been implexddantthe prototype. The intrusion attacks
chosen to be run against the system are some afidhe common wireless attacks and show the
newly updated fuzzy, neural and CAE engine’s abibitdetect wireless attacks. An explanation

of the intrusion attacks performed, allowing th&titey of the IDS, is as follows:

The Intrusion Attacks

This section begins the experiment by showing titeision attacks that have been set against
the system. These attacks are widely used bywedd intruders to infiltrate and, in many
cases, successfully steal and/or corrupt valuatganizational information. The attacks used to

perform the experiments against the Sentinel ID&iwed as follows:

As mentioned previously, the environment in whi¢hs texperiment occurs is a Microsoft
Windows client/server environment, with two windelbased hosts that will be known ldest1
and Host2 for the experiment.Hostl will be the host installed with the Sentinel ID$eless
sensors and is also the DHCP and FTP semdest2will be the host housing the main Sentinel
IDS application. AP1 will be the wireless access-point with whidhostl and Host2
communicate. Intruderl will be the malicious intruder running a Linux-leasnotebook, who
wishes to steal information frotdostl. Now that the background has been given, see &igur

7.9, the next step is an explanation of the expamim
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Intruder 1 Linux Notebook

Figure 7.9: Setup of the Experiments.

Step 1:

First of all, the wireless card of the Lir-based notebookitruderl was placed into monitc
mode, allowing it to sniff all wireless traffic vin its antenna’s range. The netwAPlwas
detected while sniffing for wireless signals. NthatIntruderl has the accegmint's SSID, the
next goal is to gain access to the wireless netwsekf. This sniffing of wireless signecan be
seen in Figure 10, in which one can see that there are two a-points with WEP and on
open. One can also see terious acce-points MAC addresses and the number of pac

transmitted all needed in later ste

CH 5 ][ Elapsed: 2 mins ][ 2006-11-26 15:23

BSSID PWR Beacons # Data CH MB ENC ESSID

00:11:95:9D:6C:84 -1 108 0 6 54. WEP? 1linen

00:02:6F:42:BD:B4 -1 o} 1173 2 -1 0PN

00:02:A5:6E:E6:4A -1 180 [} 1 11 WEP?

BSSID STATION PWR Packets Probes

(not associated) 00:13:02:06:40:30 -1 33

00:02:6F:42:BD:B4 00:02:6F:05:C1:41 -1 1173
i)

= —

Figure 7.10: Example Sniffing of Wireless Traffic.
154



Step 2:

To gain access to the wireless netwdntruderl had to collect wireless traffic destined for
AP1’'s SSID. Enough data needed to be collected so tiea¥MEP key could be cracked.
speed up the data collection procelntruderl used Aireplay, which allowed him to repl
initialization vector (IV)packets collected. Once the data had been calleintruderl runs
Aircrack and gains the WEP key, which wiprim8”. The cracking oAP1’'s SSID is depicted

in Figure 7.11in which one can see the number of 1Vs colleeted used to detect the k

= eI TR OTTS U1

(i) | el shell

Alrcrack-ng 0.5

[00:00:01] Tested 1 keys (got 726924 IVs)

=

wWNRrom

depth byte(vote)

0/ 2 76( 434) 4D( 340) B8( 27) AT( 24) 05( 23) 19( 18)
0/ 1 72( 359) EC( 58) 87( 45) 20( 32) BA( 26) 44( 25)
0/ 2 69( 363) 41( 220) BF( 23) 1B( 20) B5( 18) 54( 17)
0/ 1 6D( 438) 2A( 116) 3C( 33) 51( 3@) 4D( 29) 50( 21)

KEY FOUND! [ 70:72:69:6D:38 ] (ASCII: prim8 )

- # I

D EE|

Figure 7.11: Example Cracking AP1 WEP Key.

Step 3:

After Intruderl cracked the WEP key, he/she then proceeded to cbtmAP1 with the newly
acquired SSID and WEP Key. This allowed him/héfahaccess to the organizational netwo
The first actionintruderl took once he/she gained access to the organizhtieha&ork was tc
perform a portscan with SuperScan on the netvserverHost1,which was located because
was the DHCP server, and assigintruderlan IP address when he/she connected. Durin
portscan ofHost], the intruder determined thHostl has an FTP server running or An

example of this can be seenkigure 712, in which one can see ports 21, 67 and 83 are,«
these ports represent the FTP, DHCP and DNS prgt This is how the attacker was able

gain information that an FTP service was runr
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Figure 7.12: Example Portscan on Host1.

Step 4:

The final part of the attack occurred Intruderl attempted to brute force the administre
accounts password adostl using Brutus. The reason the intruder was unableomplete
his/her attack and gain the password, which heygag attempting to bruteforce, is due
Sentinel IDS sensors on bottost] and Host2 determining that intrusive behaviour had ta
place. Thiscan be seen in Figurel3, in which one can see the targetHast], the port as 21
learnt previously and the bruteforce type speciisd=TP protocol. Thuser ID specified wa

Administrator;this was so that the wordlist would only run foearsename, saving tim
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Figure 7.13: Example Bruteforce Attack on Host1.

The next section explairie results of the above listed attack as theyedtathe three engine:
As the output of the two lowevel engines is needed for the t-level engine to calculate tot

attack probability (TPV), the two Ic-level engine results ashown and explaed first.

7.5 The Results

After performing the experiment, the next logictésis to analyze and interpret the resu
Thus, the main objective of this sectiis to report on the results of the experiments peréaf
to test the Sentinel IDS implementation of the NBG®-W Model. The results of tr
experiment are reporteztcordingto the individual engines, first the two Idevel engines an
finally the single highevel engine. The next section commes the result report with the fir:

of the low{evel engines, the fuzzy engi
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7.5.1 The Fuzzy Engine’s Response

The fuzzy engine’s response and output to the vari@sspof the attack mentioned in
Section 7.4 is explained in this section. The yugngine’s response to the attacks is
explained by the use of the specific fuzzy genetireless or wired signature fired as a
result of the intrusion. The results are preseatethey pertain to the various attack steps
described in Section 7.4.

Response to Attack Step 1:

In Step 1 of the Theft of Information attack, omevghe intruder placing his Linux-based
notebook’s wireless card into monitor mode (promdgcs mode). Within a minute or so,
one of the Sentinel IDS fuzzy engine’s wirelessegensignatures fired. The signature
that fired is one of the probing phase signatumeste specifically a signature which
determined thalntruderl’s MAC address was not listed as a MAC address bahgnigi
the organizations’ hardware.

This in itself is not seen as too great a threatnany other organizations in the vicinity
may be utilizing wireless networks, but the facattintruderl’s wireless card is in
monitor mode suggests that the owner may be sgiffor access-points. The fuzzy
engine noted the MAC addresslofruderl (00:12:F0:3B:5F:71). This MAC address is
kept for a predetermined time period for correlagpurposes. The signature also started
a timer to determine the length of time spent imitawv mode byintruderl The output

of the fuzzy engine, at this point, is set at 5%bability of attack, as discussed in

Section 6.2.2.2. This information was passed kyftlazy engine to the CAE.

Response to Attack Step 2:

In Step 2 of the attack, one samtuderl detectingAP1 as a viable target and utilizing
Airodump to collect as much traffic containing ialization vectors as possible.

While Intruderl was collecting the data he/she needed to perfobeméxt phase of the
attack, two more probing-phase generic wirelessatiges fired. The first signature

fired as a result dintruderl’s wireless card being in monitor mode for a perioeater
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than the limits allowed by the administratomtruderl spent a total of 3 hours and 5

minutes in monitor mode.

The second wireless generic signature fired dufirgystep ointruderl’s attack, fired as

a result of unauthorized probing AP1 for its SSID. The fuzzy engine was set to report
this as an act of misuse as all organizationallassehardware have their MAC addresses
registered and the probing was from a non orgaoizat MAC. The output of the fuzzy
engine at this point was set at 15% probabilityattéck as discussed in Section 6.2.2.2;
this was due to the two fired generic signaturélse output was once again forwarded to
the CAE.

Response to Attack Step 3:

At Step 3 of his/her attackntruderl had cracked the WEP key for AP1, from the data
gathered during Step 2. The intruder then proaté¢deortscarHostl, the DHCP and
FTP server, which fired off another two wirelessggc signatures.

The first of the signatures fired was an initiatess phase signature, fired during
Intruderl’s first connection toAP1, using the SSID and WEP key. This signature had
been monitoringntruderl’s MAC address for an initial access, due to hisfivesr data

sniffing and probing activity.

The second signature fired was another probingegbk@mature, fired due tfotruderl’s
portscan attack. The signature determined thanhtimber and speed at whiétostl’s
ports were being accessed were past the limitsysitte administrator.

The fuzzy engine’s output at this point was se#d@¥ probability of attack as was
discussed in Section 6.2.2.2. This information tis reported to the CAE as was done

before.

Response to Attack Step 4:
As was mentioned in Section 7.4, the final parntfuderl’s attack that he/she was able
to commit was Step 4 in whidntruderl attempted to bruteforddostl’s administrative

account for its FTP server.

159



A hacking-phase system generic signature fired, wu¢he number of failed login
attempts performed by the administrative accourtie number of failed login attempts
was set in the IDS on setup of the fuzzy enginéth&s point, the fuzzy engine’s output
due to this and previous signatures fired was s&b% as discussed in Section 6.2.2.2,

and this output once again was forwarded to the CAE

This concludes the fuzzy engine’s output and respda the attack set out in Section 7.4.

The next section outlines the neural engine’s nespao the attacks.

7.5.2 The Neural Engine’s Response

As concluded previously, this section outlines @&xglains the various neural engine

outputs and response to the intrusion attackslddtai Section 7.4. As with the previous

section on the fuzzy engine’s response, this seexplains the neural engine’s response
to the attack Step 4.

Response to Attack Step 4.
As mentioned previously, Step 4 is the pointlimruderl’s attack in which he/she
attempts to bruteforcklostl’s FTP server using the administrator account. Tdweral

engine, at this point, plays a role in the detecpmcess. This occurs for two reasons.

The first is that the administrative account had haultiple failed login attempts and
from the administrator’s footprint, the neural evgidetermines that this is a deviation
from his normal behaviour as he mostly enters brsfiassword incorrectly with the first

attempt.

The second reason the neural engine determined adoosn behaviour for the

administrative account is that the invalid passwaitdmpts took place during a period of
time which is well out of the administrator’'s uswabrking hours which were 8am to
S5pm.

The final piece of anomalous activity detected was to the fact that the administrator
usually works on a network node with a specific MA@ress on the wired network, and

the failed logon attempts occurred from the wirglastwork from a host with a MAC
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address of (00:12:F0:3B:5F:71). This deviatedrdiacally from the administrator’s
daily habits.

The neural engine’s output at this point was séi08b certainty of attack, and its output

was forwarded to the CAE for further action.

The next section provides the central analysisraigiresponse to the various attacks
that took place, and also explains the variousy@a@nd passive responses fired.

7.5.3 The Central Analysis Engine’s (CAE) Response

This section gives an explanation of the respow$dbhe central analysis engine to the
attack that took place. As mentioned in Chapteéh® CAE is responsible for statistically
combining the fuzzy and neural engine output. @&hfter, it is responsible for

implementing either active, passive or both respsnsased on its output.

Response to Attack Step 1:

At this step in the attack, the CAE had only reediintrusion probability from the fuzzy
engine and after performing the statistical caloies, the CAE output is 2.5%
probability of attack as described in Section 6.4.Phis is too low to implement any

active or passive responses.

Response to Attack Step 2:

At this point in the attack the CAE had still omlsceived intrusion probability from the
fuzzy engine and, after performing the statisticalculations, the CAE output is 7.5%
probability of attack as described in Section 6.4This is still too low to implement any

active or passive responses.

Response to Attack Step 3:

At Step 3 in the attack, the CAE had still onlyei®ed intrusion probability from the
fuzzy engine, and after performing the statisticalculations, the CAE output is 20%
probability of attack as described in Section 6.4This output is enough to cause the
CAE to implement a passive response, and the ashrator of the network was e-mailed
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regarding the results. The passive response wpkenmented due to the configuration

choices of the administrator, when he/she sethiteshold values for the CAE.

Response to Attack Step 4:
At this final step in the attack, the CAE had flgaleceived intrusion probability from

the fuzzy engine and the neural engine. Aftergrering the statistical calculations, the
CAE output is 72.5% ((70% + 75%) / 2) probability aitack as described in Section
6.4.2. This output is enough to cause the CAEntplement both active and passive
responses. The passive response was to e-maildtheiatrator of the network. The
active response was to block Intruderl’s MAC addlres all access-points, including
AP1,and to disable the account administratoHmrst1.

As can be seen from the abovementioned experimdrdswireless extensions to the
original NeGPAIM Model most definitely provide peation against the wireless

intrusions. These intrusion attacks, as previousBntioned, are the more common
intrusion attacks, and easily performed by anyoitd access to the attack tools. The
experiments performed in this chapter are not thly attacks researched and tested
during this research. These are only a few ofdhiested over the past two years to
prove the validity of the research conducted.

7.6 Conclusion

This chapter has shown that the Sentinel IDS implaation prototype for the NEGPAIM-W

Model indeed shows excellent initial results, wdgtection of both wired and wireless intrusion

attacks. With the explanation of both low-leveted#ion engines and the implementation of the

single high-level engine, the Sentinel IDS allows &n excellent means to both detect and

prevent wireless-based intrusion attacks.

Through the experiments performed, one can seethethialidity and need for the NEGPAIM-

W Model. The next chapter concludes the dissertaby focusing on topics, such as the

objectives of dissertation, achievements and plesgibther research plans.
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Chapter 8

The Conclusion

8.1 Introduction

Chapter 6, contained an explanation of all the mamponents of the NeGPAIM-W Model with
the main focus placed on the two low-level engiaed lastly on the single high-level engine.
These engines together form the backbone of theP#3-W Model, allowing it the ability to
detect both wired and wireless intrusion events eembrt on these intrusion attempts. In
Chapter 6, the model and the main engines wereaiegul theoretically, and in Chapter 7 the
implementation of the model and the three main regyiin the Sentinel IDS prototype were
described.

The objective of Chapter 7 was to determine sevaaldts, the first of which was to prove that
intrusion attacks are indeed a reality, and that meeds to protect one’s organization from these
intrusion attacks. The second determination thetp@er 7 attempted to make was that of testing
the NeGPAIM-W Model’s ability to detect wirelessdeal intrusion attacks. This was done via
the use of the Sentinel IDS prototype. As was s$edhe actual experiments, the Sentinel IDS
prototype was able to detect the wireless-basextlkattproactively throughout the intrusion,

culminating in the halting of the intruder’s progsan his/her attack.

The attacks used in the testing of the NeGPAIM-\Gtqiype in Chapter 7 were all real-world
intrusion and penetration testing tools. Thesayas discussed previously, were used so that the
results of the experiments would be as close tbwedd conditions as possible. When
comparing the results obtained from the experimentShapter 7 with research conducted by
Mell et al. (2003), the results seem very favouwrablhus, the results of these experiments have

been taken into consideration in the rest of tihiapter while determining whether or not the
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objectives stated in Chapter 1 have been met. n€Resection contains a review of the problem

statement.

8.2 Review of the Problem Statement

This dissertation addressed the problems assoactateently with wireless intrusion attacks in
organizational environments. The research condueiso showed the need for IDSs to
adequately protect an organization’s informatiosess proactively from attacks, both internal
and external to the organization and on any netwoeklia. These problems were addressed

during this dissertation in the following way.

« Combating wireless intrusion attacks (Refer to Géap.2):

Wireless intrusion attacks were discussed duriig dissertation, and it was concluded
that these wireless-based intrusions are just thelléo the information assets of an
organization as their wired counterparts. It w& aletermined that if the wireless
networks were not adequately protected, the ovesralurity of the organization can be

compromised by an intruder.

For this reason, implementation of security mecdasj such as intrusion detection

systems, are critical within wireless networks.isTis made even more evident when one
looks at how easy it is to gain access to a wigsetetwork from outside an organization,

due to spillover from wireless access-points, dregoor security provided by wireless

equivalent privacy (WEP).

The various security mechanisms were discusseddtidd 2.4, with Sections 2.5 and 2.6
focusing on intrusion detection systems. The wariwireless security problems were
addressed in Section 3.4, with the conclusion baiade that it is best to implement both
OSl layer 2 and layer 3 security mechanisms irptio¢ection of wireless networks. This,
because the broadcast nature of wireless secliotysaan intruder to collect data off the

wireless network even though there may be layesise8 protection mechanisms.
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Proactive detection/prevention of wireless intrasiattacks (Refer to
Chapter 1.2.1 and 1.2.3):

It was determined during this dissertation thaackers can have one of four goals when
performing an attack against a network. Thesesgaa the corruption of information,
theft of information, denial of service and theftservice. These form the basis of the

updated alternative approach to misuse detection.

For an intruder to achieve one of the aforementogeals, he needs to perform certain
actions. These actions can be tracked by categgrthem into one of the six generic
intrusion phases. The weightings assigned to tkeseric phases differ greatly on a
wireless network, as opposed to the same phaseswined network. With the new

weighting system in place, wireless attack deteasdinally a reality, and in some cases,

the actual payload of an attack may even be predent

The abovementioned problem was discussed in detélection 6.2.2. The proposed
solution was, as mentioned above, to change thghtwegs of the six generic phases in
the case of a wireless intrusion attack. This dase as wireless attacks place more
emphasis on probing and initial-access phases; theisveightings need adjusting. With
this in mind, the sooner a wireless attack can dteatled, the less damage the intruder
can cause over the wireless network. In some caseslation of wireless and wired

attack data may even cause an alert to a greagatt ithan was previously known.

Detection of existing, new and novel attacks (ReéteiChapter 1.2.2 and

1.2.4):

The NeGPAIM-W Model makes use of both misuse anolreaty detection to detect
intrusion attacks; thus, the model has the abilityaccurately detect known attacks
through the use of misuse detection and new or mhudtacks due to its anomaly
detection engine. An example of how the anomatyrendetects a new or mutant attack
is as follows: the anomaly engine detects attacls®th on the events leading up to and
during the attack and the reaction of the systetheattack e.g. CPU usage, RAM usage
and network usage. For instance, although a newnwant DoS attack may work
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slightly differently, it still attempts to deny séce in some way to legitimate users. With
this in mind one can see that no matter what tyjpeas attack occurs, certain metrics
such as excessive network or CPU utilization wdlrecognized by the anomaly engine

as abnormal activity.

This is important as new attacks are released alhmgly, and pre-existing attacks are
detected through the NeGPAIM-W generic wireless aitéd network signatures; thus,
the networks are protected on two fronts. Thel famal definitive determination is done
by the central analysis engine which, as previousgntioned, does not do any actual
detection, but performs statistical analysis ondhemaly and misuse detection engine

output.

Chapter 6 as a whole discussed and focused primaarithese three engines, with an in-
depth explanation of the inner workings of all ¢ the engines contained in Sections
6.2, 6.3 and 6.4 respectively. With the use of famons of intrusion detection and the
CAE’s combination of the results of the low-levelgenes, proactive detection of old,
new and novel attacks is possible, allowing syst@nsection against previously

undetectable intrusion attacks.

8.3 Meeting the Dissertation Objectives

This section reviews the objectives of this diss@t as laid out in Chapter 1, Section 1.3,

which presented three distinct objectives neededeoaddressed through this dissertation.

During the course of the research, many other tibgschave also been met and is discussed

later in the chapter. The following paragraphsigat@ to what extent this dissertation and the
NeGPAIM-W Model has attained these primary objexgiv

Primary Objective:

Investigation of Wireless Intrusion Attack Effects:

The first primary objective of this study was tovéstigate wireless-based intrusion

attacks and the effects they have on currentlyla@vai IDS products. Chapters 3 and 4
166



provided insight into the world of intrusion attackspecifically focusing on wireless

intrusion attacks.

Sections 4.4 listed and explained various commiene@aearch and public domain IDS
products, which were compared head to head. Tdémsodstrated the lack of wireless
detection components within these IDSs.

In Section 4.5, the limitations of currently avaik IDSs were listed and explained, so

proving the need for a new model, such as NeGPAIMAWS, meeting this objective.

Thus the main objective as set out in Section as3bdeen satisfactorily met during this research,
with the many secondary objectives also subsequéeihg met. These secondary objectives

are briefly listed below.

Secondary Objectives:
* Objective A:
To determine what could be done to minimize the agandone by wireless intrusion
attacks. This objective was achieved by Secti@nadong with Chapters 5 and 6. This
was achieved with Section 4.6 containing a discusen the characteristics of a wireless
IDS, with wireless IDSs being recognized as the besthod for minimizing wireless
intrusions. This objective was further met throW@apters 5 and 6 with the NeGPAIM-
W model an example can be found in Section 6.5y8lgphow the NeGPAIM-W model

limits an attack.

* Objective B:
To create a model that would be proactive in natum@ have the ability to detect both
wired and wireless attacks, the model is proactve to its ability to identify the
attacker’s user ID as well as determining the &#gs next step.  This objective was
met through defining an updated NeGPAIM-W Modeladed in Sections 6.2.4 and 6.3.

* Objective C:
To investigate computer crime, particularly focgsion proactively detecting wireless

intrusion attacks. This was addressed primaril@hapter 2.
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Objective D:
To update the previous NeGPAIM Model, thus allowihg model to cater for wireless
intrusion attacks, including the correlation of @l@ss attacks with attacks taking place on

wired network segments. This was addressed int€hép

Objective E:

To create a prototype for the NeGPAIM-W Model, grefform an experiment on the
prototype, utilizing real-world wireless intrusicdiwols. This has been addressed in
Chapter 7.

8.4 Further Research

Although all the objectives set out in Section Aa¥e been met within this dissertation, there are

certain components and concepts that could beduetkpanded. These are listed below:

Identification of further wireless sensor signasure

Although there were a few generic signatures ifiedtiduring Chapter 7, there are
countless other generic signatures that could earehed e.g. signatures for attacks on
router and switch hardware, allowing the furthetedgBon of less common wireless
attacks. The generic signatures that have beartifidd in this dissertation have been
aimed at detection of the more prevalent wirelagsision attack groups.

Further research could enable the NeGPAIM-W Model igs prototype Sentinel IDS to

detect a greater number of intrusion attacks ocuyrwhile, at the same time, increasing
the accuracy of the IDS by allowing attacks to bb-grouped. This occurs as follows:
attacks are detected first by attack family e.gSDaitack and then the attack is sub

grouped into say wireless-based DoS attacks ondwiesed DoS attacks etc.

Identification of further wireless metrics:

As was discussed in Chapter 6, a few metrics haen bdentified for use with the
training of the neural network. To improve theeddibn capabilities even further than
they are currently, new suitable wireless, wired apstem metrics need to be identified
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e.g. network utilities / applications running, modpen for a specific user and the wired /

wireless network usage hours for a specific user.

The greater the number of metrics available, tieatgr the knowledge of a user’s actions
will become. With few metrics, although accuratel]y a subset of the user’'s actual
effects on the network will be known. With furthesearch, the detection capabilities of
NeGPAIM-W could be far better.

» |dentification of further system responses:
The system responses to both wired and wirelesgonletintrusion events were briefly
covered in Chapter 7, and these responses would foether research. This further
research into the responses would allow the ID&spond to different intrusive events,
according to their severity, thereby limiting thestto overall network usage. Currently,
there have only been a few responses that haveithemtfied.

* Linux-based wireless sensor signatures:
With the number of wireless devices running onltimeix platform, it would make sense
to conduct further research by determining whatatigres could be implemented on the
Linux environment. This would also mean creatmgeless sensor software for the

Linux platform.

The outcome of this research would allow one to mara the resource requirements of
each platform, when running the wireless-based asens This information could be

critical to a commercial implementation.

8.5 Conclusion

Wireless networks are rapidly becoming part of weey organizations do business. With the
inherent security risks associated with currentigilable wireless technologies, there is a need
for good security mechanisms. Organizations thmgtlement wireless technologies must take

the required security mechanisms associated witblegs technologies to heart from the outset,
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and not simply as an afterthought. Security mecnas, such as NeGPAIM-W, allows

organizations to keep their wireless networks safe.

NeGPAIM-W has been implemented, utilizing the lateshnologies, in a prototype known as
Sentinel IDS. This IDS allows for the proactiveetgion of both wired and wireless intrusion
attacks. The experiments conducted on SentinelstixBv that the updated model can protect an
organization from attacks performed on both wired aireless networks; therefore, the main

objectives outlined in Section 1.3 have been foilt.

The updates to the original NeGPAIM Model allowstat keep modern networks safer for
organizations, allowing organizations to be lesgried about their security and concentrate

more on their core business.

FINALLY, IT IS CLEAR FROM THE RESEARCH THAT NO ORGA NIZATION CAN
BE WITHOUT ADEQUATE SECURITY MECHANISMS AND THAT Ne GPAIM-W
WILL IMPROVE MOST, IF NOT ALL OF AN ORGANISATION’'S  INFORMATION
AND COMPUTER SECURITY. THEREFORE, NEGPAIM-W, OR TH E CONCEPT OF
THE MODEL, HAS THE POTENTAL TO BECOME THE IDEAL MOD EL TO
PROTECT AGAINST INTRUSION ATTACKS.
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Annexure A

Utilizing Fuzzy Logic and Neural Networks for
Effective, Preventative Intrusion Detection in a
Wireless Environment

Robert Goss & Martin Botha

ABSTRACT: the importance of properly securing an organizations information and computing
resources has become paramount in modern business. Intrusion detection systems in particular have an
increasingly valuable role to play, as networks grow and more information becomes available,
administrators need better ways to monitor their systems. Most current intrusion detection systems lack
the means to accurately monitor and report on wireless segments within the corporate network, this
paper will propose an extension to the NeGPAIM model that will allow for the accurate detection of
attacks originating on wireless network segments. This will be done by the use of Fuzzy logic and Neural
networks utilized in the detection of intrusion attacks. The model is based on the assumption that each
user has and leaves a unique footprint on a network when using it. This model is able to proactively
detect intrusion attacks in both wired and wireless environments.

KEYWORDS: Computer security, intrusion detection, wireless intrusion detection, intrusion
detection systems, intrusion attacks, wireless networks, NeGPAIM model, NeGPAIM-W?,
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1. INTRODUCTION

Since the inception of computers, they have become an integral as well as an indispensable part of our
everyday lives. Information Communications Technology (ICT) has been, and is currently advancing at a
rapid pace (LT Consultants et al, 2002; Intel Corporation, 2005). Internet which is one of the main
implementations of ICT is increasing rapidly at rates better than that of any other communications
technology to date. In 2000 it was estimated that approximately one half of US households were online
(Wilhelm, 2000). The number of Internet hosts online has also increased from 44 million in January
1999, to 88 million in August 2000, to almost 120 million in April 2001 (Telcordia Technologies, 2001).
Web commerce has become mainstream, with millions of people buying online yearly. New consumers
are now on the scene, buying items online instead of in a regular store, these consumers are known as
cyber consumers (LT Consultants et al, 2002). With business being conducted over the Internet,
businesses have had to make information available to individuals outside of their organization (DeYoung
et al, 2002). This availability of information has lead to security holes also becoming available to the
public facing web servers on the businesses network.

With fast wired network technologies such as gigabit Ethernet becoming increasingly prevalent as
corporate network backbones, coupled with the current need for mobility. Many organizations are
implementing wireless networks, one of the current buzzword technologies in ICT. With the
implementation of wireless technologies, these organizations become vulnerable to a plethora or new
intrusion attacks. The need for proper protection of a company’s information is thus becoming more
and more important every year, this can be seen in the Annual CSI/FBI Cyber Crime Survey, which
estimates that the amount of money lost by companies due to attacks, system breaches and theft of
information is around the figure $141,496,560 this is down from 2003 when the total losses were
estimated at $201,797,340, (Gordon et al. 2005). There are many ways to protect data e.g. Firewalls,
Antivirus, Access Control, Policies and Intrusion Detection Systems.

The purpose of this paper is to discuss, firstly, some of the many problems currently associated with IDSs
and secondly one potential solution, in the form of a model known as NeGPAIM-W?2. The paper will
commence with an introduction to the various types of IDS available to an organization along with the
technologies problem areas. Following this is an introduction into the previously mentioned NeGPAIM-
W2 model. The paper culminates with an experiment on the model, including results, the paper
concludes thereafter.

2. PROBLEMS WITH CURRENT IDSs

Intrusion detection has been around in some form for the past twenty six years, but has only taken off
within the last ten or so years (Innella, 2001). Before the mainstream use of intrusion detection and
intrusion detection systems, organizational networks would be hacked with no warning given. In an
attempt to detect an intrusion, administrators would manually scan log files in an attempt to determine
what happened to the network, the identity of the attacker and source of the attack. The problem was,
that the process was a time consuming activity and more often than not resulted in no findings.

The alarming figures reported by the CSI/FBI survey shows that security on organizational information
systems is not just an afterthought but should be one of the main concern’s, when setting up or
upgrading a network (Gordon et al. 2005). This is evident by the fact that ID and IDSs have undoubtedly
become an indispensable protection mechanism to any organization (Li, Das, & Zhou, 2005). Today’s
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trend is moving towards intrusion prevention and proactive intrusion detection both of which attempt
to limit or completely stop an attack dead in its tracks. By utilizing artificial intelligence and other
techniques, IDSs are able to determine if an event is possibly part of an attack or not.

Intrusions are no longer limited to an attacker being physically attached to the network through some
cabled medium. With wireless access becoming more prevalent and with many organizations investing
in wireless technologies, without first understanding the dangers, many of these organizations have
gaping holes in their security. Attackers can sit outside the office building of a target and connect
directly into the network and attack it via the organizations own wireless infrastructure and then
disappear. Most commercial IDSs available currently do not have wireless detection capabilities, this
problem leaves organizations open for attacks. Therefore it is quite clear that there is now a need for a
more holistic approach to ID than is currently available.

There are currently three main types of Intrusion Detection Systems namely HIDS (Host-Based IDS), NIDS
(Network-Based IDS) and Hybrid IDS which combines the two afore mentioned types to form a more
rounded IDS. HIDS’s reside on a single host and usually monitor and protect the system configuration
and files from abnormal changes, files and system settings are given weightings and an administrator
can be alerted upon suspicious activity. In NIDS’s the IDS will monitor multiple nodes on the network
and detects attacks by searching network traffic for patterns of known attacks and anomalous activity
known from previous baselines. This traffic could have a source external to the organization, but have
an IP address of a machine internal to the network; this is known as IP spoofing and NIDS’s can be setup
to identify this kind of attack. Both NIDS and HIDS require a database of previous known attacks to
detect most attacks (Lehmann, 2005; Whitman & Mattford, 2003). The problem with these two
approaches is that there is little to no correlation between network-based and host-based intrusion
events. This is mainly because intrusion information is stored in separate database.

There are two main methodologies of detection to which most IDS’s subscribe; these are Misuse
Detection and Anomaly Detection. Misuse Detection usually works by using a database of known
attacks and compares current User actions to the database using rule based systems. This is also known
as signature detection and functions much like an antivirus as a misuse detection system is only able to
detect new attacks if you the administrator keep the signature database up to date. Another problem
associated with misuse detection is that if an attacker performs his attack over a long period of time, the
attack may not be picked up. The only way to currently combat this problem is to collect and analyze
data over a large period of time.

Anomaly detection typically utilizes threshold monitoring to indicate when a certain established metric
has been reached. Anomaly based IDS’s are also known as behaviour-based IDS’s because of the way
they function. IDS’s based on anomaly detection collect data from normal traffic or user actions and
over time establish a baseline. When the system has a baseline the IDS will take samples of network
traffic and compare it to the baseline using statistical calculations, if the collected data deviates to
widely from the baseline; then the administrator is notified. The baseline is usually created using some
of the following metrics: CPU usage, memory usage, network packet types, user typing rate etc. A
problem associated with anomaly detection is that a user over time can train the system to accept
anomalous behaviour as normal, by slowly adding to the attack (Whitman & Mattford, 2003).

With the many problems associated with modern IDSs, a new model for ID has been formulated. This
model known as Next Generation Proactive Identification Model with Wired and Wireless (NeGPAIM-
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W?), and is based on research performed previously at the Nelson Mandela Metropolitan University
(NMMU). The next section will detail the NeGPAIM-W? model, including its primary components.

3. THE NeGPAIM-W? MODEL
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Figure 1. General Representation of NeGPAIM-W?2

There are nine main components making up the NeGPAIM-W? model, these are as follows: Information
Provider, Collector, Coupler, Information Refiner, Fuzzy Engine, Neural Engine, Central Analysis Engine
(CAE), Responder and Manager. Three of these components are directly involved in the detection of
intrusion attacks, namely the fuzzy, neural and CAE engines detection engines. The fuzzy and neural
engines are known as the low-level detection engines and the CAE known as the high-level detection
engine.

For the purposes of this paper, the focus will be primarily on the function and operation each of these
three detection engines. Both low-level and high-level detection engines will be discussed below.
*  Fuzzy Engine:
The fuzzy engine is one of the two low-level processing units of NeGPAIM-W? and will process
the input data. This engine is responsible for implementing the Misuse Detection methodology.
The fuzzy engine will compute a template firstly, and the user action graph will be mapped
against it to determine whether or not a user (intruder) has been, or is performing an intrusion
attack.
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The overall intrusion probability for the network sensors is divided into two weighted parts:
one weighting for the wireless attack probability and another weighting for the wired network
intrusion attack probability. The fuzzy engine’s network detection rules have been updated
with the new NeGPAIM-W? Model to provide a better detection rate. The rules have been
updated to detect attacks at layers 2 and 3 of the OSI model where the previous fuzzy engine
specifically targeted layer 3 only. The updated model allows for better performance by
separating the network detection into wired and wireless separately, and weighting the outputs
to form a final fuzzy intrusion attack probability as seen in Figure 2. This also allows the engine
to take into account the differences in transmission of data over the different network
mediums.
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Figure 2: Comparison between Traditional and Alternative idis Detection

The fuzzy engine will pass its intrusion probability value to the central analysis engine. This is a
continuous process.

Neural Engine:

The neural engine is the second of the two low-level processing units and will also process input
data. This engine will process the data and search through it for patterns of abnormal user
behaviour that may be occurring.

This abnormal user behaviour may come in through one of three sources: the host-based
sensor, the application-based sensor or the network sensor. The network-based sensor is what
this section will explain. The neural engine uses a user’s wireless and wired network usage
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patterns to determine whether or not the user is acting abnormally on the system. For
instance, the user may work via a wired terminal from 8am to 5pm, Monday to Friday. Then
one day he/she logs into the network on a Sunday afternoon over a wireless connection. This
will be noticed by the neural engine as anomalous activity.

The engine reports abnormal user behaviour to the central analysis engine by way of intrusion
probability value.

Central Analysis Engine (CAE):

This is a high-level processing unit, the objective of which is not to perform anomaly or misuse
detection, but rather to analyze and interpret the resultant output values from the fuzzy and
neural engines as well as managing the other units of the model.

The CAE performs four critical operations for the categorization and halting of attacks, these
operations are as follows:

1. To determine the source of an attack, be it wired, wireless or both network media. This
information is utilized to determine what if any action will be taken against the
attacker.

2. To determine the type of attack being currently perpetrated by the attacker, this is
needed to better understand what actions he/she may take next.

3. To take into account all information gathered from various sources and to determine
an overall intrusion probability.

4. Finally the engine uses the overall intrusion probability value along with the type of,
and source of the intrusion attack to perform a response to the intruders actions.

The engine outputs to the administration, the final intrusion probability with final weighted
scores of attack type, source, etc. This is generated after performing the statistical calculations
on the output of the two lower-level units. Figure 3, Depicts the interaction between the
different components of the NeGPAIM-W? model, with the focus on the three detection
engines.
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Figure 3: Low Level Detection Model

The nine major components of the updated model seen in Figure 1, are divided into a three-tier
hierarchical hybrid architecture. The three tiers are as follows: Client, External Host and Internal Host.
This architecture allows for benefits of performance and security to the NeGPAIM-W? Model and will
allow the security administrator the ability to monitor his/her network for attack more efficiently. This
is important because, as wireless networks become more sort after, widespread and faster, they will
become the main way for users to connect to organizational networks. NeGPAIM-W? is a proactive next
generation IDS, which not only caters for wired networks, but also has the ability to monitor wireless
networks. NeGPAIM-W? is a theoretical model, and for any model to be accepted, it must be tested
practically. The next section will show the results of one of the experiments performed on the
NeGPAIM-W? prototype.

4. THE EXPERIMENT

Key elements of the NeGPAIM-W? model have been implemented in a fully functional prototype named
Sentinel IDS. These elements are namely the reporting, Fuzzy, Neural and Central Analysis Engines; the
reason these elements were chosen being that they form the core backbone of detection and the
feedback processes allowing for the proactive detection of attacks. Responses, both passive and active
have been implemented as well as remote sensors (smart agents). The Microsoft Windows environment
was chosen as the test bed for the NeGPAIM-W? Model, although the model could be adapted to fit the
Linux/Unix environments with little trouble. It was decided to utilize MS Windows, because it is harder
to gain access to system statistics and to monitor network activity in Windows as opposed to Linux/Unix.
This experiment will therefore not only prove that NeGPAIM-W? is feasible, but that it can be
implemented in many different environments.
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The experiment explained in this section took place at the Nelson Mandela Metropolitan University
(NMMU). This is just one of the many experiments conducted while testing the model, and serves as an
example. The intrusion tools utilized to perform the various attacks making up the experiment are all
tools freely available on the Internet. The tools used are as follows: Airodump, Aireplay, Aircrack,
SuperScan and Brutus. Some of the tools utilized are Linux-based, while others are Windows-based.

4.1. The Attacks:

As mentioned previously, the environment in which this experiment occurs is a Microsoft Windows
client/server environment, with two windows-based hosts that were known as Host1 and Host2 for the
experiment. Hostl was the host installed with the Sentinel IDS wireless sensors and is also the DHCP
and FTP server. Host2 was the host housing the main Sentinel IDS application. API1 was the wireless
access-point with which Host1 and Host2 communicate. Intruderl was the malicious intruder running a
Linux-based notebook, who wanted to steal information from Hostl. Now that the background has
been given, the next step is to simulate a typical simple attack through an experiment.

Step 1:

First of all, the wireless card of the Linux-based notebook Intruderl was placed into monitor mode,
allowing it to sniff all wireless traffic within its antenna’s range. The network AP1 was detected while
sniffing for wireless signals. Now that Intruderl has the access-point’s SSID, the next goal is to gain
access to the wireless network itself. This sniffing of wireless signal can be seen in Figure 4.

CH 5 ][ Elapsed: 2 mins ][ 2006-11-26 15:23

BSSID PWR Beacons # Data CH MB ENC ESSID
00:11:95:9D:6C:84 1 l08 0] 6 54. WEP? Tlinen
00:02:6F:42:BD:B4 -1 0] 1173 2 -1 OPN
00:02:A5:6E:E6:4A -1 180 (0] 1 11 WEP?

BSSID STATION PWR Packets Probes
(not associated) 00:13:02:06:40:30 -1 33
00:02:6F:42:BD:B4 00:02:6F:05:C1:41 -1 1173
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=

Figure 4. Example Sniffing of Wireless Traffic.

Step 2:

To gain access to the wireless network, Intruder1 had to collect wireless traffic destined for the AP1’s
SSID. Enough data needed to be collected so that the WEP key could be cracked. To speed up the data
collection process, Intruderl used Aireplay, which allowed him/her to replay initialization vector packets
collected. Once the data had been collected, Intruderl runs Aircrack and gains the WEP key, which was
“prim8”. The cracking of AP1’s SSID is depicted in Figure 5.
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Figure 5: Example Cracking AP1 WEP Key.

Step 3:

After Intruderl cracked the WEP key, he/she then proceeded to connect to AP1 with the newly acquired
SSID and WEP Key. This allowed him/her initial access to the organizational network. The first action
Intruder1 took once he/she gained access to the organizational network was to perform a portscan with
SuperScan on the network server Hostl, which was located because it was the DHCP server, and
assigned Intruderl an IP address when he/she connected. During the portscan of Host1, the intruder
determined that Host1 has an FTP server running on it. An example of this can be seen in Figure 6.
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Figure 6: Example Portscan on Host1.

Step 4:

The final part of the attack occurred as Intruderl attempted to brute force the administrator accounts
password on Host1 using Brutus. The reason the intruder was unable to complete his/her attack and
gain the password, which he/she was attempting to bruteforce, is due to Sentinel IDS sensors on both
Host1 and Host2 determining that intrusive behaviour had taken place. This can be seen in Figure 7.
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Figure 7. Example Bruteforce Attack on Host1.

The next section will explain the results of the above listed attack as they relate to the three engines. As
the output of the two low-level engines is needed for the high-level engine to calculate total attack
probability (TPV), the two low-level engine results will be shown and explained first.

4.2. The Results:

After performing the experiment, the next logical step is to analyze and interpret the results. The
results of the experiment will be reported according to the individual engine’s responses to the various
steps in the experiment outlined previously.

Step 1 Result’s:

Step 1’s Theft of Information attack; saw the intruder placing his/her Linux-based notebook’s wireless
card into monitor mode (promiscuous mode). Within a minute or so, one of the Sentinel IDS fuzzy
engine’s wireless generic signatures fired. The signature that fired is one of the probing phase
signatures, more specifically a signature which determined that Intruder1’s MAC address was not listed
as a MAC address belonging to any organizational hardware.

This in itself is not seen as to great a threat, as many other organizations in the vicinity may be utilizing
wireless networks, but the fact that Intruderl’s wireless card is in monitor mode suggests that the
owner may be sniffing for access-points. The fuzzy engine noted the MAC address of Intruderl
(00:12:F0:3B:5F:71). This MAC address will be kept for a predetermined time period for correlation
purposes. The signature also started a timer to determine the length of time spent in monitor mode by
Intruderl. The output of the fuzzy engine, at this point, is set at 5% probability of attack. This
information was passed by the fuzzy engine to the CAE.

The CAE at this point has only received intrusion probability from the fuzzy engine and after performing
the statistical calculations, the CAE output is 2.5% probability of attack. This is too low to implement any
active or passive responses.
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Step 2 Result’s:

Step 2; saw Intuderl detecting AP1 as a viable target and utilizing Airodump to collect as much traffic
containing initialization vectors as possible. While Intruder1 was collecting the data he/she needed to
perform the next phase of the attack, two more probing-phase generic wireless signatures fired. The
first signature fired as a result of Intruderl’s wireless card being in monitor mode for a period greater
than the limits allowed by the administrator. Intruderl spent a total of 3 hours and 5 minutes in
monitor mode.

The second wireless generic signature fired during this step of Intruder1’s attack, fired as a result of an
unauthorized MAC address probing AP1 for its SSID. The fuzzy engine was set to report this as an act of
misuse as all organizational wireless hardware have their MAC addresses registered. The output of the
fuzzy engine at this point was set at 15% probability of attack due to the two fired generic signatures.
The output was once again forwarded to the CAE.

The CAE, at this point, still only received intrusion probability from the fuzzy engine and, after
performing the statistical calculations, the CAE output is 7.5% probability of attack. This is still too low
to implement any active or passive responses.

Step 3 Result’s:

At Step 3 of his/her attack, Intruderl had cracked the WEP key for AP1, from the data gathered during
Step 2. The intruder then proceeded to portscan Hostl, the DHCP and FTP server, which fired off
another two wireless generic signatures.

The first of the signatures fired was an initial-access phase signature, fired during Intruder1’s first
connection to AP1, using the SSID and WEP key. This signature had been monitoring Intruder1’s MAC
address for an initial access, due to his/her prior data sniffing and probing activity.

The second signature fired was another probing phase signature, fired due to Intruderl’s portscan
attack. The signature determined that the number and speed at which Host1’s ports were being
accessed were past the limits set by the administrator.

The fuzzy engine’s output at this point was set at 40% probability of attack. This information was then
reported to the CAE as was done before.

The CAE has still only received intrusion probability from the fuzzy engine at this point. After performing
the statistical calculations, the CAE output is 20% probability of attack. This output is enough to cause
the CAE to implement a passive response, and the administrator of the network was e-mailed regarding
the results.

Step 4 Result’s:
The final part of Intruderl’s attack that he/she was able to commit was Step 4 in which Intruder1
attempted to bruteforce Host1’s administrative account for its FTP server.

A hacking-phase system generic signature fired, due to the number of failed login attempts performed
by the administrative account. The number of failed login attempts was set in the IDS on setup of the
fuzzy engine. At this point, the fuzzy engine’s output due to previous signatures fired was set at 75%,
and this output once again was forwarded to the CAE.
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The neural engine, at this point, plays a role in the detection process. This occurs for two reasons. The
first is that the administrative account has had multiple failed login attempts and from the
administrator’s footprint, the neural engine determines that this is a deviation from his normal
behaviour as he mostly enters his/her password in correctly with the first attempt. The second reason
the neural engine determined anomalous behaviour for the administrative account is that the invalid
password attempts took place during a period of time which is well out of the administrator’s usual
working hours.

The final piece of anomalous activity detected was due to the fact that the administrator usually works
on a network node with a specific MAC address on the wired network, and the failed logon attempts
occurred from the wireless network from a host with a MAC address of (00:12:F0:3B:5F:71). This
deviated dramatically from the administrator’s daily habits. The neural engine’s output at this point was
set at 70% certainty of attack, and its output was forwarded to the CAE for further action.

At this final step in the attack, the CAE had finally received intrusion probability from the fuzzy engine
and the neural engine. After performing the statistical calculations, the CAE output is 72.5% ((70% +
75%) / 2) probability of attack. This output is enough to cause the CAE to implement both active and
passive responses. The passive response was to e-mail the administrator of the network. The active
response was to block Intruder1’s MAC address on all access-points, including AP1, and to disable the
compromised administrator account on Host1.

As can be seen from this experiment, NeGPAIM-W? can identify many different attacks, both on wireless
and wired networks. It is thus evident from the experiments performed that NeGPAIM-W? is not just
feasible, but has the potential to change the quality of intrusion detection performed on a network as a
whole.

5. CONCLUSION

As intrusion attacks increase yearly worldwide, wireless networks also grow in speed, range and capacity
making them more inviting to both attackers and organizations. For this reason one needs to implement
security measures, allowing for the detection and halting of intrusions before damage can be done.

One such solution is the NeGPAIM-W? IDS, although it may not be the perfect solution, it can go a long
way in the protection of an organizations data. The results obtained from the experiments performed
on the prototype; show that NeGPAIM-W? is 98% accurate in detection of intrusion attacks, with a false
alarm rate of only 2%.

NeGPAIM-W? is an ongoing research project at the NMMU and further research will be performed to
increase the effectiveness of the model, to keep up to date with new network and operating system
technologies and to improve the model as a whole.
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