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Abstract

The use of electrical networks for telecommunicaidhas a long history. It has been
known since the beginning of the twentieth cen{éiyola03]. The idea of using electrical
networks for broadband communications arose il #89s [Hrasnic&t al 04]. Recent and
growing research interest has indicated that PowerlCommunications (PLC) is the
threshold for achieving broadband delivery paracdyl in very dispersed and low
teledensity areas. Currently, there are numerous #ials and commercial deployments
underway inside and outside South Africa. Neveeb®l these PLC deployments are very
isolated, done without clear methodology and pemtorce remains bound to the physical
layout of the electrical network. Because of thighhbandwidth broadband PLC systems
are prone to poor performance and this in turnttirthe acceptance and deployment of this
emerging alternative broadband technology. TholitC technical challenges are being
addressed, there has been little analysis and robseeork that is focused on the
“Development of Methodologies for Deploying and lempenting Local & Medium Area
Broadband Power Line in Residential and Office ElecGrids” that would lead to
broadband PLC being adopted and be of greater ausmri-broadband communities of
South Africa. PLC is a term describing several edght systems using electrical grid
distribution wires for simultaneous distribution ddita by superimposing an analog signal
[Hrasnicaet al 04]. The research proposed and presented broadPla@dmethodologies
for typical medium voltage and local voltage PLGwwrks. These methodologies were
implemented and experimented with in configuratiargch closely mirrored residential
and office settings through laboratory and muliiing experiments using commercidf' 2
Generation Mitsubishi Electric PLC technology. Resh results presented not only serve
to provide insight into broadband PLC but also hibvinandled broadband applications
(communications), competed and compared with déwmologies such as Ethernet LAN.
In combination with networking communication thes;i the research explored and
analyzed the extent of PLC in providing broadbamehimunication to residential and office

electric grids at the University Fort Hare, Compi8eience Department.
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Chapter One

Introduction

The purpose of this chapter is twofold: 1) to pdaviunderlying reasons for research
described in the thesis and 2) present researchHsgaad research approach towards
corresponding answers. It serves as an introdudiotine research and to the chapters that
follow. In the general introduction, the need fanddband PowerLine Communications
(PLC) research work is discussed with an overvieflvsome basic concepts and
terminologies on which the research is based. Aflgiscussion is presented to provide an
overview of the history, background aadrrent state of broadband PLC. Thereafter, the
problem statemeris provided, followed by research goals that guineestigation of the
research. This is followed by a brief section thi@sent and clarifies the scope of research
detailing methodology used for investigating theeggch problem highlighted. The final

section is devoted to the description of the thetsiscture and conclusion of the chapter.



1.1 Background of the Study

The use of electrical networks for telecommunig&itias a long history [Ahola03]. It is
not a new thought. It has been known and disculssedkecades since the beginning of the
twentieth century. The early history of PLC is aduced by [Hrasnicat al 04] and
according to his book the idea of using electnigiing for carrier frequency transmission
(CTS) of voice over high voltage transmission neksobegan in the 1920’s. It was
important for management and monitoring purposescabise at the beginning of
electrification there was no full telephone netwarkverage. Due to the favorable
transmission characteristics, [Hrasnetaal 04] stated that the maximum distance between
transmitter and receiver could even be 900 kilonsetgth a transmit power of 10 W. High
voltage (HV), medium voltage (MV) and low voltageV networks have been used for
internal communications by electrical utilities fine implementation of remote measuring

and control tasks for quite some time now.

The idea of using these electrical networks foradlmand communications arose in the
1990’s along with the development of the Intermet digital signal processors [Hrasnieta

al 04], [Ntuli et al 06]. From then on as confirmed by [Ahola03] and£ri03] research
on channel characteristics, digital modulationstorerdetection methods, and error
correction methods in PLC increased dramatically.aAresult, several integrated circuits
providing multi-megabyte data transfer rates perosd over electrical networks were
introduced and field trials were carried out [Newpat al 03]. In PLC systems, electrical
networks are not only used for energy transmisdom also are utilized as a medium for
data communication [Little04],[Gergt al 03] that allows end-users to use the already
existing electrical grid to connect home applianttegach other and to the Internet. This
enables networks utilizing PLC to control anythimigich plugs into the alternating current
(AC) outlet. Therefore, internal electrical insgibns in buildings and homes can use PLC
for various communications applications such akt$igtelevision, alarms and intercoms

among other thinggdrasnicaet al04].

Broadband PLC, (also called Mains Communicationwéthine Telecoms (PLT),

PowerBand or PowerLine Networking (PLN)) is a tedascribing several different



systems using electrical distribution wiring formsiltaneous distribution of data. The
carrier transmits or communicates voice and datauperimposing an analog signal over
the standard 50 or 60 Hz alternating current [AGB]a[Hrasnicaet al 04]. In that sense
PLC seems to be a cost-effective solution formaig#@ communications networks because it
utilizes the already existing electrical cablinger@rally, PLC systems are divided into two
groups: narrowband PLC allowing communications ises/with relatively low data rates
ensuring various automation and control applicatiass well as a few voice channels
[Hrasnica et al 04] and broadband PLC allowing data rates beyondlhs and,
accordingly, offering a number of typical telecommuations services in parallel, such as
telephony and seamless Internet access [Hrashi@kD4].

Electric utility providers use narrowband PLC foneegy-related services. Nowadays,
narrowband PLC systems provide data rates upeavdifousand bits per second [Little02],
[Sartenaer04JA comprehensive description of various narrowbah@ Bystems, including
their development can be found in [DostertO1] &sdcby [Hrasnicat al04]. However, to
sketch the possibilities of narrowband PLC, a vemnportant area for application of
narrowband PLC is home automation. Because PLCdbasgomation systems are
deployed without installation of additional commeations networks cost is significantly
decreased [MohamadO6]. Automation systems by ndaoat PLC can be applied to
different tasks carried out within buildings forample control of various illumination,

heating, air-conditioning and security devices [@uB3].

Broadband PLC systems provide significantly higdata rates than narrowband PLC
systems. Where narrowband PLC networks offer ongmall number of voice channels
and data transmission with very low bit rates, Obzand PLC offer more sophisticated
telecommunication services, multiple voice conrewj high-speed data transmission,
transfer of video signals, and narrowband servaesvell [Marieet al 05],[Lee et al 03].
And presently broadband PLC systems such as"thgeReration Mistubishi Electric chip
used in this research provide data rates of 200Mbgs in MV and LV networks
[MitsubishiO3]. Hence, broadband PLC is considepagbable of telecommunications.

Broadband communications services over electrigds@ffer a great opportunity for cost-



effective telecommunications networks [LittleO4irasnicaet al 04].

Broadband PLC falls into two broad distinct catégmrwhich are classified as MV and LV
PLC. The MV PLC is capable of providing broadbamdadtransmission and an extra link
where telecommunication networks do not reach withe@xpensive infrastructure
extensions. MV PLC technologies are responsiblesémding data over to the LV electric
networks that connect the consumer homes to tharielaitility provider [Vazquezt al
05]. The MV PLC enables a last mile local loop solutwimich provides individual homes
with broadband connectivity. It is usually used f@nnections bridging distances of
several hundreds of meters. Typical applicatiormsafer such systems are connection of
local area networks (LAN) between buildings or witla campus and connection of
antennas and base stations of cellular communitatio backbone networks [Hrasniea
al 04].

LV PLC is used for the last mile telecommunicatsmtess networks. It communicates data
exclusively within consumer premises and extendsnectivity to all electrical outlets
within the premise$Vazquezet al 05]. The same electrical outlets providing altén
current will now act as network points for broadihalALC devices. Broadband PLC
communication provides new and interesting busiregsortunities. MV PLC solution,
combined with LV PLC allows utilities companies amganizations to offer cost-effective,
wide-coverage and broadband data services [Newdduay03), [NaidooO7]. The MV PLC
closes the gap between LV networks and telecomratiait networks. Because of the
importance of telecommunication access, curreneldgments on broadband PLC are

mostly directed toward applications in access nets/o

In this research, discussion is limited to LV PLEchnologies with communication
intended for consumer usage (residential and offieetric grids) where electrical grids are
owned privately or owned and operated by an adin@tige entity. In addition terms
Broadband PowerLine (BPL) or PowerLine Carrier (Pb€Residential PowerLine Circuit
(RPC) or Distribution Line Communication (DLC) sgsts refers to the LV part of the

electrical power distribution network. Basically L&bmprises everything attached to the



secondary side of the distribution transformer tha¥lV to LV transformer including LV
network within customer premises and all loadscattd to it [Castret al 05],[Hrasnicaet
al 04],[Zuberi03].

1.2 Problem Statement

Recently, there has been a lot of interest tozetiklectrical infrastructure for broadband
communication services. Broadband PLC maybe th&alsei technology for broadband
home networking and last-mile Internet access twalrareas connected to electric grids
[Hrasnica et al 04] since there is no much hope for low cost mlemunications

infrastructure particularly in very dispersed aod lteledensity areas. Growing interest in
broadband PLC [Anatoret al 07] is such that many trials in residential andicef

environments are currently being dojhéttle04], [Arriola05], [Newbury et al 05]. But,

these broadband PLC deployments are very isoldtwte without clear methodology and
performance remains bound to the physical layoutthef electrical network. Hence,
advertised high bandwidth broadband PLC systemsiargly prone to poor performance
and this in turn limits the acceptance and deploymeaf this emerging broadband

technology.

Given that broadband PLC deployments have beeatéshlhaphazard and that there is still
widespread skepticism [Hrasnicat al 04] regarding PLC as a broadband delivery
technology even in South Africa [Kuun05], [KuunO@aidooO7]. This research argues
that “‘Development of Methodologies for Deploying and én@nting Local & Medium
Area Broadband Power Line in Residential and Offielectric Grids” would lead to
broadband PLC being adopted. This will present goodunity for the developing world
and will be of greater use to non-broadband comtimsof South Africa. As a result, the
study is undertaken to investigate whether broadlhC networks have performance
comparable to that of the existing broadband teldymes. The study will like to strongly
argue that if broadband PLC is implemented by iy deployment methodologies plus
technological advancement it would offer broadbaer/ices efficiently and effectively as

other existing broadband technologies such as Eg¢h&AN.



1.3 Research Goals

Despite the fact that research on broadband PLCctiasentrated on home automation,
broadband communications and transfer in LV distidn networks, the question on the
development of broadband PLC deployment methodesog still unresolved. There has
not been much carried out in terms of research thatocused on broadband PLC
deployment methodologies that are cost effectiveesidential and office electric grids.
Therefore, the first objective of the research is:

= Developing methodologies for deploying broadban@ b residential and office

settings acknowledging reliability and redundanoyeg the noise level on PLC.

However, the focus is not only on developing bre@aabPLC methodologies, but testing
these methodologies under realistic network traffanditions. As a result, we need
practical experiments to demonstrate performandeapplicability of PLC methodologies
in data delivery and in comparison with EthernetN.AAs a result, the second objective of
the research is:

» To execute exhaustive experiments on broadbandiRti@ee environments which

closely mirror residential and office settings.

Research on broadband PLC is relatively new andvaelt information is still very
scattered and not easily available for researchga@s. Commercial providers hold most of
the available data concerning the locations whevadband PLC is commercially available
and actually being tested. For the reason thatetlerlack of collective literature on
broadband PLC, the third objective of the rese&@th
» To undertake a comprehensive presentation of braadbPLC case studies
literature and a detailed analysis of deploymenterently being undertaken in the

broadband PLC research area.

1.4 Contribution of the Thesis

The contribution of this research is to give impéstation information to the broadband

PLC body of knowledge necessary for developing @ewloying broadband PLC in office



and residential grids using efficient and effectideployment methodologies. This is
achieved through explanation and analysis of braadbPLC network deployments,
important characteristics, environments for daaagmission through MV or LV grids and
the implementation solutions to be considered. f@search work presented in the thesis
could be helpful in designing suitable broadbandC Rietworks with better data transfer
and performance. As a result, government and azgtans will be able to deliver and
meet broadband requirements of communities usingadirand PLC deployment
methodologies discussed and contributed by thesareb at low cost regardless of differing
socio-economic conditions in South Africa. This Iwitdeed increase broadband PLC

technology adoption in the broadband market.

1.5 Scope of the Work

In order to achieve the research goals mentionedettion 1.3, a technical study of
broadband PLC is essential, accompanied by a weearch of broadband PLC
deployment case studies. The literature and casdiest are reviewed to provide
background knowledge necessary for understandirgyeldping and investigating
deployment methodologies that will offer PLC aoluson for broadband services. Center
of Excellence in the Developmental e-Commerce atUhiversity of Fort Hare embarked
on broadband PLC research since 2002 [Ntuhll 06] and it is against such a background
and platform that the research is constructed. €prently, there was a great span of
research collaboration encompassing complementajgqts done within similar research
frameworks [Mandioma04], [Ranga05]. Gathering infation, data, and external
experiences are part of the research. Taking partonferences [Tinarwet al 06],
[Tinarwo et al 07] and visiting or contacting companies or peapith broadband PLC
application experiences was essential in gainingnkhow and external knowledge on
broadband PLC.

Since the research is focused on PLC methodoladgeelopment much emphasis and
discussion is given to factors considering, how developed and experimented with

broadband PLC methodologies in supporting the dgfiwof broadband. The research work



comprised developing MV and LV PLC deployment mefthiogies. The applicability of
these PLC methodologies is determined by perforrtiingughput tests in three experiment
environments. The LV distribution network and thevides connected to the network
determine the experimental network characteris8cs.the structure of the LV distribution
network is analyzed. The components of the LV netwavhich are power cables,
electrical distribution boxes, AC sockets, eleetriphases, and appliances connected or
attached to the LV grid, are surveyed. Implemémadf broadband PLC experiments was
done in laboratory and multibuilding settings. Hgriipment based on Mistubishi Electric
PLC chip technology purchased from Goal Technoldgglutions (South African
Company) was implemented over the Computer Sciddepartment LV distribution
network. Experiment setups are carefully designedl executed to analyze and evaluate
how PLC supports broadband services. The outcortieese experiments shall be the basis

for deciding whether broadband PLC has the potefiotidarge-scale deployments.

The research work is based on the theory of togplogmputer networks [TanenbaumO03],
and undertaking extensive data transfer experimentie laboratory and multibuilding
environments. Because of the complexity of the tedegagnetic phenomena in the LV
distribution grid the importance of extensive laddory measurements is considerable. The
research focus is on broadband PLC therefore ndaod/ PLC systems are not discussed.
The research work does not focus on modulationnigdes, communication protocols or
on formation of new communication channel modelfe Tgoal of the research as
mentioned previously in section 1.3 is to give ghsi into the characteristics and
arrangement of broadband PLC components on an &Wilition network by developing
and testing PLC deployment methodologies that aom@mically feasible for broadband

solutions.

1.6 Structure of the Thesis

This section gives an overview of the thesis and tie chapters are organized. The thesis
consists of six chapters detailing how the reseamas undertaken and providing
comprehensive deductions to the research topic.slih@mary of each chapter is given in

the introduction section of that particular chap@hapter 1 introduces the research by



presenting background to the study and does a liteeature review of related work in
relevant areas. It provides the underlying readonghe research, presents the research
problem and the approach used to reach the comdsmp solutions. The focal point of
Chapter 2 is literature review that discusses Pasetudies in light of the role of PLC in
broadband delivery. This chapter gives the readerdaa of the on-going trials and
commercial broadband PLC projects. The chapter slawcountry-specific case studies on
broadband PLC promotion and delivery, including rdaes outside and inside of Africa
thus providing background knowledge that would leeessary in developing broadband

PLC methodologies in Chapter 3.

The objective of Chapter 3 is comprehensive presiemt and discussion of the developed
and proposed MV and LV methodologies for deploybrgadband PLC residential and
office electric grids. The major implementation ess, advantages and disadvantages of
each methodology are described. Moreover, the nateg of these methodologies into
testable experiments is provided in Chapter 4. p&had presents the implementations and
experiments done in three different deployments ¢h@sely mirror residential and office
methodologies developed in Chapter 3. It compridestification of distinct measurement
experiments, their design and execution. The expis also tested the performance of
broadband PLC in comparison to Ethernet. In Chagtds where the ¥ generation
Mitsubishi PLC System is implemented and the applity of the PLC methodologies is
tested through extensive data transfers tests.n€hgorking and technical description of
broadband PLC technology deployed is also presefitiedpter 5 describes the results and
presents the evaluations of the research. The guflalthe measurements are stated,
described and the results are analyzed. It dissuse validity of the developed PLC
methodologies inline with experiment configuratiod®ne under varying file load
scenarios. Chapter 6 concludes the thesis by giegemresearch summary, revisiting the
objective of the research and discussing possigearch contributions. In addition, it

presents and discusses potential subjects of gttenefuture research.



1.7 Conclusion

The current chapter introduced the research studybmadband PLC by presenting
background to the study, stating research goalsadddessing the methodology followed in
accomplishing the research work. The chapter hacritbed and discussed need for
broadband PLC research and did a brief literatewéew of related work in relevant areas
with an overview of some basic concepts and tertogies on which the research work is
based. The chapter has conferred broadband PL@ asnarging broadband technology
with potential equivalent to existing broadbandhtemogies. It discussed the LV and MV
PLC systems. It summarized the research undertatantribution of the research and
concluded with the structure of the thesis. Toegikie reader an idea of the on-going
broadband PLC trials and commercial deploymentsp@ha2 reviews and discusses
literature on broadband PLC deployment case stuldigislighting the role of PLC in

broadband services and delivery inside and outdfi&uth Africa.
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Chapter Two

Reviewing PowerLine Communication
Channel Noise and PLC Implementation Case
Studies

Electrical supply networks are not designed for oamications and therefore, they do not
represent a favorable transmission medium. Accglglinthe transmission characteristics
of powerline channels are not favorable for datansfer. So the first part of this chapter
introduces noise types and explains the principfemodulation techniques. Also the error
handling mechanisms commonly in practice are ewgor Since error-handling

mechanisms can be applied to the PLC systems\te gt problem of transmission errors.
The discussion will focus on the data transmissieohniques related to the PLC

environment. The second part of this chapter hgiité the previous work done by
academia and the industry in relation to broadbalRdC case studies. It describes
broadband PLC trials and commercial deployments givés a comprehensive reference
list of deployments and analysis of broadband Pleplayments undertaken inside and
outside of South Africa that looked promising a time of this writing. The intent is to

point out the value each case study offers, and ¢lhaw conclusions in the final section of

this chapter.
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2.1 Noise Description

Before reviewing the PLC case studies within antside South Africa (section 2.4), it is
worthy to highlight noise prevalent in the PLC eomiment. The power cables and wires
were designed only for energy transmission ancethez a wide variety of appliances, with
different load properties that vary the characterisnpedance of the line connected to the
power network. Therefore, the medium for informaticansmission is subjected to noise
[Mohamad06], [Ahola03]. Besides the distortion lo¢ information signal, owing to cable
losses and multipath propagation [Anatetyal 07], noise superposed on the signal make
correct reception of information more difficult. lat of investigations and measurements
were made in order to give a detailed descriptibthe noise characteristics in a PLC
environment. [Hrasnicat al 04] classifies the noise as a superposition @& fivise types,
distinguished by their origin, time duration, spaot occupancy and intensity. These are
colored background noise, narrowband noise, peari@diynchronous impulsive noise,
periodic synchronous impulsive noise and asynchusnampulsive noise. A brief

explanation of these types of noises is presergtmib

2.1.1 Colored Background Noise

The power spectral density of colored backgroundentype 1), is relatively lower and
decreases with frequency. This type of noise isnimataused by a superposition of
numerous noise sources of lower intensity [Sart€@dde Contrary to the white noise,
which is a random noise has a continuous and umi&pectral density that is substantially
independent of the frequency over the specifiequeacy range [Hrasnicat al 04]. The

colored background noise shows strong dependenctherconsidered frequency. The

parameters of this noise vary over time in termswiutes and hours.

2.1.2 Narrowband Noise

Narrowband noise (type 2), which most of the timas kA sinusoidal form, with modulated
amplitudes. This type occupies several sub-bandsichware relatively small and

continuous over the frequency spectrum [Sartenef®ds noise is mainly caused by the
ingress of broadcast stations over medium- andwhwe broadcast bands. Their amplitude

generally varies over the daytime, becoming hidghenight when the reflection properties
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of the atmosphere become stronger.

2.1.3 Periodic Asynchronous Impulsive Noise

Periodic impulsive noise, asynchronous to the nfilegquency (type 3), with a form of
impulses that usually has a repetition rate betvsgeand 200 kHz, and which results in the
spectrum with discrete lines with frequency spacawgording to the repetition rate
[Sartenaer04]. This type of noise is mostly causgdwitching power supplies. A power
supply is a buffer circuit that is placed betwearircompatible source and load in order to
make them compatible. Because of its high repetitade, this noise occupies frequencies
that are too close to each other, and builds tbherdirequency bundles that are usually

approximated by narrow bands.

2.1.4 Periodic Synchronous Impulsive Noise

Periodic impulsive noise, synchronous to the maségudency (type 4), is impulses with a
repetition rate of 50 or 100 Hz and are synchronaitls the main powerline frequency.
Such impulses have a short duration, in the ordemicroseconds, and have a power
spectral density that decreases with the frequfiHasnicaet al 04]. This type of noise is
generally caused by power supply operating syndusly with the main frequency, such

as the power converters connected to the maindysupp

2.1.5 Asynchronous Impulsive Noise

Asynchronous impulsive noise (type 5), is type oise whose impulses are mainly caused
by switching transients in the networks. These ilsga have durations of some
microseconds up to a few milliseconds with an aabyt inter-arrival time [Sartenaer04].
Their power spectral density can reach values afentioan 50 dB above the level of the
background noise, making them the principal causermr occurrences in the digital
communication over PLC networks. Undertaken measents have generally shown that
noise types 1, 2 and 3 remain usually stationagr oslatively longer periods, of seconds,
minutes and sometimes even of some hours. Theredtrinese three can be summarized
in one noise class, which is seen as colored PL&&goaund noise class. According to

[Hrasnicaet al 04] the power spectral density of the generalizackground noise can be

13



explained using the following form:

(2.1)

Ngen(f) = Negn(f) + Nun ()

B
Ngen(f) = Nepn(f) + Z N ()
k=1
Where:
Ncen(f) is the power spectral density of the colored bamlknd noise,
Nnn(f) the power spectral density of the narrowband noise,

N“n(f ) is the power spectral density of the subcompokeagenerated by
the interferek of the narrowband noise.

The noise types explained in section 2.1 are, endbntrary, varying in time span of
milliseconds and microseconds, and can be gatherede noise class called “impulsive
noise”, pointed out also in other literatures aspulse noise” [Sartenaer04]. Because of its
relatively higher amplitudes, impulse noise is ¢deed the main cause of burst error
occurrence in data transmitted over the high fraqies of the PLC medium. The
impulsive noise class is composed of the periodligulses that are synchronous with the
main frequency and the asynchronous impulsive nfittasnicaet al 04] asserts that one
approach to model these impulses is a pulse tein equation (2.2.A).

[». =]
r — .ir:'l.j (2.2.4)
Rimp(f) = Z Ai-p|——

. Iw.i
1 =—00 !

Where:

tw is the pulse width,

A'is the pulse amplitude,

ta is the interarrival time,

p(t/tw) is the generalized pulse function with unit amuléu
tw impulse width

Under these noises, the actual capacity of a chasleeoretically derived from Shannon
equation (2.2.B) which is,

C = BD xlogz (1 + S/N), (shannon-hartley) (2.2.B)

Where:

C the theoretical max capacity of a channel (achikva
under noise) (bps)

BD is the bandwidth of the media (Hz).

The powerline channel presents hostile properbesdmmunications signal transmission,
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such as noise, among others but besides noisé, effscelectromagnetic signal has natural
strength attenuation due to electrical resistaridde media. Initial signal amplitude, type
(analog or digital) and the signal frequency of tsignal will determine the level
attenuation. Frequency range might also be losonpsenergy by radiation energy out of
the media and create interference to other comratiait system. The choice of the
modulation technique for a given communicationgesysstrongly depends on the nature
and the characteristics of the medium on whichag to operate as will be highlighted in

the following section.

2.2 Signal Modulation Techniques

It is worthy at this stage to mention that transmis ranges and data rates in a PLC
network are reduced and sensitivity to disturbams@screased due to the characteristics of
the PLC transmission channel such as large andidrexy-dependent attenuation, time-
variant impedance, fading and unfavorable noisalitioms and variation of noise sources
due to different devices connected to the netWaratory et al 06]. So PLC systems take
advantage of efficient modulation [MohamadO06], [¢ir@a et al 04]. Modulation is a
technique that enables information to be transfiea® changes in an information carrying
signal. Modulation is used both for analog andtdlgnformation, in the case of analog
information it is affected in soft transitions. time case of digital information it is affected
step by step following signal elements [ZuberiOZpdulation exists in different forms
namely, amplitude, frequency, frequency-shift, atage shift keying modulation among
others and these different forms of modulationdsa@lt with in the section below.

2.2.1 Amplitude Modulation (AM)

Amplitude Modulation is the simplest form of modit@. The amplitude of the carrier
wave is varied in accordance with some characien$tthe modulating signal which may
be analog or digital [Zuberi03]. The following edioa represents AM signal:
s()=Ac[ 1 +m(t) ] cos o t @3
Where

m(t) is the modulating signal
¢ I8 the constant, specify power level
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2.2.2 Frequency Modulation (FM)

Frequency Modulation is used for broadcasting @AM band (hence the term FM), the
sound channel for TV and certain mobile communacasystems. Phase modulation and
frequency are special cases of angle-modulationaigg [Sartenaer04], [Zuberi03]. An
angle-modulated signal is represented by:

s(t)=Accos [ @ t+6 (1) ] 2.4)

For PM the phase is directly proportional to thedolating signal:

8 (t) =D, m(t) @)

Where:
m(t) is the modulating signal
Dp is the phase-sensitivity of the phase modulator

For FM the phase is proportional to the integrah@:

t (2.6)
0 (1)=Ds . | m(c) do

Where:
Ds is the frequency deviation constant

The reason for calling it frequency modulation liesthe fact that the instantaneous
frequency varies about the assigned carrier freqedirectly proportional to the
modulating signain(t).

2.2.3 Frequency-Shift Keying (FSK)

Another name for phase-shift modulation is phasi-kaying (PSK) [Hrasnicat al 04].

In phase-shift modulation the phase is shiftededdtially relative to the previous phase
(for example +90and +278 for bit 1) or absolutely in which case each motiafastate is
represented by a specific phas®f¢@ bit 0 and +18bfor bit 1) relative to a nominal phase.
The differential variant permits less complicateanddulation equipment and is therefore
more common. Frequency-shift modulation is alsteddrequency-shift keying (FSK) also

uses the similar shift scheme to vary frequency.
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2.2.4 On-Off keying (OOK)

On-Off keying (OOK) is a form of AM signal and ikerefore sometimes also called
Amplitude Shift Keying (ASK). The approach is td the carrier wave represent a binary
one and no carrier represents a binary zero [Hragtial 04]. Since OOK is an AM-type

signaling, the required bandwidth of an OOK sigisal times the bit rate. That is, the
transmission bandwidth;B®f the OOK signal is B= 2B where B is the bandwidth of the

modulated signal.

2.2.5 Quadrature Amplitude Modulation (QAM)

Quadrature Amplitude Modulation (QAM) is a combionatof modulations. In many cases
the basic methods of amplitude-shift, phase-shiitl &requency shift modulation are
combined [Zuberi03]. The combination of amplitudefts modulation and phase-shift
modulation is called Quadrature amplitude modufatigHrasnica et al 04]. This

combination permits more bits per hertz than thethows are capable of transmit

separately. The general QAM signal is defined as:

s(t) =x(t) cos @ t — y(1) sin o t a7

2.2.6 Orthogonal Frequency Division Multiplexing (0-DM)

Orthogonal Frequency Division Multiplexing is a si@ form of Multi Carrier Modulation

with densely spaced subcarriers and overlappingtisp€elo allow an error-free reception
of OFDM signals, the subcarriers’ waveforms areseimoto be orthogonal to each other
[Sartenaer04], [Zuberi03]. OFDM transmits symbolsatt have relatively long time

duration, but a narrow bandwidth. In spite of idbustness against frequency selectivity,
which is seen as an advantage of OFDM, any timghvgrcharacter of the channel is
known to pose limits to the system performance.€lirariations are known to deteriorate
the orthogonality of the subcarriers. The insertafrthe appropriate cyclically extended
guard time eliminates interference in a linear éispve channel; however, this introduces
also a loss in the signal-to-noise ratio (SNR) amd increase of needed bandwidth

[Hrasnicaet al04]. The SNR loss is given by equation (2.8).
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. T (2.8)

Where:
T is the OFDM symbol duration
Tcp is the cyclic prefix period.
According to the basic OFDM realization, the traritad signals(t) can be expressed by

equation (2.9).

N—l = {2.0)
s(y= ) ) bilklyu(r —IT)
=0 l=—o¢

Where:
N is the subcarrier frequencies which are thenueegy division multiplexed
T in this phase is the OFDM symbol duration.

2.2.7 Direct Sequence Spread Spectrum (DSSS)

Direct Sequence Spread Spectrum (DSSS) is the apptied form of the spread spectrum
in several communications systems [ZuberiO3]. Thacgpal of direct sequence spread
spectrum is to spread the signal on a larger fregudvand by multiplexing it with a
signature. The system works over a fixed channelspread the signal each bit of the
packet to be transmitted is premodulated by a cAté¢he receiver the original signal is
recovered by receiving the whole spread channel demdodulated by the same code
[Sartenaer04]. In other words, to spread the spercof the transmitted information signal,
the DSSS modulates the data signal by a high rageiqorandom sequence of phase
modulated pulses before mixing the signal up to thaerier frequency (fc) of the

transmission system. The transmitted signé) can be written as [Hrasnied al 04]:

— (2.10)

cos(2m f.t)b(t)e(t)

|7

\ T

Where the data signhl(t) is defined as

b

s(t) =
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=0 (2.11)

b(t) = ) blnl] [t —nTp)
Ty

n=—00

Where:

E, is the energy per information bit,
1/T, has a symbol rate,

[Tt (V) is the pulse train

b[n] is the information bit stream

The wave form of the spreading code, which is & lb@sd signal, is defined by:

o0]

c(t) = Z clm] l_[(r —mT.)
T,

M=—00

(2.12)

Where:
[1+(t) denotes a unit amplitude rectangular pulse witturation of T
c[m] is the code sequence.

2.2.8 Frequency Hopping Spread Spectrum (FHSS)

FHSS uses a set of narrow band channels and gogthrall of them in a sequence. This
explains the reason why it hops from frequencyequency over a wide band. The specific
order in which frequencies are occupied is a famctf a code of sequence and the rate of
hopping from one frequency to another is a functibthe information rate [Zuberi03]. The
transmitted spectrum of a frequency hopping signajuite different from that of a direct

sequence system.

In the FHSS the signal frequency is constant facejed time duration, referred to as a
time chip. The transmission frequencies are theangbld periodically. Usually, the
available band is divided into non-overlapping tregcy “bins” [Hrasniceet al 04]. The

data signal occupies one and only one bin for aipe duration and hops to another bin
afterward. According to the generated pseudorandewguence code, the frequency
synthesizer generates a signal with a frequencyngne predefined set of possible
frequencies, which has to carry the base band Isigner the transmission channel

[Hrasnicaet al04]. The data signal can be expressed as in equgil3)
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(2.13)

b(t) =V2P- Y T]¢ —nTy)cosQufat + ¢n)

n=—oo T

Where:
Ty is time period
P is the average transmitted power

2.3 Error Handling

PLC networks operate with a signal power that lmabd below a limit defined by the
regulatory bodies. On the other hand, the signadllbas to keep data transmission over
PLC medium possible. This means that, there shbal@ certain signal- to-noise ratio
(SNR) level in the network making communicationsgble [Mohamad06]. As long as the
SNR is sufficient to avoid the disturbances in tieéwork, the error handling mechanisms
do not have to act. For example, if the SNR isicieifit to avoid an influence of the
background noise in a PLC networkrom [ZuberiO3] SNR is a key parameter when
estimating the performance of a communicationsesysfThis parameter is related to the
performance of a communications system. The higiher SNR the better is the

communication. SNR is expressed in dB as:

SNE=10x 1uglu{Sigml Power / Noise Power) (2.14)

More difficulties in PLC transmission systems aaeised by impulsive noise, which has
much higher power than the background noise asamga previously in section 2.In

this case, the SNR is not enough to overcome tls¢urances and the resulting
transmission errors. If the noise impulses are don@dditional mechanisms for error
handling have to be applied. In this case, thestrassion systems are able to manage
damaged bits and correct the data contents [Ha®ti@al 04]. The usage of the error
handling mechanisms gives rise to an overhead, hwtakes a portion of the network
transmission capacity. We present an overview ofeatly considered error handling
mechanisms for PLC such as Forward Error Correcimh Automatic Repeat-reQuest and

these are explained in the following sections.
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2.3.1 Forward Error Correction

Forward Error Correction (FEC) is a widely usedmetto improve the connection quality
in digital communications and storage systems.wWow forward in conjunction with error
correction means the correction of transmissioarsrat the receiver side without needing
any additional information from the transmitter [¥n et al 07]. The main concept of
FEC is to add a certain amount of redundancy tdrtftemation to be transmitted, which
can be exploited by the receiver to correct trassion errors due to channel distortion and
noise. FEC in mathematical theory of communicatias a theoretical maximum capacity,
which depends on the bandwidth and the signal-teea@tio (SNR), as formulated by
equation (2.15) [Hrasnicet al 04]

P (2.15)
R<B- logg | -+
( N[}B )

Where:

Ris the communication bit rate in bps.

B represents the channel bandwidth in hertz,

Nois the power spectral density of the noise, watizhe
P is the transmitted power, in watt.

The capacity of implemented systems is mostly marolller than the maximum possible
value calculated by the theory. For this reasomuge of suitable codes has to allow further
improvement in bandwidth efficiency

2.3.2 Interleaving

A common method to reduce the “burstiness” of tenoel error is the interleaving, which
can be applied to single bits or symbols to a gimember of bits. Interleaving is the
procedure which orders the symbols in a differeay wefore transmitting them over the
physical medium [Hrasnicat al 04]. At the receiver side, where the symbols aze d
interleaved, if an error burst has occurred dutimg transmission, the subsequent flawed
symbols will be spread out over several code wo8idfering from disturbances, two
adjacent elements of the transmitted symbol argae=i, building a burst with the length
of two elements. In the receiver, the received ymhbre de-interleaved, and therefore the

error burst is decomposed into two single elemaore
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2.3.3 Automatic Repeat-reQuest (ARQ) Mechanisms

ARQ provides a signaling procedure between a tréatesmand a receiver. The receiver
confirms a data unit by a positive acknowledgent@@K), if it is received without errors.
A request for the retransmission of a data unit loarcarried out by the receiver with a
negative acknowledgement (NAK), in the case in Wwhibe data unit is not correctly
received, or is missing [Hrasnie al 04], [Zimmeret al 00]. An acknowledgement is
transmitted over a so-called reverse channel, wisiettso used for data transmission in the
opposite direction. Usually, an acknowledgememitassmitted together with the data units
carrying the payload information. The following 8en explains three basic variants of
ARQ mechanisms.

2.3.3.1 Send-and-Wait ARQ

In accordance with the Send-and-Wait ARQ, afteaadmitter sent a data unit it waits for
an acknowledgement before it sends the next dataltithe received acknowledgement
was positive (ACK), the transmitter proceeds widnsmission of the next data unit [Fair
et al 02]. On the other hand, if the acknowledgement meggative, the transmitter repeats
the same data unit. It can be recognized that vhisant of ARQ mechanism is not
effective. Especially, in the case of long propagatdelays and small data units, data
throughput seems to be low [Hrasnetal 04]. The data throughp& for the Send-and-
Wait mechanism can be calculated according todhewing equation (2.16):
g _ n-(l —DER) (2.16)
n+c-v

Where:

nis the length of a data unit, in bits,

DERIs the Error Ratio of Data units,

cis delay between end of transmission of last datiband start of the next
data unit

v is the transmission rate, in bps.

Therefore too high transmission rate and high detgyact negatively on the throughput
and the link utilization is poor. It is also podsilihat a data unit never arrives at the
receiver (for instance, it is lost because of hdisdurbance conditions). In this case, the

transmitter would wait for an infinite time for lédr a positive or a negative
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acknowledgement to transmit the next data unibarepeat the same one [Hrasnetaal
04]. To avoid this situation, a timer is providedthin the transmitter to initiate a
retransmission without receiving any acknowledgem®a, if the receiver does not receive
a data unit and accordingly does not react witheeiACK or NAK, the transmitter will

retransmit the data unit after a defined time-out.

2.3.3.2 Go-back-N ARQ Mechanism

As was mentioned above, the limitation of the Sand-Wait ARQ protocol is possibly
long transmission gaps between two adjacent daits. ufio improve the weak data
throughput, Go-back-N ARQ mechanism provides trassion and acknowledgement of
multiple data units ensuring a near to continuoata dlow between the transmitter and
receiver [Fairet al 02], [Hrasnicaet al 04]. Thus, a transmitter can send a number of data
units one after the other and receives an acknaeleeént for the number of sent data
units. According to the Go-back-N principle, thartsmitter sends the data units without
waiting for the acknowledgement from the receividie maximum number of data units
which can be sent without confirmation is specifimdthe transmission window. After the
transmitted units arrive, the receiver sends ackedgement for all received data units. If
the transmitter receives a negative acknowledgefoerst data unit, it has to repeat all data
units with higher sequence numbers [Hrasraetal 04]. For this reason, the transmitter
requires a sufficient buffer to keep all data unit#til they are acknowledged by the
receiver. Data throughp@&is improved when using Go-back-N, than with Send-@rait
and equation (2.16) becomes equation (2.17)

_n- (1 — DER) (2.17)

" n+DER-c-v

Where:

nis the length of a data unit, in bits,

DERIs the Error Ratio of Data units,

cis delay between end of transmission of last datiband start of the next
data unit

vis the transmissiorrate, in bps.

2.3.3.3 Selective-Reject

A further improvement of the ARQ efficiency is ermsd by the Selective-Reject
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mechanism. In this case, negative acknowledgenaeatsent for data units that are missing
or disturbed, such as in Go-back-N mechanism [Eagl 02]. However, opposite to the
Go-back-N ARQ, the transmitter repeats only theuested data units. Other data units
with higher sequence number are considered as atigrreeceived and they are not
retransmitted. Thus, the Selective-Reject mechardasheves better data throughput, as

expressed by the following equation (2.1i8)asnicaet al04].

S=1-DER (2.18)
For the realization of the Selective-Reject mecsmniit is necessary that the receiver
buffer is large enough to store the data unitsl uheé data units with lower sequence

numbers arrive at the receiver. The transmitterrearove data units from the buffer after it

receives an acknowledgement, such as in the Goddankchanism.

Combined effects of frequency-dependent attenuatibanging impedance and fading as
well as a strong influence of noise characterizegycsupply network§Anatory et al 06].

As a consequence, it reduces network distancedaadates, and also increases sensitivity
to disturbances. For a given communication linkrédationship between delay, usually the
RTT and the available bandwidth needs to be satisfsing the following equation (2.19),
that expresses the amount of bits in transit arglirk may contain, under an acceptable

delay, as used in Ethernet or high speed netwasigde

Bandwidth x Delay = Constant (2.19)

Link delay is proportional to inter-node distancben any other factors like processing
time, size of packet, data rate remaining unchan@ed this equation (2.19) will also
determine scalability of a link or network and mtepeater distance for a given PLC
sender and receiver devices. To reduce the negatipact of powerline transmission
medium, PLC systems apply efficient modulation teghes, such as spread spectrum and
OFDM. The problem of disturbances can be solved wsll-known error-handling
mechanisms such as FEC as explained in the pregectsons. Broadband PLC can be
applied to HV, MV and LV supply networks as welhashin buildings. In the next section
2.4 we review the implementation case studies eg¢PLC networks inside and outside of
South Africa.
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2.4 PowerLine Trial and Commercial Deployments in Boadband Economies
2.4.1 Spain

2.4.1.1 Iberdrola PowerLine Communication Trial in Madrid

Iberdrola is one of the leading electrical utitim the PLC world. It is one of the leading
largest electrical utilities in Spain with more thda6 million customers and over nine
million of those costumers are located in Spairerdola owns a very powerful
telecommunications network, which is one of theerme sources of the company
[Litttle02]. In 2001, Iberdrola performed a massi®eC deployment trial. It was carried out
with objectives to test all the available PLC tealogies with their PLC services such as
Internet access and VolIP. In addition, the PLC algpkent was undertaken with the
objective to discover all the relevant aspects ndigg electrical grid information and
topologies, which could have an effect over theraW@erformance of PLC. This led to the
development of a basic scenario that encompasss#uhdiegy selection, definition of
processes in the different aspects of the serviea-selection, installation, maintenance and
commercialization. This granted a smooth path td&a commercial deployment of PLC
in Iberdrola [Lopez04]. Iberdrola trial deploye@tRLC technology in Madrid, since that is
where several hundreds of its customers are caomtedt More than four thousand
electricity customers were contacted for the PL& &nd more than sixty medium voltages
(MV) to low voltage (LV) substations, with theirfirent MV and LV grid were analyzed.
Several auxiliary transmission technologies werdett as a way of carrying the PLC
signals from customer homes to the Internet SerfAcmvider (ISP). Three completely
different PLC technologies were used in the IbdedRiC trial and these were provided by
a total of eight different system manufacturersdAhrough them high speed Internet

access and VolIP services were proviftédmez05)].

Conclusions derived from PLC trial by Iberdrola wehat the PLC technologies were
lacking some degree of industrialization, and imsaases needed adaptation to Spanish
regulatory environment. Of note is that the proldepresumed for PLC technology
regarding conducted and radiated emissions wererrdatected as a problem, neither for

the Spanish Administration nor for complaints iry af the deployed cases. As many as
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three measurement campaigns were carried out beateployed PLC trial network, one of
them was directly conducted by the Spanish Ministfy Science and Technology
[Sendin05].

2.4.1.2 Broadband PLC Commercial Deployment by Ibetrola in Madrid

After the trial, the commercial deployment was auaity agreed upon in June 2003, with
the target of launching commercial activities opt®eber 1, 2003 which commenced on
15 October of 2003. Several immediate actions wereded for instance asking for an
extension of the license that allowed Iberdroleotier PLC telecommunication services
and how to cope with the services offered by th€ Réchnology [LittleO4]. In the first
phase of the commercial rollout, only Internet ggrwas implemented. Together with the
deployment of the PLC auxiliary network, includitige required MV PLC links, between
transformer substations. Before that, Iberdrolacet the geographical areas in which the
service could be offered before the end of the \#H#3 and prepared the entire PLC
commercial and marketing issues [Malaysia05].

To solve the area selection aspects Iberdrola dpedla software tool that was in charge
of selecting the most convenient zones for PLC a@gpknt in different Spanish cities.

With this tool, Mirasierra and Ciudad de los Peistas were the areas firstly selected for
the deployment by the end of 2003 in Madrid. Thesswlone by taking into account the
number of electrical customers in the area, thel tatnount of PLC potential contracts

added up to around seven thousand distributed entywfive transformer substations.

Preliminary estimations gave the idea that a 108querof the electrical customers could be
willing to have PLC Internet access of which thisered the target [Gomez05].

In the commercial scenario, the PLC products Ilmeadis offering to its customers in the
previously mentioned areas are two, namely, PLC8A8 PLC1000. The philosophy
behind both these PLC technologies is offering mbreadband than the competing
technologies, at a lesser price [Little04]. PLC38@mpetes with dial up connections,
offering a higher speed of up to 300 kbps in edokcton, upstream and downstream for
approximately the same price. PLC1000 offers ufh tddbps upstream, and up to 1 Mbps
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downstream, with a tariff competing against ADSliftgor the 512 / 128 kbps service.
These products were deployed accompanied by aacte web space of 10 megabytes
and five email accounts of 25 megabytes each foctistomer. For Internet connection, the
PLC modem was lent to the client at zero cost,thadnstallation was completely free. All
this together creates one of the most attractiviiop for Internet access now in the
Spanish market with 95 thousand homes passedblelifpr PLC deployment) and with 4

thousand customers [Sendin05].

Iberdrola continues to deploy even today on a coroi@ebasis, which has been taken
place since year 2003. In October 2004, the PL@ewas made available to Madrid and
Valencia cities, and PLC will spread to more maities in Spain. Up to 60 thousand
households had the PLC signal made available ioli@ct2004. It reached a rate of 150
thousand households with PLC signal in the custometers rooms yearly. Iberdrola is
successfully offering two different Internet accessvices up to 600 Kb symmetric for a
price of 39€ [Sendin05]. At the end of October 20@4v services were made available up
to 1 Mb as a way to continue offering a highly cetijpse service to the market. In its
deployment, Iberdrola pursues a retail businesseinadd expects to commercialize PLC
under Iberdrola brand. Iberdrola is working withdagieploying both MV and LV PLC
using the current available technology. Iberdraa barried out some interference tests on
its commercial PLC network that showed again asreegthat the deployed PLC caused no
interferences. The future steps for Iberdrola areitther PLC deployment to other Spanish
regions, launching a VoPLC service and start tothed®LC equipment for some electrical

core business activities such as meter readingq#].

2.4.1.3 PowerLine Communication Deployment Trials ¥ Endesa

Endesa Net Factory (ENF) is a subsidiary compargmofesa Group. Endesa is one of the
largest private utility companies in the world, witnore than 20.5 million customers
around 12 countries. Endesa has been active folastesix years in PLC activities,
launching pilot trials, doing business analysigjnizhing a massive trial and keeping
institutional relationships [Mariet al 05]. Endesa has been testing and working on the

development of PLC technology, which allows trartimg telecommunication services

27



through MV and LV electrical power grids. Endesa lgained a deep PLC technological
expertise through PLC pilot trials such as the gara Massive PLC Technological Trial
(MTT). Since year 2000 Endesa has carried out uarfeeld trials in four different cities,

which are Barcelona, Zaragoza and Sevilla in Spamgd Santiago de Chile in Chile

[Alfonsin03] as will be discussed below.

2.4.1.4 Barcelona PowerLine Communication Deploymemrial

Endesa led the way for the PLC technology in Spaith started the development of PLC
activities through its Proyecto PLC. At the begimnof 2000 PLC pilot trial was started, in
Barcelona using Ascom PLC technology. The BarcePb@ pilot trial was deployed for
one and half years with 25 users in two buildingsinected to the same substation
[Alfonsin03], [Marie et al 05]. Within a space of a year, about 25 users haddband
Internet access and telephony over IP deliveredem through PLC technology at 5Mbps.
The PLC trial results were promising and depictedt tPLC technology is viable and
supports provision of broadband services over iP.adldition, trial measurements on
interference showed that the intensity of PLC eteoagnetic waves was in conjunction
with both national and FCC 15 requirements on gafeittle02]. On February 2004,
commercial activities were launched in Barcelon#aity covering a market of up to 10
thousand households. Endesa, together with AUNAle€ben Operator), launched

commercial activities in some areas of Barcelonggbruary 2004[Gueriat al 03].

2.4.1.5 Sevilla PowerLine Communication Deploymernifrial

In January 2000, PLC Endesa deployed another pilitin Sevilla using the DS2 PLC
technology [Alfonsin04], and the deployment progeskfor a period of a year with users
having the same conditions and services as thgsleyss in Barcelona [Garriogosa05].
The DS2 PLC technology was tested with 25 final reiseith broadband Internet
connection reaching speeds of up to 12 Mbps. Thaces tested were telephony over IP
(VolP) and broadband Internet access [Mati@l 05]. Another technical trial with similar

characteristics to the Barcelona and Sevilla Pli&stistarted in Santiago de Chile in April
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2002 [Little02].

2.4.1.6 Zaragoza PowerLine Communication Deploymeriirial

The largest PLC trial to be performed to date heenhbin the city of Zaragoza and it has
become an international reference, mainly due &dévelopment of MV PLC and the
massive use of VoIP [Alfonsin04]. In September 20&hdesa began the PLC trial
regarded as the Massive Technology Trial (MTT) aragoza for a duration of two years
[Guerinet al 03]. This was the first world experience using fi&C technology in MV and
VoIP over PLC at great scale [Marg al 05]. Endesa successfully launched this larger
scale PLC trial in Zaragoza aiming at identifyinige t main issues surrounding the
technology and its deployment as well as studyiisgviability on an operator scale.
Starting in April Endesa deployed a PLC telecommatiwns network, providing
broadband Internet and telephony to more than 3@@ibgs connected through 140
transformer stations. Endesa connected more th@u8@rs in May and the number
increased to over 2 thousand users by Septemlibe glame year [Alfonsin04], [Little02],
[Marie et al 05].

The services provided were broadband Internet acaed VolP. These facilities were
deployed and offered for free of charge during thal period. The PLC technology
deployed for the Massive Technology Trial in Zarsgevas Ascom and DS2 technology.
Experiencing transmission speeds of up to 45Mbpari@kt al 05]. In the trial, the MV
network was used for data transmission and it c@egrDS2 technology. The network
designed for the trial had 82 MV PLC links and aiegt proving that MV PLC is a
technical solution with important advantages coragap other transmission technologies.
The Ministry of Science and Technology of Spaintlpdunded the project, indicating the
importance of the PLC technology as a key instrunterboost the development of the

Spanish Information Society [Little02].

2.4.1.7 PLC Commercial Deployment by Endesa in Zagbza

The Zaragoza PLC trial was finished in December32@@llowing satisfactory results from
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the trial, Endesa started commercializing Interaetess and Voice over IP services
[Guerinet al 03]. Endesa, together with AUNA (Telecom Operattayinched commercial
activities in some areas of Zaragoza in Octobed2T0e main features of PLC network in
the city of Zaragoza include Voice over IP and finé access services being provided to
users. The commercial offer was available to aipegroup of customers. The objective
was first to analyze and validate the commerciabwity of the PLC services [Mariet al
05]. Zaragoza is a worldwide reference becausts 1V PLC which boasts of over 200
PLC links. 20 thousand households already have $¥¢§@als in their meter rooms and with
over 2 thousand PLC users. After having obtainedagperating license from the Spanish
regulatoryauthorities, Endesa started, operating also asrics carrier for other telecom
operators. About 60 percent of users contractethlePLC commercial services offered by
Endesa. The penetration rate of PLC in the seleateds is higher than ADSL average
penetration irSpain. This is supported by the fact that over &&gnt customers of Endesa
signed for PLC VolIP services. The next step in EadPLC project is analyzing the

commercialization results arsdeas for future PLC deployments [Little04].

2.4.1.8 General Design of the Zaragoza PLC Netwoiky Endesa

The general design of the Zaragoza network commisety point of presence (POP)
connected to MAN POPs with dark fiber and Gigaliltéenet switches deployed on the
distribution network first level. On the seconddewonly MV links are used to join MV
substations, sometimes in rings or sometimes imdbr@s. Voice Internet and carriers
connections are located in the city POP. There algst MV rings, with Spanning Tree
Protocol running as redundant protocol, in ordgurtavide high availability. Manufacturers
Mitsubishi and Sumitomo provide all PLC equipmeartsthe Endesa network [Gueenal
03]. However, one part of the Zaragoza network besn assigned to research and
development. The users developed an intense us&jeCoservices. In that regard, Endesa
deployed some video on demand (VoD) services withesspecific friendly customers in

the research and development area of Endesa [glaai®5].
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2.4.1.9 Video Services on Demand over PLC Experiezx of Endesa

Endesa has selected a specific area in Zaragoke tsed for research and development
activities. The area has a mix of different electoipologies, concentration of test-bed users
and interesting conditions such as different makerand kind of transformer substations
[Arriola05]. Between the test bed users selectedeBa provided some of them were with
“Triple Play” services. The users enjoyed a broadbénternet connection speed of 9
Mbps, VoIP access (national, international and teobtalls) and VoD services. For PLC
VoD three initiatives were done. Access to a videover to watch some films allocated
there on request from the “movie library”, accessame contents allocated in a “content
server” such as documental, recorded magaziness resnmary, and access to real

television channels [Mariet al 05].

It is necessary to say than more than 30 users t@sted free of charge and the “Triple
Play” services were done without any incident. A¢ same time, the OPERA standard
demonstrated to offer the appropriate featurescaradity of service (QoS) level to fulfill
the requirements of the services. The OPERA Standas able to provide “Triple Play”
services thanks to its high bandwidth rate of 20@pMand the advanced QoS services.
OPERA Standard allowed having a broadband intexoegss at a speed of 5 Mbps, a VolP
call and a VoD application throughout the same GPEhe same time in a commercial

environment [Mariest al 05].

2.4.2 German

2.4.2.1 Munchner Verkehrsverbund PLC Trial in Manhem

PowerPlus Communications (PPC) helped plan and suilcommercial PLC deployments
in Europe, five in Germany and one in Austria [Maia05]. However, in Europe,
Germany has led the way for a more mature PLC tdolgg. In 2000, PLC broadband
access was tested successfully by Rheinisch-Wissti@l Elektrizitatswerke (RWE) and
Energie Baden Wurttemberg AG (EnBW) power compariiée PLC trials covered 400
German households. In July 2001, RWE and Munchmeka&hrsverbund (MVV) launched

commercial PLC-based services for the first timetamvn of Essen and Mannheim

31



respectively [Little02].

Mannheim is about 100 kilometers south of Frankfamd a few miles Northeast of
Heidelberg, not too far from the western borderhwitrance [Malaysia05]. MVV has
conducted a full commercial rollout in Mannheimeafthe successful completion of a pilot
project. In April 2002, there were 1.5 thousandip@yustomers for the PLC commercial
services. By the end of 2002, the target reachaedseomer base of 10 thousand subscribers
from a potential of 120 thousand households. Thepamy in its PLC deployment used the
technology provided by Main.net [Little02]. MVV igsing the PLC system for security

cameras at its facilities and at some bus stops logg@s own transit business [BPLO5].

2.4.2.2 PowerLine Communication Deployment by Pow&lus Manheim

PPC is the PLC market leader in Germany with mbaa 200 thousand households in the
PLC coverage area. Power PLUS Communications A& ja@int venture between MVV
Energie AG and ABB New Ventures GmbH. MVV Energi€ Atarted on July 1st 2001 in
Mannheim with commercial PLC deployment. This comeizd deployment has been
transferred to PPC. The PLC project by PPC covditerent aspects of PLC technology,
beginning with pilot trials, commercial launchesld?LC services development. All of the
PLC deployments used Main.net PLC hardware. Homg Béar was used in some of the
deployments for in-premises networking and eachloyepent required a unique
combination of technologies [BPLO5]. PPC network 2004 covered 90 thousand
households with PLC in Mannheim. More than 5 thadssubscribers were deployed with
fast Internet access through PLC at speeds of u®@okbps. PPC is building up a new
business segment, creating a combined solutionL@f 8nd WLAN dedicated to larger
networks. PPC offers successfully combined PLC-WLgdltions for hotels and it has not
been proven that there are any interference prableaused by the deployed PLC
[LittleO2]. Power cable installation in Mannheim T® percent underground, while the
remaining 30 percent is shielded overhead. In aagiMannheim PLC has been used for
setting up a LAN at Willebrand Middle School, inrté:, Germany [BPLOS].
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2.4.2.3 Second PLC Deployment by PowerPlus in Dresa

The second largest deployment of PPC is in Dresfitemerly the capital of Saxony in

East Germany. Its telecom system uses expensiee diptic network to support digital

subscriber line (DSL). Stadtwerke Drewag is thectele utility in Dresden. Stadtwerke

means public utility [BPLO5]. Drewag started a Pt@nmercial rollout at the end of 2003.
It rolled PLC signal to 25 thousand homes, by thd ef 2003, Drewag had about 2
thousand subscribers signed up for the PLC netwbrkSeptember 2004, Drewag
continued deploying adding 15 thousand househahdis 780 subscribers to its previous
2003 PLC deployment [Little04]. The city of Hamdlke Dresden lacks DSL [BPLO5].

The local utility Stadtwerke Hameln launched itsncoercial PLC project at the end of
2003. In September 2004, Stadtwerke Hameln hadogegl PLC to 25 thousand
households and had reached a thousand subsciiltdeOf].

2.4.3 Austria

2.4.3.1 PowerLine Communication Deployment by Tiwag Tyrol

Tiwag, the leading electricity supply utility in Tol, has been long committed to broadband
PowerLine Communication systems [Austria06]. Totlagre are already several hundred
users such as schools, SMMEs, hotels and householsislected Tyrolean towns using

Internet access via the electricity grid. But witle PLC market launch in broader context,
plans are to increase importantly the number oftorosrs connected and using PLC
broadband services. In all its PLC deployments,abiwsed the technology provided by
Ascom [Little02].

2.4.3.2 Linz AG PLC Deployment Trial in Raum Linz-Urfahr

Linz AG is an Austrian power utility providing conarcial PLC services since autumn
2002. Linz Strom AG begun a PLC commercial rolloutinz and had 2 thousand users
connected by the end of 2002. The PLC project eisedVain.net technology. Previously,
in April 2001 a pilot project with 20 users was danted in Raum Linz-Urfahr [Little02].

The main highlights of the rollout are that in Sapber 2004 Linz AG had deployed 37
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thousand households with PLC coverage. The deplofynmeluded MV and LV PLC

systems. Linz AG had about 3 thousand subscribersSeaptember 2004. The PLC
broadband Internet access offered in Linz had adspd 768 kbps. The number of
subscribers increased from a thousand to 3 thouséhth a time space of a year that is
from autumn 2003 to autumn 2004 [Little04]. Theartdnate reality on the Linz PLC trial
was that measurements on interference showedheantensity of PLC electromagnetic

waves did not meet with both national and FCC tiirements on safety [Austria06].

2.4.3.3 PowerLine Communication Disturbances in th®aum Linz-Urfahr Trial

In Austria, broadband services via PLC are beingviged in the Linz region with
approximately 250 thousand inhabitants [LittleC&nce the first trials of this technology
in this region, which commenced in 2001, the raahoateurs, and various public safety
organizations using radio services in the HF bandhis region, periodically reported
disturbances in the frequency bands below 30 MHxEchvwere, according to the opinion
of the spectrum users, caused by PLC operationnn JAustria06]. In order to verify the
complaints of the various spectrum users, the coenpedustrian authority (the Federal
Ministry for Transport, Innovation and Technolog¥elecommunications Authority)
investigated the reported disturbances. The measns carried out in May 2004, April
2005 and November 2005 clearly showed that theecafighe disturbance reported by
users of the HF band in Linz is the operation o€PIn particular, the measurement proved
that the emission of PLC installations is up toA®@imes (42 dB) higher than the relevant

limit [Austria06] so further investigation on cagss needed.

2.4.4 Italy
2.4.4.1 Ente Nazionale Energia Elettric&#LC Trial in Grosseto

Ente Nazionale Energia Elettri¢&nel) started pilot projects in the summer of 2001

Florence and Bologna, and a commercial trial inudayn 2002 in Grosseto. The network
designed for the market test counts more than 90LM\dubstations, which are, connected
with dedicated data links. Enel deployed the PL@&l trsing PLC technology provided by
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Ascom, Main.net and DS2 companies. More than ooasidéind buildings were connected
via PLC thus reaching more than 6 thousand potemtiaseholds. In the middle of 2002

there were over 2 thousand users already connectésseto [Little02].

The PLC non-commercial trial deployed by Enel inogseto covered 70 thousand
inhabitants by the end of 2002. The project invdlabout 56 percent of the low voltage
substations, guaranteeing a potential coveragebgbercent of all electricity customers.
The deployment was realized only on the low voltagewvork [Napolitano05]. In all, 2.4

thousand users were connected in 950 buildings tvéhinstallation of about 3.8 thousand
PLC devices. Enel successfully deployed the lovtagd PLC network and it then started
the PLC MV solutions tests in 2004 in Grosseto. Ph€ MV solutions by Enel reached a
very quick deployment. All potential users were mected very rapidly with this PLC

network. The Enel Company noticed a high level o$teamer satisfaction in its PLC

technological trial [LittleO4].

It should be highlighted that the strong interestd developments of Enel are in the field
of meter reading applications using PLC [Napoli@®jo The stability of the systems and
technology during the trial was very high and Edel not have any problems with
electromagnetic interference. In fact, Enel did detect any particular problem during the
operation of the entire system. Neither regulatooy technological problems constituted
uncertainties for Enel in the launch of its PLCjpob. No authority or any private entity
made any official complaint about interferenceshalgh, some associations did ask for
information about the PLC tests done by Enel onRhe€ trial network [Napolitano05]. In
2004, the Enel PLC project was transferred to Wit telecommunications operator
owned by Enel. All the future steps and strategicisions on PLC deployment were taken
directly by Wind from then on [Little04].
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2.5 Trial and Commercial PowerLine Deployments in l¥n-Broadband Economies

2.5.1 Ghana

2.5.1.1 Cactel PowerLine Communication Deploymentrial in Accra

Cactel Communications, a United Kingdom-based Pbiver Communications (PLC)
company, and Tecnocom, a systems integration coynpased in Spain, undertook a
successful delivery of a PowerLine communicatiamns in Ghana, Accra, which herald
one of the PLC implementation in Africa [CactelO8he PLC trial was based on the
innovative PLC chip developed by DS2. The deployintienl took place from 20th to 24th
June 2005 in Accra the capital city of Ghana. daC@mmunications spearheaded the
project, and the PLC network was designed and kyiltthe Spain based Tecnocom
Company. The PLC trial was deployed at the prenma$&sraphic Communications Group
Company, a leading media organisation in Ghana. Adecommercial PLC trial was
provided with a radio link, which facilitated coratieity between the PLC network and the
national communications network of Ghana. The Ple@layment included the testing of
various PLC applications such as telephony, Intemecess and video surveillance
[Ministry06].

In the PLC trial tests, a MV substation was cone@do the premises of the Graphic
Communication Group, which has its own LV substatibhe test took place on the third
floor of the building and was set up to power ugte sockets. It was a PLC trial designed
to show that the system can work in an African emmnent. Cactel Communications was
able to establish Internet connectivity, VolP seee, live streaming and the use of
surveillance cameras through the PLC network [@@8}eDuring the trial, they were able
to use Skype to make calls to Europe and to make waGhana Telecom and mobile
subscribers on all networks in Ghana. The trialjigmowas able to demonstrate video
surveillance and the creation of a telephone nétwwer IP within a building connected

with analogue phones [Ministry06].

Cactel Communications aim at providing infrastrualuPLC solutions to help offer
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significantly cheaper access to telephony, data @thér telecommunications services
across the country of Ghana. The PLC trial recepesitive responses, to the effect that,
when PLC is commercially implemented it would sabsially boost the ICT potential of

Ghana. The PLC trial generated the arrival of P&€ a business and community
development platform to bridge the digital divid€actel Communications has ambitions
for PLC in Ghana and intends to extend its allianith Tecnocom of Spain to further PLC

rollout to other African countries [Cactel06].

2.5.1.2 Ghana University PowerLine Communications dtwork Deployment

Following the successful first installation in Aag¢r Cactel Communications in

collaboration with the University of Ghana, Legdaunched another high-speed PLC
broadband Internet, telephony and wireless commatinits project. The PLC pilot

harnessed the electricity distribution network tmvide last mile connectivity to the

student and staff population at the main Universdynpus, Legon [Cactel05]. It provided
users with PLC access to Internet, telephony aneleds telecommunication services
across three sites on the University of Ghana L&gampus. The PLC network linked the
International Students Hostel, the ICT Directoratel the University Registry Department
with a PLC high-speed broadband network offerinigpieony and multimedia services
such as video on demand and remote video survedllafhe PLC network deployed at
Ghana University depicted the interoperability &fCPwith fibre and wireless networks.

Cactel Communications provided a PLC Wi-Fi hotsipoand around the ICT Directorate
building at the Ghana University, which was avd#ato anyone with a wireless-enabled
laptop. The PLC technology used by Cactel Commtioica in its deployments is based
on the pioneering PLC technology developed by D$XZmain, which provides up to

200Mbps of data transfer along existing electridityrastructure. Tecnocom, a global
systems integration company, based in Spain woakedh with Cactel Communications in

deploying the PLC pilot project at the UniversifyGhana [Cactel05].
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2.5.2 South Africa

2.5.2.1 Tshwane Metropolitan Municipality PowerLineCommunications Trial

The City of Tshwane Metropolitan Municipality (CTMNE leading South Africa with the
deployment of an advanced PLC system, supplied bnt€k Telecom since 2003
[HeskeO6],[PowerNet03]. The technology deployed fdrshwane Metropolitan
Municipality is based on DS2 technology. The PL®ducts are from multinational
companies, InovaTech of Australia supplied to @#ntvia Cybercom International
[PowerNet03]. Owing to leadership of Tshwane Medtdgan Municipality role as the first
local organisation to implement the PLC technolo@guth Africa is considered a
significant proponent and player in this rapidlyweeping PLC global market. The PLC
technology is a perfect fit for local needs, whare equally important across Africa and
even in more developed countries [GedyeO5],[NaidpoOrhe vision of Tshwane
Metropolitan Municipality is the provision of impred services to support the
development of people and communities, previoushjitéd and denied access to the
benefits of broadband. The equipment offered eeneBtability and provided bandwidth of
up to 45Mbps. The technology was able to delivaal@yue voice, multiple IP telephony
and broadband data services including multimedieasting [Newburyet al 05]. The
Tshwane Metropolitan Municipality was progressiveits PLC technology deployment
and actively collaborated with Grintek Telecom thghout 2003 in implementing the
project [Kuun03].

The PLC trial by Tshwane Metropolitan Municipalityas deployed in Rooiwal north of
Tshwane. As part of the PLC pilot project residesft®Rooiwal, north of Tshwane, were
connected and were able to make free local catlsamgess broadband Internet via PLC.
The current PLC trial in Rooiwal is delivering ADSiroadband and VolP services via
PLC to the primary school, library and town haB, well as to 130 Rooiwal households.
The homes are all connected with a fully-fledgedP/stallation with a 4 Mbps to 6
Mpbs throughput [Heske06]. The Tshwane Metropolikunicipality delivered ADSL
connectivity via its fibre-optic backbone networ the three PLC head-end units in

Rooiwal, which converted the signals to the eleatrgrid of the Tshwane Metropolitan
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Municipality. Nine PLC repeaters were installed vatrious points along the electrical
power grid, extracting and amplifying the PLC sigfram and to Rooiwal. According to
Grintek Telecom, 64 users can access the ADSL ationmeper head-end unit, which
means that 192 users can operate on the PLC ne@tomky given time. According to
[Kuun03] by the end of 2003, the PLC network wallyfoperational and the customer

premises equipment modems were distributed ownnakry of 2004 [Heske06].

The in-house modem in 2004 was retailed at aboGOR2nd it is a small box that plugs
simultaneously into the back of a computer and amtelectricity socket. Once plugged the
modem, it takes about four minutes to connect eéanktwork. It is then possible to take any
analogue phone and plug it into the modem to use hake VoIP calls [Kuun05]. The
modem did the VolIP conversion itself and alloweel Rooiwal residents to make free local
calls on the PLC network. When Rooiwal residentedeel to make calls outside of the
Tshwane Metropolitan Municipality, they connectea telecoms service provider Storm to
Telkom. Rooiwal PLC network is connected to thesinet via Telkom through a point of
presence (POP) in the City of Tshwane network dpgraentre, with a fibre optic line of
the Tshwane Municipality [Heske06]. The previousCPpilots in South Africa were very
successful, but these had been on a small scalepwly three or four houses. The town of
Rooiwal provided the perfect opportunity for Sodthnica to test the PLC technology on a
larger scale as part of its investigation into frexcy interference [Gedye05].

One of the most exciting developments is the RobBvaadband Village project where all
the houses in this town have been networked withMbps PLC broadband connection.
These connections are 4 times faster than Telkoin @f@ring. The traffic is carried over
28 km on the fiber network of Tshwane Municipaltfile the last mile connectivity is
provided through the existing electrical power aap(PLC). The full PLC technology has
a theoretical capacity of up to 200 Mbps [Kuun(Blaidoo07]. The Rooiwal users utilize
the PLC broadband connections for anything froneaesh to entertainment. This project
has proven to be so successful that Tshwane Mwlitgigs now preparing for commercial
launch in the East of Pretoria [MyADSLO6a]. The ggss of commercially launching PLC

in the Eastern Suburbs of Pretoria is done thraughrtnership between Goal Technology

39



Solutions (GTS) and the Tshwane Municipality [MyADXsb].

2.5.2.2 Tshwane Municipality Proposed PLC CommerciaPackage by GTS

In 2006 GTS finalized the PLC trial in the Tshwaki@nicipality region and the PLC
results were excellent [Kuun06], [Naidoo07] and Garhounced that it was ready to roll
out commercial PLC services in Tshwane. PLC sendoeerage projected included
Tshwane suburbs of Alfen Park, Menlyn Retail Ceniereleta Park, Monument Park,
Woodhill, Mooikloof and Garsfontein. While GTS isreently focusing on Tshwane, they
are also working with other municipalities on pbgsisimilar projects. The initial PLC
commercial offering which was proposed by GTS w&xSh 512 equivalent service with a
5 GB usage allowance at an all inclusive cost ofRéR420 ex VAT). This is significantly
cheaper than the comparable ADSL offering whicht agsers over R700. PLC users
interested in telephony services on top of theoadband offering will also be able to
purchase this service from GTS. GTS projected #sechmonthly telephony cost to be just
under R 100, while the call costs on average wdll dvound 15 percent cheaper than
Telkom rates [MyADSLO6D].

2.5.3 PowerLine Communications Deployment Projectdnderway in Africa

Goal Technology Solutions (GTS) the broadband seregompany in South Africa at the
time of writing had PLC rollouts under way, oneDarban and the other in Uganda. The
Durban Municipality in South Africa has given GT@&ot real-world PLC pilots to be
undertaken on a school and a couple of houses sireat some distance from the mini
substation [Southwood06]. The EThekwini (or Durb&fynicipality in 2006 promised to
launch a PowerLine PLC pilot in the Morningside &eiPark area, promising speeds of 2
Mpbs and higher. EThekwini is the name given to Wigole metropolitan area that
incorporates the city of Durban and the areas suadimg it [MyADSLO6b]. In letters sent
out in these regions, residents were invited tdgigpate in the PLC project, and receive
free Internet access during the three month tealbd. The PLC trial will serve to evaluate
the service and establish whether it is feasiblatach a commercial service afterwards in

Durban. Should the trial prove to be successfid, RL.C service will be rolled out as a
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commercial offering to the residents of EThekwiMiyADSLO6C].

In Uganda GTS is to deploy PLC in a number of Ugai@lecommunications Limited
(UTL) office buildings in Kampala [Southwood06]. UBigned an agreement with GTS to
provide PLC solutions on Thursday*28une 2007. PLC presents an alternative solution to
provide communication access to Ugandans in arfasté more convenient way. UTL is in
the process of expanding communication access atid RLC broadband to be made
available to more Ugandans as long as they hawsvampconnection. The vision of UTL is
to provide communication access, with PLC as parhe broadband solution package.
Uganda Telecom in collaboration with GTS will ifsRLC in qualifying areas at no cost
to the developers or residents, the end users paly for the services they need
[UgandaO7]. In addition, GTS will be rolling out ELto a number of security estates in
South Africa. Further more GTS is looking forwam distributing broadband through
setting up PLC in other African countries includibfRC and Rwanda [SouthwoodO06].
Implementation of broadband PLC has been underwayKvaame Nkrumah State
University in Ghana since 2006. Cactel, a powes [lommunication company, is in the
process of implementing a PLC network that wouldvaistaff and members of the Kwame
Nkrumah State University community to access theriret through the existing electricity
lines [AndamO06].

2.6 Conclusion

The chapter has discussed noise, PLC modulation weltknown error-handling
mechanisms that PLC utilizes to correct channel ainpents present in the PLC
environment for the reception of error-free comneation signalWhile not exhaustive, it
has reviewed and acknowledged a number of curle@tdase studies inside and outside of
South Africa with particular emphasis at constiahd conditions that facilitated and
encouraged adoption and application of broadband. However, it has been observed
that, broadband PLC in some instances was lackingeslegree of industrialization, while
in some cases it needed adaptation to the regulaovironment. Of note are the
measurements carried out in May 2004, April 2008 Biovember 2005 in Austria. They
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clearly showed that the cause of disturbance regoof the HF band in Linz was the
operation of broadband PLC. In particular, the meaments proved that the emission of
broadband PLC installations was up to 16000 tird2sdB) higher than the relevant limit

[Austria06] so further investigation on causediis rseeded.

The problems presumed for broadband PLC in Spagarding conducted and radiated
emissions were never detected as a problem ihalbdeployed cases. As many as three
measurement campaigns were carried out one of tham directly conducted by the
Spanish Ministry of Science and Technology [SenBn®@ clear procedure was used to
solve the deployment area selection aspects byrbar It developed a software tool that
was in charge of selecting the most convenient zdoe broadband PLC deployment in
different Spanish cities [Gomez05]. It is vitalriote the fact that these projects have been
done in different countries with different elecéli¢copologies, because of that there are no
clear procedures; in some instances PLC is regaadegood and in others as unviable.
Hence, investigation is needed for sound deploynfeib€ methodologies, to make
broadband PLC reach its potential not only in thevigzion of end services but lower cost,
high quality applications to all segments of theremmy. In countries like South Africa it
has been observed that broadband PLC exhibits ftestope to extend broadband
services. The following chapter discusses and mepdiow to design and implement
broadband PLC deployment methodologies for offind @esidential electric grids that

achieve broadband delivery.
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Chapter Three

Designing Broadband PLC Deployment
Methodologies

This chapter describe possible PLC methodologied tan be developed for typical
medium voltage (MV) and local voltage (LV) PLC reks. The design of broadband PLC
networks has demonstrated to require special knagdeabout the internal PLC equipment
functionality and implementation. The chapter mictured in the following way. The first
part is a description of different MV and LV elécat topologies. The second part of the
chapter discusses the design requirements, deguaripf PLC communication equipments
and how to achieve possible broadband PLC topoogieghe MV and LV networks. The
chapter ends by presenting proposed MV, LV broadld&oC architecture topologies and
LV user requirement PLC methodologies. In this sgadvantages and disadvantages of
the each of the proposed broadband PLC topologyeaained for both the MV and LV
networks.
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3.1 Electricity Network Topologies of the Distribuion Network

The electricity networks are made up of three aaieg as regards the voltage level which
they transmit excluding the generation voltage lleVbese stages are transmission, sub-
transmission and distribution [ColletO3JAhola03]. The significance of distribution
networks in this research cannot be over emphasikzechuse much of the research is
centered on the distribution networks. These dhigtion networks are divided into two
parts namely medium voltage (MV) and low voltage/)Ldistribution networks, also
known as primary and secondary distribution netwoflhe voltages can change depending
on the national regulations and the internal pracesl of each power utility [Castet al
05], [Vazquezet al 05]. The following sections and subsections dbscthe common
electrical topologies, which can be found in thetrbution networks (MV and LV
networks). The knowledge of these MV and LV eleetrigrid topologies will provide
considerable knowledge that allows better designimglementation and deployment of
the broadband MV and LV PLC network topologies. tdpologies are more bound to

geographical and architectural topologies of ergl-gsttings.

3.1.1 Medium Voltage Electricity Network Topologies

The circuitry that the MV networks use to transpb#g electrical energy is in a structure of
double or single circuit. Double circuit or deriiat consists of two lines for each phase,
one of them acting as the service line and ther@bing as a backup line [Collet03]. This
is so to avoid overloading the lines and to bettenance responses to possible failures.
Double derivation is only present in high densitseas or localities with special
requirements. The average number of MV/LV transtmsnon the MV cable is 20
transformers, but this number may vary from 4 totr@dsformers. The distance between
two MV/LV transformers on the MV cable can be fra30 to 400 meters [Castet al 05]
depending essentially on the current user loadigeinsthe area one power line is made of
underground cable of 3 to 4 insulated wires for 3hghases layout or overhead metallic

conductor usually of one naked wire.
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The other circuitry employed to transmit electrieakrgy in the MV networks is the single
circuit, which consists of one line for each phasbe average number of MV/LV
transformers and the distance between two MV/LWdfarmers on the MV cable is the
same as in the double circuit or double derivaggstem [Campet al 05]. The distance
between substations in the low density is longer @an be up to 1000 meters when using
the single derivation. These features may slighélsy from one utility to another based on
country and professional standard adopted. Theszettaee geographical topologies to
deliver electricity at the primary distribution kElvnamely radial, ring and networked
topologies [Ahola03] as will be explained in thddaing sections.

3.1.1.1 Radial Topologies

This topology links together HV/MV electrical sudtons to the MV/LV substation

transformers by means of radial electrical linestaswvn in Figure 3.1.

High Voltage / Medium Voltage Substation Transformer

ST T

—': ' :r :.— Medium Yoltage / Low Voltage Transformer

MY FLY

Figure 3.1:Radial Topology with Exclusive MV lines
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These electrical lines or feeders can be limitedrie substation transformer or can feed
several substation transformers. This topologyqgigivalent to a one-level tree topology.
The advantage of the radial system by means olusxe MV feeders is the centralized
control of all the transformer substations. Thisdiogy should be thought as similar to a
star topology in communication and data transmissietwork.The structure of the single
MV line in Figure 3.2, feeding several substatiaansformers, passing from one
transformer substation to another is very commasefjiezet al 05]. MV/LV transformers
fed in this scenario are like connected to a bpslagy in Ethernet LAN. Each may be
disconnected without splitting MV line in isolatgartition. Only the corresponding LV
line of the disconnected transformer will get navpo This structure is used to cover long

distance areas with intermediate that also recl@etricity.

High Voltage / Medium Voltage Substation Transformer

—': ': ¢ Medium Voltage / Low Voltage Transformer

\-‘___\A’___f
MV FLV

Figure 3.2: Radial Topology with Single MV line

All or part of subsequent MV transformers may als® single transit transformers for
example MV/MV whose output voltage level is not gelV level suitable to connect end-
users consumers. In this scenario disconnectingansformer will partition the entire MV
line into two isolated segments working similaryan open or broken token bus. If viewed
as a tree topology then each transformer occupyde of the tree and present a common

failure for subsequent transformers. Both radialtesyis in Figure 3.1 and Figure &g
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quite intuitive thus implying a simpler design bktnetwork. The tree shaped topology is
designed by combining the other two radial systerained in the previous paragraphs.
The line comes from the electrical substation amelds into branches and more branches
until reaching the transformer substations [Vazogeteal 05]. Figure 3.3 show the sketch
of the tree shaped topology where the main substasi feeding a main MV line (main
feeder) and several secondary lines (secondargifeeféeding other MV/LV transformers
(substations) are connected to it as branches figrmitree structure. Each branch can be
split to other branches and so on, each one feemhiegor more substations [Cangial

05]. In this tree-shaped topology all or some sgbeat transformers may be of MV/LV

type.

High Voltage / Medium Voltage Substation Transformer

—': ': :r :.— Medium Voltage / Low Voltage Transformer
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MYV LV

Figure 3.3: Radial Topology with Tree-shaped line
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3.1.1.2 Ring Topologies

On the MV ring networks, the MV cable is runningveeen the transformers, closing a
loop via MV switchgears. Each switchgear is norgnainnected to three cables, cable one
from previous transformer, cable two is connectdards the next transformer and cable
three goes towards the local transformer. The simgpe enables power redundancy and
come in use for PLC communication redundancy [@astral 05]. Ring topologies in
Figure 3.4 appear to overcome a weakness of thal faghologies. The disadvantage of
radial topologies is that the loss of one streticthe MV line means interrupting the energy
flow feeding the corresponding transformer substeti The ring topology cancel out the
disadvantage of radial system and can be distihgdisas an improved radial topology
providing open tie points to other MV lines, themsf, creating a redundancy
[Mohamad06].
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Figure 3.4:Ring Topology
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These lines are still managed in a radial mode wiith of the switchgears open in normal
operation, but if a fault takes place on one ofgtretches or lines, the tie switches allow
some portion of the faulted line to be re-estaklsigquickly. Under normal cases, these
switches are manually operated, but some poweitiegiluse automated switches to
perform these operations [Vazquetzal 05].

3.1.1.3 Networked Topologies

The MV networked or meshed networks in Figure 3é&samilar to the MV ring network
with a minor change in the number of connectionsspgtchgear. Some of the switchgears
on MV meshed networks consist of 4-6 connectiorntsichvenable switchgear to provide

MV power to multiple remote transformers [Casttaal 05].
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Figure 3.5 Networked Topology
In a networked topology, the electrical HV/LV suligins and the MV/LV substation

transformers are joined through many MV lines mesh as depicted in Figure 3.5. Several

routes or multiple paths deliver the electrical powf a line is removed from the service,
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power can be rerouted but these networks are nmmplex. The topology design requires
calculating the network functioning in any possibt®ndition and configuration
[Mohamad06]. The MV networks or the primary distion networks in general are
networked but operating as radial topologies bynopgcertain stretches of the network. In
the case of an MV line failure, others lines, whieére disconnected, are connected to the
network allowing to deliver the service again tbthe transformers. In other words, the
meshed network architecture accommodates unexpegctedth and change more easily
[Katsiset al 04].

3.1.2 Low Voltage Electricity Network Topologies

To distribute the power from the MV/LV transformsubstation feeders to the connected
customers, overhead or buried LV lines may be usdétiough, from a voltage point of
view, the LV area starts from the secondary of MM/LV transformer and ends on the
electrical plug socket of the customer [ZuberiOBhe following paragraphs, review the
way the LV lines are arranged for the connectiorthef customer premises to the LV
network. In the LV electrical network there areeaise possible topologies, but what type
of LV electrical topology is utilized depends oretkind of the geographical area being
served, the characteristics of the electrical lp#las country and of course the associated
system of regulations defined by that particulasrtoy [Vazquezet al 05]. In principle the
MV/LV transformer has numerous outgoing LV eledtiteeders. However, there are also
cases where transformers feeding only one line arejrsometimes the transformers feed
only one but an important entity. In the generaesawhere several lines are fed by the

same transformer several possibilities can bengjsished [Hrasnicat al 04].

A point to note, the terms used here are equivatehe definitions and schemes in the
previous section on MV electrical topologies. le getting where the LV lines are feeding
one unit, the topology is radial with exclusivedias is the case with MV electrical
topologies [Castret al 05]. The LV electrical topology can also take them of a classical

radial topology with single line when the LV line®nnecting electrical users are all

connected at different points along the LV line Igqaezet al 05] like in an Ethernet
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topology.When the LV feeder lines contain forks in theiusture, comprising branches to
the main line the topology becomes radial with-gskaped lines more or less like the MV
electrical radial topologies [Little02]. These sttwres enumerated here are very common
and may coexist in the same LV network. The mes$tedctured LV grids are also
common to different countries, these networks altfromeshed they supply electricity in a
radial manner under normal conditions [Vazqe¢zl 05]. The loop structure is another
possible form of an LV electrical topology, whetgetLV network comprising a line
coming from a feeder, is looped back to anotheddeeln standard conditions, the

supplying mode may use open or closed loop cordignm [Castrcet al 05].

With this in mind, it can be said that in genetal, networks have mixed topologies rather
than a pure one in all their lines. In all the sagseesented above and whatever the structure
may be LV topologies are composed of lengths glesddrbrter than the MV networks. Even
though, the variance in feeder lengths may beivelgtlarge depending on the area being
served, typically it can be concluded that soméhteiof meters up to a few hundreds of
meters are very usual lengths in the LV networksfidicaet al04]. It is important to note
that lines of different phases can never be loapeithterconnected. Power utility usually
provides 3 sinusoidal power waves phased to eabkr.oEach consumer device is
connected to a single phase (active or neutralyvoeto a 3-phase (3 active or 3 active and
neutral wires) system. But through the transforowls and phase coupling high frequency

wave from one phase is normally captured withintlagophase wire.

3.2 Preliminary Topology Designing Considerations PLC Network Components

As mentioned in the preceding section, PLC netwaores the electrical supply grids as a
medium for the transmission of different kinds oformation and the implementation of
various communications and automation servicesutiirovaried MV/LV topologies.
However, the data communication signal has to beeed into a form that makes data
transmission via the MV and LV electrical netwopksssible. Therefore, to fulfill such a
purpose, PLC networks include specific data netweldments that ensure proper signal
conversion and signal transmission along the MV lavicelectrical grids [DostertO1]. The

main tasks of these basic elements being signaditoming, signal conversion for its
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transmission and signal reception over the MV/LMwaeks. Following is the detailed
review of the functionalities of the PLC devicestttexist in every broadband PLC
network. These PLC devices had a crucial in thestigation of this research as will be
explained in the following sections.

3.2.1 Customer Premise Equipment (CPE) Modem

The customer premise equipment (CPE) or modemneigat element of the PLC network
that connects standard communications equipmemrt] by the end-user, to the PLC
transmission medium [Little02]. The CPE user-sidevjales various standard ports for
different communications devices, such as portsdigital data transmission and analog
telephony. On the other side, the modem is conddotéhe electrical grid using a specific
coupling method (capacitive or inductive) that pgsnthe feeding of communications
signals to the electrical grid and reception of tbexmunications signal from the electrical
grid [MitsubishiO3]. The coupling guarantee a secsgparation and act as a high pass filter
by dividing the data communications signal (usually30MHz) from the electrical power
signal (50 or 60 Hz). The modem implements all fthections of the physical layer
including modulation and coding. In order to redetectromagnetic emissions from the
electrical grid, the coupling is completed betwde phases in the outdoor PLC and
between a phase and the neutral conductor in te®irPLC area [Dostert01].

3.2.2 PowerLine Communications Head End

Head End (HE) is the equipment connected on animgistandard backbone network such
as Ethernet network and injects the PLC signal théoelectrical grid. In other words, HE
(base station or master station) connects the Bik@m® to the backbone network creating
communication link and gateway between the backiateork and the PLC transmission
medium [Hrasnicaet al 04]. The HE may provide multiple network commuticas

interfaces that can be used for the connection thiéghbackbone networks using various
communication technologies. Usually, the HE costitble operation of the PLC network.

However, the network control or its particular ftinos can be distributed over the PLC
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network. In generality the HE can assume the fonelities of a PLC repeater or PLC
gateway depending on the configurations governedinggiementation factors in the

environments in which it is installed.

3.2.2.1 PowerLine Communications Repeater

The distance between two nodes of the PLC netwotketnveen the HE and the slave is
sometimes too big and the receiving equipment n@ybe able to get the data. In such
cases, the use of a PLC repeater becomes nec@gaaguezet al 05]. This so because of
the high attenuation in the electrical grids, tree wf repeaters (both in MV and LV
networks) is sometimes mandatory to achieve thechwerage of the electrical network.
This is expressed by the (BD*Delay) product valueemmunication networks where BD
would be expressing transmission frequency andydél@ physical distance of the
segment. High frequency entails short distanceeatin and vice versa. The PLC repeaters
do not restrict the available resources and thereilogical limitation on their use in the
PLC network. These devices have to be installechwhelly needed, in order to guarantee
that the signal arriving to each receiving node banhandled appropriately [Lopez04],
[Little02]. The repeater technique is not only resaey in the MV networks or between
MV and LV networks but also within LV networks. tases where the distances between
PLC users placed in a LV supply network and betwedividual end users and the HE are
too long [Hrasnicaet al 04]. PLC repeaters divide a PLC network into salveetwork
segments. There are two types of repeaters, depgodithe type of the network, network

segments are divided using different frequency bamdy different time slots.

3.2.2.2 Time Division Transmission Mode Repeater

In the case of time division (TD) repeater Figuré, 3 time slot (t1) is used for the
transmission within the first network segment andther time slot (t2) is utilized for the
second segment [MitsubishiO3]. To illustrate the fEPeater functionality, in this scheme
if the communication between say A and B is donaguthe whole frequency band, then
the communication between B and C will have to beedusing the same frequency band,

but during a different time slot or period in orderavoid collisions [Vazqueet al 05].
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Figure 3.6: Time Division (TD) Repeater [Hrasnied al 04]

The advantage of TD repeaters is that they arelsimput typically provide higher end-to-
end latency or delay, this is so because eaclansirission has to wait until the previous
re-transmission has finished using the channel.elddgr, TD repeaters utilize the existing
bandwidth less resourcefully, as very often thénérgrequency bands are not very useful
for long-distances, although they are used anywayD system [Vazqueet al 05].

3.2.2.3 Frequency Division Transmission Mode Repeat

The frequency-based transmission scheme in Figufeis3based on system that, the
repeater receives the transmission signal on oeguéncy band (f1), amplifies it and
injects it into the network, but using another fregcy band (f2).
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Figure 3.7: Frequency Division (FD) Repeater
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In the opposite transmission direction, the conwerss carried out from frequency band 2
to frequency band f1 [Hrasniet al 04]. To put how the frequency division (FD) remsat
works differently, if for example the link betwednand B only uses part of the frequency
band, then the link between B and C can use ardifteband, while making use of the
channel at the same time or simultaneously [Mitshibi3]. Overall, it must be noted that a
repeater does not modify the contents of the tratean traffic, which is always
transparently transmitted between the PLC netwaidkes. Theoretically, frequency range
f1 could be used again within the third networkmeegt. However, if there is interference
between signals from the first segment, a thirddescy range f3 has to be applied to the
third network segment and frequency f4 to the tow#gment and so on. Consequently,
with the growing number of different frequency banthe common bandwidth is divided
into smaller portions, which significantly diminishe network capacity [Hrasniet al 04].
Though, the application of the repeaters does exX®C network coverage, the application
of repeaters also does increases the network tosisgh equipment costs and installation
costs. Therefore, the number of repeaters withiL&@ access network has to be kept as
small as possible.

The FD repeaters are a bit more complex, in theyt #re normally built using two separate
TD repeaters working at different frequencies, thaty provide lower end-to-end latency.
They also have the additional advantages of ma&ingpre efficient usage of frequencies
that is lower frequencies may be reserved for ldistance, while higher frequencies are
left for short-distance [Castret al 05]. The decision on whether to implement TD or FD
repeaters depends on the amount of nodes thatitotmghe PLC network. When the
number of nodes is small it is better to opt for fEpeaters because this reduce the cost and
ease the installation, but when the number of nouaeases the delay or latency increases
and throughput decreases so it is justified toalhdtD repeaters. The FD approach is
necessary in case of latency-sensitive servicesjhscheme cannot scale up, as does the
FD scheme [Vazquezt al05].
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3.2.2.4 PowerLine Communications Gateway

On one hand, the PLC gateway is the technologydivedes PLC outdoor network from
the PLC indoor network. On the other hand, it @lsoverts the transmitted signal between
the frequencies that are specified for use in ttelanr and indoor settings. This type of a
PLC gateway with such responsibilities is usuallgcpd near the house meter unit.
However, a PLC gateway can provide additional fiomst that ensure a division of the
PLC outdoor and indoor networks on the logical mekwlevel [Hrasnicaet al 04].
Therefore, the CPE connected inside the home nktear communicate internally without
information flow into the outdoor network. In thisase, the PLC gateway will be
controlling the indoor network by coordinating tbemmunication between internal CPEs
and between PLC indoor devices and the outdoorar&twn general, the position of the
PLC gateway can be anywhere in the PLC networkignog both the repeater technique

and network segmentation.

Using a gateway means, the PLC network can beetiviiato several sub-networks that use
the same physical transmission medium in the sashwonk. Additionally, the gateways
control these sub-networks and internal commurdoatvithin the sub-network is carried
out by the responsible gateway. In other words,dbmmunication between a CPE of a
subnetwork and the HE is possible only over a nesite gateway. The network can be
organized in such manner that the HE has directraloaver a number of subnetworks
[Vazquezet al 05]. PLC gateways are connected to the networthénsame way as the
PLC repeaters. As is the case with the PLC repeaterincreasing number of PLC
gateways within a PLC network increases the netwatdncy and causes higher costs.
Nonetheless, where the PLC repeaters provide omgls signal forwarding between the
network segments, the PLC gateways provide intiliglivision of the available network

resources, thus, guaranteeing better network effoy.
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3.3 Broadband PLC Topologies

3.3.1 Broadband PLC Medium Voltage Network Topologs

The MV network is the collection of MV/LV substatiotransformers, which are
interconnected to each other through MV lines efrthespective transformers. All the data
traffic from each MV network is concentrated onheit the MV/LV substation or the
HV/MV substation, which in turn is hooked up to thackbone network [Vazquez al
05]. This section tackle the building of reasonabl¥ PLC topology models for the
connection of multiple PLC MV networks, confinedtlwn a smaller geographical area,;
this is achieved by designing MV PLC topologiest tatiach a number of these MV PLC
networks. The designing of these MV PLC networksthis research is accomplished
through designing different PLC topologies indeparidof the applied communications
backbone network technology. The MV PLC topolog@®gsented in the following
subsections were designed with the goal to ensaseetfective and reliable PLC medium
topologies that include redundancy in the caseaitdre and this in the real world depends
primarily on the location of the PLC medium networih a chosen area and on the
proximity of these MV PLC networks to the backhbattkbone network. The backbone
network is defined in this research as the setjafpgnents and infrastructures that establish

the communication between MV PLC network and therhret Service Provider (ISP).

3.3.1.1 Proposed Medium PLC Bus Network Topology

In the MV network, the bus topology is one of tlesgible MV PLC topology that can be

designed at low costs. The bus model in Figures3@oposed for a setting where a single
or dual MV cable runs along the MV/LV transformdfsich MV/LV transformer receives a

cable that is notched from the main cable. The M¥ttansformer has a single point of

connection to the MV main cable in each individoatle [Garrigosa05]. The HE is placed
in the HV/MV substation where it is connected te ttackbone network (between ISP and
the MV PLC network). The other HEs are installedha MV/LV substations [Vazquezt

al 05]. The distance between the HV/MV and the MV/gdbstation vary between 100 m

to 1 km as shown in Figure 3.8. PLC cannot adetyuaensmit over a distance of 1 km so
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repeaters will be positioned in between at a deamot exceeding 100m. The distances
between the MV/LV substations on the MV cable Viaggween 150 m to 400m [Escalona

et al 05] and repeaters can be positioned at a spatimgt onore than 100m.

The HE in every location should be able to intereart to the MV network and deal with
PLC communication signal from MV network. In additi every PLC unit in the bus
model can receive every other PLC unit on the ngtfGastroet al 05]. The PLC data
traffic is conveyed from the HV/MV gateway to theVMLV gateways bidirectionally.
However, the cost factor is not the only singletecion for the decision about PLC

topology design on the MV network.
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Figure 3.8: Proposed Medium PLC Bus Network Topology

An important criterion to be considered is netwogkability in the case of link failures.
The proposed bus model in Figure 3.8 has the @insthat if a link between two MV HEs
breaks down, all MV network nodes placed behindf#liled connection gets disconnected
from the backbone network [TanenbaumO03]. In otherds, a break in the MV segment

causes the entire PLC MV network to be inoperabigl the break is repairedso for
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availability of the communication services it is partant to evaluate the level of
redundancy and the (MTR) offered by the utility.

3.3.1.2 Proposed Medium PLC Star Network Topology

As presented in Figure 3.9, the proposed star dezignects each MV/LV network node
independently to the HV/MV gateway. The adequacthefstar model as a PLC topology
is that it matches well with application of DSL beology as a backbone network in the
PLC networks [Escalonet al 05]. In a star topology, all MV/LV HEs are attadhdirectly

to the central HV/MV gateway that establishes amihtains connection between them.
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Figure 3.9: Proposed Medium PLC Star Network Topology

The distance between the HV/MV substation and MVAWstation is from 100 mto 1 km
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as is depicted in Figure 3.9. On the other hareldtstance between one MV/LV substation
to with another MV/LV substation varies from 150m 400m 3 or 4 repeaters will be
installed in between a distance of 400m. In eachIMMtransformer, a single PLC unit
should be able to interconnect to the MV netwoik wio or more capacitive or inductive
coupler in order to deal with PLC communication ronltiple ends of the MV network
[Castroet al 05]. A failure of a single link in the star netwatisconnects only the MV/LV
HE attached to it. This is advantageous in thasotates a failed link but there is no
possibility for an alternative connection of théeated MV/LV path to the backbone over a
redundant link [Chen05], [Mariet al 05]. In other words, there are no multiple paths to
reach each MV/LV node.

The advantage of this topology is that it is easysblate the problem but if the HV/MV
HE malfunctions or fails the entire PLC system @npromised. The star model fails
miserably if the HV/MV gateway goes down, this eslsecause much is centralized around
the HV/MV gateway. The HV/MV gateway is not onlgiagle point of failure but also it is
a potential bottleneck in that it will likely becentongested as more MV/LV HE nodes are
added [Castret al 05],[TanenbaumO03]. The problem is prevalent whes & master slave
setting but when the MV/LV HE nodes are in a peepéer scenario the problem of a
single point of failure is solved. This so becatlse MV/LV HE nodes are not only slaves
now but acting also as masters this is possiblausecall are physically connected to the
same phase lines. It must be noted that collisimdance (CSMA/CA) can be replaced by
priority based Round Robin MAC like in high speedNLIEEE 802.12.

3.3.1.3 Proposed Medium PLC Ring Network Topology

In a ring model Figure 3.10, the MV transformer hasvo points of connection to the MV
main cables forming a circle [NoguchiO4]. In eaddividual transformer, a single PLC
unit in every location should be able to intercarirte the MV network via capacitive or
inductive coupler in order to deal with PLC comnuation on both ends of the MV
network [Castroet al 05]. All the PLC MV/LV nodes and the HV/MV gatewaypde are

designed in such a way that they are connectedn® another in a closed loop

configuration [Garrigosa05]. In this topology, eyemode only connects to the next
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neighborhood node. The last MV/LV node connectskbex the first HV/MV node
[Chen05], [Lopez04].The HV/MV substation and MV/L8Ubstations are separated by a

variable distance of 100 m to 1 km as shown in E@gu10.

The proposed ring topology seems to be a reasomaiddogy solution for increasing the
network reliability given the drawbacks of the stapdel enumerated in the previous
section. In the case of a link failure between Mi¢/LV PLC nodes, there is always an
opportunity for alternative transmission links. TM&/LV substations have approximately
150m to 400m between them and for a distance om4peaters can be spaced at less
than 100m.
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Figure 3.10:Proposed Medium PLC Ring Network Topology

The model has the local intelligence to send theises affected via an alternate path
without a lengthy interruption in case of a linkildee [Katsis et al 04]. Of course,
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reorganization of the transmission paths betweeriMk/LV PLC nodes and the backbone
network through the HV/MV gateway has to be dortematically within a short period of
time. The demand for survivable services, diverseting of facilities, flexibility to
rearrange services to alternate serving node makesg an advantageous topology
[Arriola05]. The topology of a PLC distribution tmrk can also be a combination of any
of the three basic network structures presentegieabidhough, network centralization is at

minimum, the model reaches failure quickly becaafsgeak redundancy [Casted al 05].
3.3.1.4 Proposed Medium PLC Partial Ring Network Tpology
The full ring design can sustain single failuret Wwhen there are two simultaneous failures,

network segments became unreachable because laicthef redundancy [Katsist al 04]

making PLC unable to maintain a contiguous netvyBdcalonaet al 05].
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So another variant of the ring topology, partiatgritopology design Figure 3.11 is
proposed in such a case. Unlike the full ring desilge partial ring has 2 HV/MV gateways
both individually connected to the backbone netwdesigned to overcome the issue of
having one single point of failure (single HV/MV tgavay). The distance between the
HV/MV substation and the MV/LV substation is fro@@ m to 1km. While the distance
between adjacent MV/LV substations vary from 150mM@0m. So repeaters will be placed
at a distance of not less than 100m for PLC noadlssifficiently transmit data signals. The
partial ring model is proposed to overcome the erdbility of simultaneous link and
gateway failures. The second HV/MV gateway is ideld to leverage the traffic load and
add redundancy in the network in case of concuri@hires, thus improving on the full
ring structure and eliminating some of the drawisaakthe full ring topology [Escaloret

al 05].

3.3.2 Broadband PLC Low Voltage Network Topologies

Three main factors influencing the LV PLC architeetare:

» Firstly is the network location. The PLC networkdae located in a residential or
business area and additionally there are diffeiehetween these settings as it is
between rural and urban residential localitiess lusually the case that business
areas are distinguished by high numbers of potenis®rs of PLC services
[Vazquezet al 05]. It is also expected that subscribers fromihginess areas have
different requirements than the subscribers froenrdésidential areas. This disparity
in requirements is similar to the differences igueements that exist also between

urban and rural areas.

= Secondly, the factor that has an effect on the apblogy architecture is the user
density or the population of the PLC users in agizone [Beamudt al 03]. The
number of users in a LV network as well as userceatration varies from zone to
zone. The user can be mostly located in singledmube rural areas best typify this
situation, or within small blocks including seveialividual users as in urban

residential area (low user density) and in butdinvith a larger number of flats,
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offices, within apartment, business or commerciaarters (high user density)
[Hrasnicaet al 04].

= Thirdly, network length has influence on the desifrihe LV PLC topology. The
distance between the transformer substation arldCauBer within the LV network
differs from place to place [Hrasnia al 04]. More often than not, there is a
considerable network length difference between tinean and rural settings.
Finally, network design is a factor that affects th/ topology architecture. The LV
networks are usually comprised of several netwadnthes of varying number,
which differ from one LV network to another and sthaffects the LV PLC
architecture in a great way as will explained aggdicted in the following sections
[Vazquezet al 05].

For the purposes of the figure annotations predeintehe following sections, fuse boxes
are an example of street cabinets, they are ipsdtalt the head of each connection to the
LV distribution network as protection and switchidgvices [Vazquezt al 05]. Their
function is to protect the public distribution netk against any important short-circuiting
they may be placed outside or inside the buildingéther way, they have to be always
accessible. Meter rooms group or centralize metprsfection devices and mains
distribution devices into one location usually e tbasement or the ground floor [Maeie

al 05]. The mains distribution box is the alternatsatution for buildings not using a meter
room. The main is distributed to each floor whiréeeds the flats through individual
branches [Hrasnicat al 04]. The meter location can vary between sevearasiple cases it
can be outside the house on the same panel witlugbebox, inside the house on the same
panel with the general circuit-breaker, near thieasmce alone or it can be inside near the
distribution board.

3.3.2.1 Proposed Local PLC Topology Architecture Fst Model

The architecture of the first model relates to |density residential areas, comprised

primarily of single houses and small buildings padaments. This kind of a topology is
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suited for low density residential deployment aplaxed earlier in this section and the
proposed topology design model is depicted in Edgid2. This LV model fits where the
fuse boxes feed up to 4 households with indivicelattrical meters. The topology was
designed with the HE installed in the MV/LV transfeer station. In order to get good
performance, the distance between the repeatdhe alistance between the gateway and a
repeater should not be more than 100 m [Matial 05], [NoguchiO4]. Generally, it means

that there are 3 to 4 PLC repeaters in a feederolir800 m long.
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Figure 3.12:Proposed Local PLC Topology Architecture First Mode

Another requirement that needs consideration isdie@ance between the PLC repeaters
and the CPE [Vazquet al 05] which can vary from 10 m to 20 m as showniguFe 3.12
below. In instances where the distance in betwsdorig, it will be necessary to install
extra intermediate repeaters to increase the pedioce of some of the CPEs.

3.3.2.2 Proposed Local PLC Topology Architecture Send Model
The second model topology designed in Figure 3drBesponds to residential areas of
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high-density comprising several households wheretetal meters are collected in a meter
room. There are direct feeder lines of connectromfthe transformer towards the meter
room, with a distance of 200m which may serve umeooe or less 30 households [Pavlidou
et al 04]. The model considered here is the star togolagpich is created, in this setting,
when the electrical feeder line from the MV/LV tsdormer goes directly to the meter
room. The distance between the MV/LV and the meiem is approximately 200 m, so 2

repeaters at distance of not more than 100m wifidsgtioned in between.
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Figure 3.13:Proposed Local PLC Topology Architecture Second &lod

With this model, the installation of the PLC HEdigne in the MV/LV transformer station.
In Figure 3.13, a proposed PLC star topology is@mnéed. In each transformer a single

PLC should be able to interconnect to the MV nekweaia two or more capacitive or
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inductive coupler in order to deal with PLC comnuation on multiple ends of the MV
network [Marieet al 05]. This is the easiest topology design becausePltC gateway is
installed in the transformer station and the PL@eater in each meter room [Lopez04]
with a spacing less than or equal to 100m betwikemt In this topology the feeder line is
200m and if 3 repeaters are placed, the spacingeket will approximate to 70 m. The
distance between the HE in the meter and the CPEfk@m 10m to 20m as depicted in
Figure 3.13. The proposed second model shares¢deim from the HE to a set of slaves.
Therefore, a repeater will be a slave in the firdt and at the same time be a master of the

next repetition section, as it is done similarlytbg IEEE 802.12 MAC protocol.

3.3.2.3 Proposed Local PLC Topology Architecture Tind Model

As is with the previous star design in Figure 3th8 third model appears also in areas of
high density with buildings of several households-igure 3.14 just like the star topology,
the meters are concentrated in meter rooms [GonheE@bvever, unlike the previous star
design in this setting there is more than one nme@m connected to each feeder line of
250 m forming a tree topology design as illustrate&igure 3.14. In this model, repeaters
are set up or placed in the meter rooms with ghaziag of not more than 100m. For 3
repeaters in a feeder line of 250m the spacing agproximately be 90 m and but for 4
repeaters the distance reduces to 60 m. In thoses cahere the distance between the
MV/LV transformer gateway and the meter room isdyuagditional PLC repeaters are then
installed in the intermediate fuse boxes at 100nmtpo The fuse boxes have a distance
between them of 40m to 50m [Vazquetzal 05].
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Figure 3.14:Proposed Local PLC Topology Architecture Third Miode

3.3.2.4 Proposed Local PLC Topology Architecture Rath Model

The fourth model presented in this section corredpaagain to high-density areas with
high-rise buildings where the distinct attributetlist electrical meters are distributed in

different floors [Escalonat al 05].

68



Up to 10 floors
1-4 meters/floor

1
5-6 feeders. 5 to 10 buildings
connected on all feeders .
1

MV /LY A
s I,"\: ‘\I P l;—
I

[:] Fuse Box ': ': \ ——  Mledium Voltage / Low Voltage Transformer C) Meter

- — ”

-
L | Head End/Repeater PLC Data Link \_ , Modem/Termina

Figure 3.15:Proposed Local PLC Topology Architecture Fourth lglod

This topology is quite similar to the star topolatpsigned in Figure 3.14 but the difference
is that in this design the electrical meters areeag in different floors. The PLC HE
normally is installed in the MV/LV transformer amlLC repeater is installed inside each
building creating a star design as shown in Figui&. The distance between the MV/LV
HE and the repeater should not be more than 100m.ldngth of the feeder lines varies
from 150 to 300m [AnatoryQ4so, for 3 repeaters the spacing will be 100mhéf signal
the distance is still huge the number of repeader lmecome 4 with a spacing of 80 m in
between them. The PLC repeater should be as cdritetke building as possible in order
to cover the whole building [Vazquet al 05]. The distance between the PLC repeater and
the PLC modem can vary from 10 to 20 m. For exanpla storey building comprising
six floors the PLC repeater should be at flooed¢hibut it can be placed in the second floor
to increase the throughput with the MV/LV PLC gadgw
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3.3.3 End User Requirement Based Local PLC Topologs

The task of planning a network commence by embgrkin a thorough study of user
application requirements in order to come up wittopology that best serve some well-
defined purposes [Dooley01]. The following PLC tmgies were designed, by analyzing
user requirements in different possible user sgtibefore providing technical topology
solution. From the analysis of the requirementthee different possible user settings and
physical topology constraints, logical topologiesrev extracted and utilized in proposing
different topology designs. This approach allowee technical analysis to be reduced to
those PLC topologies which actually cover user irequents. In this research there are
mainly two types of users, namely, home users difideoor professional users. The
demands of these different kinds of users are réiffieas it is in the real PLC networks

where both professional and home users are found.

As described previously in this chapter, the PLGigaents that take part in the designing
of LV topologies are the head end (HE), repeaterd eustomer premise equipments
(CPE). A brief revisit of what was defined befdr is the point of access to the backbone
network [Garciaet al 03]. Repeaters are implemented based on needighiat say,
depending on the link capabilities between the IH& the CPE. Lastly, CPE is the device
to which the customer network is attached [LopezU#f most important issue regarding
PLC logical topology design is related to the route bridge functionalities. In all the
following set-ups, the HE will act as a router @peater. The CPE may assume the
responsibilities of a router or bridge dependingtioa situation. Repeaters are only used
when there are long distances or the number ofusenigh [Pavlidotet al 04] and this
research assumes that the repeaters are alwaymprasthe topologies. The goal is to
achieve a good trade-off to satisfy the user regqoénts and at the same time reduce cost of
the equipments and the operation costs. Therefioeefollowing sections will analyze and

propose different topology possibilities to get better role for each of the PLC devices.
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3.3.3.1 Proposed Local PLC Model for Home End UselRequirements
3.3.3.1.1 Home End Users Requirements

The home end users topology is proposed for broatibasidential local networks, where
the connection of multiple devices is within hom&he simplest broadband home
networks are used to connect two or more compiersharing files and printers to access
basic services like e-mailing and web browsing.sTit@search acknowledge a PLC home
network as mainly a network segment which hasiplysao dedicated server and where
very high levels of performance and robustness rerte warranted[Garcia et al 03],
[TanenbaumO03]. The home users setting is typifigdusers who wish to use the PLC
connection at home during leisure time and usub®y do not have different terminals and
do not provide services. They do not mange them ab or mail servers, their own DNS.
Most of the services they access are provided dritisie PLC network. However, future
PLC trends indicate that each time more home wmerfiaving several devices require the
possibility to provide services such as accessotnennetworking device from the outside
home. Some of the requirements for these home asers

= Connectivity to Internet for elastic applicationghk as electronic-mailing

»  Web-browsing and file downloading for example gannegsic.

* Audio and Video streaming with minimal quality @&frsice requirements.

» Real-time IP-based services like telephony, videtmencing, which usually

requires some quality of service, guarantees.
= A network with not many workstations typically oR€ (or one printer/scanner)
and a few automation devices [Beanaicl 03].

3.3.3.1.2 Home End Users Networking

Most of the configurations in the user requiremeartd networks are automatic so that the
network operator does not require big expensesustomer support [Pavlidoet al 04],
[Dooley01]. This certainly reduces the costs amdptifies the deployment, configuration
and operation of the PLC network. These usersus# one or several computers with an

internal network. For all these functionalitieseyhrely on the network operator. The
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proposed topology solution for the home usersaswshin Figure 3.16.

Fepeater

Head End

# PLC Data Link

Customer Premise Equipment

Figure 3.16:Proposed PLC Topology Model for Home End Users

The possible ways considered in designing this lagpowere, the CPE becomes either a
bridgeable CPE or routable CPE. For the home ecempsrto get auto configured the best
approach in this setting is that CPE acts as arolitius, the HE will announce addresses
to the CPE, which will in turn advertise these addes into its PLC customer network.
This will easily allow and support the automaticiidns of more devices by the customer
without need to alter anything in the configuratadrthe PLC network [Beamuet al 03].
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3.3.3.2 Proposed Local PLC Model for Office End Uss
3.3.3.2.1 Office End Users Requirements

In the office end users environment, the users rtlegbder computing service, higher
bandwidth, complex network services, and securiggimanisms to best serve productivity.
It does not matter whether the area is urban al,rprofessional customers need secure
connection for intranet and applications, symmetrgink/downlink capacity for file
exchange and sufficient bandwidth to support thplémentation of innovative services
like fast Internet, VolP and videoconference [Rémli et al 04], [TanenbaumO03]. The
requirements of office users may include amongrsttiee following:
= The internal network comprises multiple terminalsnmected, whose number
depends on the size of the company.
» The network may span over different parts of thi#ding that introduces the issue
of different workgroups and trunk traffic load.
= Network applications are still required as in hooser setting for example web
browsing, e-mailing supported by common servers.
* Bigger aggregate bandwidth for both real-time atabkte applications and the
characteristics traffic over the network segmesitgried across the board.
» Large databases, mainframe applications and reldiexit/server applications for
transaction processing [Dooley01].
= High level of security and access right to shaesburces.

3.3.3.2.1 Office End Users Networking

The office user requirements raised above provigeaa point of departure, which enabled
the following detailed and comprehensive topolo@gign depicted in Figure 3.17. The
users for this kind of topology would be entirewetks and who may even have their own
routers, firewalls and servers. Given the set es¢hrequirements and provided that a CPE
that acts as a router would cause the networkisigtauch as address delegation to become
extremely complex [Beamuet al 03] and cumbersome this research advocated fargée

of a CPE acting as a bridge instead. The networkingtions mechanisms are performed
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from the HE to the router owned by the office usdne router is installed in the user
premises and is under the control of the office esel. PLC HEs were incorporated in the
design in Figure 3.17 because routing scales mattkrithan bridging when large numbers
of devices need to communicate with one anotheis dse case in a real office set-up
where the network is dynamic in almost every asfrech time to time [TanenbaumO03],
[Vazquezet al 05].

[: Repeater

——

I Head End

LI
# PLC Data Link

Customer Premise Equipment acting as PLC router or
cotmected to aFLC HE

Figure 3.17:Proposed PLC Topology Model for Office End Users

3.3.3.3 Proposed Local PLC Model for Mixed End User

The hybrid model is a topology proposed for mixedienment in which home users and
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professional users may reside or share the sanidingu{Dooley01]. In other words, the
hybrid topology model in Figure 3.18 is a desigattbaters for a situation where there is

coexistence of both home users and office usete@aame PLC network.

[: Fepeater

-
N

Customer Premise Equipment

- —

Head End

L

# PLC Data Link

Customer Premise Equipment acting as PLC router or
connected to aFLC HE

Figure 3.18:Proposed PLC Topology Model for a Hybrid Set-Up

The proposed topology for the hybrid/mixed set-@s la general structure presented in
Figure 3.18. Such an environment comprises a nextfihome user and professional user
requirements. The office users are very likelyavehtheir own networking equipment such
as routers and also they manage their own intePi&l networks. The home users
primarily depend on the auto configuration of theetwork terminals and rely on the
support from the network operator [Beanetdal 03], [Lopez04]. While on the other hand

the skilled user can pretty much, handle their petw Thus, in this specific mixed
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environment, the research recommended using CRégebrfor home users and customer

owned PLC routers for the professional users.

3.4 Conclusion

The potential of PLC as a data networking technpleg huge, but without sound or
defined deployment methodologies, its growth idlesti Therefore, this chapter has
proposed and presented broadband MV and LV PLCadethgies. For different proposed
MV and LV methodology solutions, different PLC netk design aspects were examined.
The MV, LV architecture based and LV requiremensduh deployment methodologies
were discussed. The chapter has also analyzed mpdged different LV requirement
based methodologies for different user settings. these set-ups, suitable subsets of
network topology designs were identified and disedsfor each situation encompassing
both residential and office grids. The chapter pigsented the designing of MV and LV
broadband PLC network deployment methodologies edser the experiments,
configurations and deployments of LV broadband RhGaboratory and multi-building

environments are dealt with in the following chapte
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Chapter Four

Implementations and Experiments

This chapter describes the experiments conductediatyze and evaluate broadband PLC
performance in three different experimental netwadafigurations. The experiments
investigate the performance of PLC in differentadablumes file transfer scenarios. The
experiments were conducted in laboratory and muiliiing LV environments. The

objectives and differences between laboratory amdtibuilding experiments are defined
and presented. The tools, file transfer scripts ditd creation scripts used in the
experiments are described. The experiment scebaribfor each experiment is illustrated,
including description of the experiment methodojJogyardware and software

configurations for each set-up. This entire chaptEsmonstrates the applicability of

broadband PLC in different proposed configurations.
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4.1 Objective of the Experiments

All broadband technologies are beneficial to usértheir network bandwidth can be

efficiently utilized. Therefore it is important toonduct performance studies, such as
transfer time and throughput measurements, of m&tapplications executing over these
networks. While software simulations can providéughle input in the experimentation

process, it is crucial that the physical systentdsted under realistic traffic loads. The
experiments on PLC utilize traffic patterns thatsely mirror the expected user traffic load.
The approach that was implemented in this reseaeshtesting PLC in three experiment
set-ups for file transfer traffic. The main objeetiof the experiments is to give and gain

insight into how PLC performs for file transferffraloads of variable sizes.

At the end such investigations will enable informgtiuctions to be made as to whether
PLC can provide adequate throughput to meet remeinés of demanding applications. In
other words, the tests were undertaken to demaedtra applicability of broadband PLC
and how it competed with other existing broadbauhmnologies such as Ethernet LAN. At
the same time, the experiments are undertaken datyzn how PLC throughput values
compare to those of known broadband technologiel as Ethernet LAN. An important
consideration taken was not just the maximum abkElathroughput, but also the

application transfer time that PLC can achievedrying configurations.

There are many different parameters for measunaffid quality data communication
network. These parameters vary for different typésservices intended for the data
network. We will start by describing the traffic asrement parameters used in this
research.

= Bandwidth (BD) is defined as the number of bits teenmunication channel can
transmit per second [TanenbaumO03]. The provisiobaofdwidth for an application
means the network has sufficient capacity to supia application's throughput

requirements, measured in packets per second.

» Throughput is defined as the rate at which the askweceives data [Dooley01].
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Throughput is a good measure of actual channelcggpdhe throughput is an
analogy to the load a truck can carry, and then@ter speed is how fast the truck
can drive to deliver the load from point A to poBit[Stallings04]. The speed is
directly related to the latency of the channelolm experiments, we calculated the
throughput using the following equation (4.1) [H=IS6].

(E2E) Throughput = (St / T) (4.1)

Where:

E2ET is the end to end throughput (bps),

S is the transfer size (bit),

Tq being any queue or processing time (sec),

T+ =RTT + S/BD + Tq transfer time, in second (in reliable TCP
connection with prior request message)

Latency is the transfer time, composed of propagatime, queue or processing
time and transmission time. The average transfee twas calculated from the
measured times between when the connection islissiadb until it is closed, using
the equation (4.2).

1. 4.2)
_ Z (Iri - I.s:' )
=1

| 7

Where:

i is the packet number

n is the number of packets

ts is the initial recorded time

t;is the last time recorded when the last file frasneceived

Standard deviation is defined as the square rotiteo’ariance. Standard deviation,
being the square root of that quantity, therefoeasures the spread of data about
the mean, measured in the same units as the datadhiget al 06]. Stated more
formally, the standard deviation is the root meguase deviation of values from
their arithmetic mean. It helped us to measure tadely spread the values in our
throughput and delay data sets were. If many daitstgare close to the mean, and

then the standard deviation is small; if many geimts are far from the mean, then
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the standard deviation is large. If all the datlues are equal, then the standard

deviation is zero. The following equation (4.3) wisostandard deviation formula

1 N 4.3)
N 2% = 7)

Where:

{z1,z2,.,zn} s the sample

7 is the mean of the sample

N is the number of degrees of freedom

» Whereas the mean is a way to describe the locafiandistribution, the variance is
a way to capture its scale or degree of being sppe& The unit of variance is the
square of the unit of the original variable [Varpet al 06]. Variance is the average
of the squared differences between data points taedmean. The following
equation (4.4) shows the variance formula wherns the sample size arz is the
sample mean.

| N ., {4.4)
N ; (zi —T)

Where:
T is the mean of the sample
N is the sample size

The throughput and delay results as will be expldim Chapter 5 were analysed using
standard deviation and variance. This made it ptesso analyze the extent PLC would
handle different traffic loads before performansenegatively affected. In addition this
enabled the understanding of how PLC compares willer broadband networks, in
particular Ethernet LAN. This research is importianthat it provides an independent study
for the throughput of file transfer over possiblnte and offices PLC configurations. As
will be explained in section 4&file creation script was developed and was usettdate
files of specific sizes together with a transferigtcwhich was then used for transferring
files across the experimental networks. The follaysection presents the hardware and

software configurations implemented and utilize@lirthe experiment configurations.
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4.2 Experiment Hardware and Experiment Environment
4.2.1 Hardware used for the Experiment

For the purpose of the experiment, the definitiand characteristics of the PLC elements
or components utilized are summarized in this sactiThe commercial " Generation
Mitsubishi PLC technology was selected as the ewpart equipment. This technology
supports data, video and voice applications. PL&Whiishi 2° Generation supports very
high bandwidth which allows up to 200 Mbps overistahce of 300m. The technology
package comprised the Mistubishi frequency divigigpeater (FD), capacitative coupling
units (CCU) and customer premises equipment (CPE§. FD repeater consists of two
Time Division (TD) LV cards repeaters that are aected together to perform a frequency
division transmission [MitsubishiO3]. Its role was regenerate the PLC signal for better
coverage on the low voltage (LV) network and relgycommunication signal between

neighboring customer premises equipment units withé experiment setup.

Some general Mistubishi Frequency Division (FD) &apr specifications:

= Physical speed: Max 200Mbps
= |nstallation type: wall mount in a meter room orteréoox
= |Interface: 1x Dsub9 female connector for PLC sigmainection

1x Dsub9 male connector for maintenance
= Dimension & Weight:  Dimension 80mm [W] * 320mm [H]L80mm
Weight: Approximately 8kg
= Operating Condition: Temperature 0 to 60 degresiGewith fan and Humidity

0 to 95%
= Power supply: +90V to +265V
=  Power Consumption: 30W
= Other features: High reliability under high tempara

Low noise and low power consumption

The FD node acted as the master node, managing woicetion within the PLC
experiment segment. In other words, it was usecbtdrol, distribute and refresh signals
between the CPEs [Hrasniea al 04]. The University of Fort Hare LAN was used hs t
backbone network. The PLC segment was bridged @¢obdtkhaul network via the FD
repeater node. The FD master node was connectt tbackbone network through the
respective port on the FD back panel. On the atiter, the FD node was coupled to the LV

grid using a system of Mistubishi capacitive comgliunits (CCU). By using the low
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voltage CCU, the PLC signal would be efficientlydasafely injected into the LV grid.
CCUs are used to transmit/receive modem signalm ftbe LV grid and offer an
inexpensive and easy installation solution, whiamargntee efficient signal injection
without interrupting the energy of the LV netwoMifsubishi03].

Some general Mistubishi LV-Capacitive Coupling W@CU) specifications:

= Model: CCU-212-C0O

= Maximum Rating: 420VAC

= Line Frequency: 45 to 65Hz

= Dimension & Weight:  Dimension: 70(W) x 40(D) x 25(fnm](Main unit)

= Operating Condition: Environmental Temperaturetel80 degree Celsius
Humidity: 0 to 90%RH (non-condensing) Indoor usé/on

= Surge Resistance: 3000A (8(2)

= Material Body: polystyrene, Mold: epoxy resin LVCCU

Two commercial Mitsubishi PLC LV modems with a picgs speed of 200Mbps were
selected as end-user equipment. The modems agnddsior indoor use, and are able to
operate in single-phase indoor distribution networkth 50 Hz mains voltage. The CPE
function is primarily for PLC network access frorseus’ computer. The modems supply
broadband connection, via Ethernet or USB intedaaléowing high transmission speeds
including data transmission with the Internet [MhgshiO3].

Some general Mistubishi Customer Premises Equip(@PE) specifications:

= Physical speed: Max 200Mbps
= |nstallation type: Installed in a home
= |Interface: 1 Ethernet port (RJ45)

With USB port (USB 1.1)
Link quality indicator ( 4 LEDS)
= Dimension & Weight:  Dimension: 47mm [W] * 154mm [M]L94 mm [D]
Weight: Approximately 0.7kg
= Operating Condition: Temperature 0 to 45 degreetturdidity O to 95%
= Power supply: +90V to +265V
= Other features: No external AC adapter, couplinity un
Remote firmware upgrade

The hardware facilities used also included ProlPentium IV 3.40 GHz computers

equipped with 1.00 GB of RAM that were used as egad as the end-user systems in the
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three different experiment configurations. The Pmlcomputers were selected because
they are capable of sustained and significant TERAnsfer rates. The basic structure of
the PLC testbed utilized in all the experiment egunrations in this research is presented

and discussed in the following section.

4.2.2 Characteristics of the PLC Testbed and Labotary Environment

The Computer Science Department at Fort Hare Usityemaintains a PLC testbed in the
Masters Laboratory that is used to perform measanérstudies and conduct a variety of
network experiments. The testbed is a low voltagmor network constructed to work as
the PLC master node. The following Figure 4.1 tlates Computer Science (CSC)

Laboratory environment where PLC was implemented.

10 METERS

DISTRIBUTION|
BOX

COMPUTER SCIENCE LABORATORY METERS

COPPER CABLE

10 METERS

Figure 4.1: Diagram showing CSC Laboratory Layout.

As depicted in Figure 4.1 the CSC Laboratory wasghint of PLC signal injection into
the LV grid. The testbed (meaning the entire PL&vDEK) environment was constructed
using the commercial"2Generation Mitsubishi Electric PLC devices mentibpeeviously

in section 4.1. It should also be noted that the&CQ3boratory is located in a campus
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environment. The frequency division node is instilin the CSC Laboratory, as will
explained and shown later. It is connected on ahe t® the University of Fort Hare LAN
network (as the backbone network) and on the dtlter it is coupled to the low voltage
grid. Thus it converted packets generated fromLil network into the PLC compatible
packets, and vice versa. This set-up was the PL&Eemaode and it was utilized as such in
this research.

As indicated in Figure 4.1 the CSC Laboratory inickhmost of the experiments were
carried out measures approximately 6 m x 10 m. [&beratory housed at the time of the
experiment 19 operating computers and other pend@plaevices shared the same electrical
mains with PLC. During the tests it was ensured #il the other computers and devices
using the low voltage electrical grid do not getereonsiderable traffic or load while
experiments were being conducted. Due to the streictf network set up, the effects of
individual components on the characteristics ofakperiment were possibly observed. All
the experiments were conducted on an unloaded netweaning that communication was

minimized by leaving communication to those compmitevolved in the experiments.

4.3 Experiment Software Configurations
4.3.1 Open Source Software

All the experiments were executed and investigatech free and open source software
(FOSS) platform. Linux Ubuntu version 6.10 was ctdd as the platform for our
experiments and was installed with the least oblemms. This was done in regard to the
goal of CoE research and additionally for the pagsoof cost effectiveness. The dynamic
host configuration protocol (dhcpd) server and ftie transfer protocol (ftp) servers
implemented in this research were all open sourttevare modules as will be explained in

the following section.

4.3.2 Dynamic Host Configuration Protocol Daemon

The dynamic host configuration protocol daemon fdhserver was developed by Internet
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Software Consortium. The dhcpd allowed computethiwithe three experiment scenarios
to request and be assigned IP addresses, andctivelisnformation about the network to
which they were attached. The dhcpd server allowsost, which is unknown to the

network administrator to be automatically assigaedew IP address out of a pool of IP
addresses for its network [Lemon02]. In order fais tto work, the computers in each
experimental network were allocated addresses hesetwere entered into the dhcpd
configuration file. On startup, dhcpd read tiiecpd configuration file and stored a list
of available addresses. When a client requesteddaness using the DHCP protocol,
dhcpd server allocated an address for it. Againyas the case with the compilation and
installation of the Linux operating system, the wetfor the dhcpd server was without any

installation irregularity.

4.3.3 FTP Server Daemon and FTP Client

The file server used in this research was a proftpemon version 1.3.0. It is a Linux
compatible ftp server, the latest version availaléhe time of writing. Proftpd stands for
professional file transfer protocol daemon (ProftgdowesO1]. It is a professional
configurable secure file transfer protocol serveis a full featured replacement for the
standard supplied by most Linux vendors suppottivegftp protocol. Proftpd is a popular
ftp daemon used on many ftp sites and the sourde freely available. The Proftpd
server may be invoked by the Internet "super-sérfigntd ) each time a connection to the
ftp service is made, or alternatively it can be asna standalone daemon [Lowes01]. The
standard Proftpd was complied without any incontgpities. The Proftpd was utilized in a
standalone mode with a known username and passWoedProftpd server was configured
at the start up time using the configuration fiteat specified the necessary execution

parameters such as the root directory and defauitqumber.

On the client side a fragon-interactivenget version 1.10.1 utility was implemented. GNU
Woget is a free open-source command line program thatvalltransferring of files. It was
utilized within the transfer scripts without anyoptems. It is licensed under the terms of
the General Public License (GNU) [GNUWget05] angpmurts http, https, and ftp

protocols.It allowed for the development of transfer scriptstransfer files across all
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experiment set-upsvget can work in the background, while the user isloggged on. This
allowed the transfer scripts to start file retrieaad disconnect from the system, allowing
wget finish the work.wget has been designed for robustness over unstableoret
connections; if a transfer fails due to a networ&btem, it will keep retrying until the
whole file has been retrieved [GNUW(get08%]get supports connections through proxies,
allowing one to use it in an environment that cacesas the internet only via a proxhe
Wget program compiled and installed with ease and veaspatible with proftpd server.
Thewget program accepted commands from transfer scrigs,fivhich automated the login
process and the file transfer as will be descriedection 4.6 on file transfer script
development. The following section present ftp elteristics and the reasons why we used

ftp protocol for this research.

4.4 Investigation using the File Transfer Protoco(FTP) Application

The ftp protocol has been selected for our experiméecause it constitutes what is
considered to be one of the most frequently usedark application [Brecht98] and is
extremely likely that the use of this protocol Isadbstantially increased. We used it for our
experiments because it is an open standard andywddployed in almost every operating
system. Above all ftp is well documented and brpadicepted as the de facto data transfer
mechanism available in modern software [Bhashl 00]. The classic file transfer protocol
defines the capability for clients to send datasésvers using the underlying TCP/IP
protocol. Its primary function is to facilitate tsfer of files between hosts, and to allow
convenient use of storage and file handling cajiegsilof other hosts [Postel al 85]. As
depicted in Figure 4.2 ftp operates in a client/serapproach and uses two TCP port
connections, one as a command channel and the isther data transfer allowing it to

simultaneously issue commands and transfer datebetthe client and server.
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Control Connection
[FTP Commands and Replies]

[Fort 21]

[Fort 20]

CLIENT Data Connection

[Bi-Ditectional Data Transfers)

Figure 4.2: A typical FTP Client/Server Scenario.

The client sends ftp commands and interprets repleceived. The server interprets
commands, sends replies and when necessary se@algonnections and transfers data.
The client listens on the data port prior to segdirtransfer request command. The client’s
default data port is the same as the control cdioreport. Upon receiving the transfer

request, the server initiates the data connectmrthé port. When the connection is

established, the data transfer begins and the rseevels a confirming reply to the client

after which the server then closes the connecBoadht98]. The development followed for

the transfer script is explained in the next sectio

4.5 Transfer Script Development and Description

The script that performed the transfer of files wiaseloped using Bash an acronym for
Bourne Again Shell programming, which is a Linuxséd scripting language [Cooper06].
The use of bash programming has become a de ftantidasd for shell scripting on all
flavors of UNIX systems [Cooper06]. The script pemied standard file transferring
procedures from one machine to another with zexr®rThe following instance in Figure
4.3 depicts the transfer script written for transfe the files across the experimental

configurations.
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#!'/hin/bash

we -p  —a

owerline ftp:/,

Figure 4.3: Downloading or Transfer Script.

For the transfer script to record the time of tihe transfer, theime function was called
before any data was read from the file server.ds walled again immediately after all the
data was stored on the client node. The elapses was then calculated. The measured
time spanned the entire data connection from cdiameto the termination of the transfer
process. To measure the transaction time in a awrarate way the script operates in such
a way that it waits for all the data to arrive dodthe connection to close before calling
time function for the second time. The transfer tinagistics were directed and appended to
theftptime.log with argumento standing for output file. The script was provideith -
-ftp-username and --ftp-password to automatically log onto the server. The transfer
output was appended to a designated fifltatistics then the transferred file was

deleted by therm option

The transfer script worked as follows: first reae tontent into the buffer then fetch the
content from the buffer and write to disk afterttharify that the whole data in the buffer
has been written then give a success message.cfipe alowed us to experiment with
different file sizes evaluating how the performamtesach experiment configuration was
affected. For each connection, the output retustealved the current transfer speed and
time usage statistics. The script useador —append as the argument for appending to an
output file. On every execution, the transfer otitmeas appended instead of being
overwritten to thétpstatistics output file. Ten scripts for each file were loadeid the

cron.daily  directory as shown in the following two examples-igure 4.4 and Figure 4.5
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ipt ftpSMEar

ipt ftpl0OH

Figure 4.4: All File Transfer Scripts.

hiing

sr/hin, —-a -a frtptime. log woet -—-ftp Wwerline --ftp-
=powerline ftp://172.20.56.104/500E —--append ftpst = —-rm S00E*

Figure 4.5: Script File Configuration cron.daily Directory.

The dedicated transfer script was designed withtaibute of initiating automated multiple
file transfer transactions or processes from dffiersources and to the same destination
host (file server). The advantage of this is tlegults consume less of the system resources
and it was a useful feature in observing the tembEhavior across connection paths in
each experiment configuration. The scheduling eséhmultiple file transfer streams was
done using theron mechanism, which is a powerful task schedulerlabks in Ubuntu
Linux it allows the execution of commands at speditimes. We used theon utility to
schedule and automate the execution of the trassfgst tasks. The configuration of the
cron utility involved setting up and defining parametarshecrontab file. Thecrontab

file has five fields for specifying day, date anué followed by the command to be run at
that interval. By defining items ierontab , we were able schedule the transfer scripts for
each file to run on scheduled time interval. Thefiguration was set up by specifying the
time at which the required transfer scripts werbdcexecuted. By editing theontab file
using the commandrontab —e  the transfer scripts were configured to execute at
specific time in the month of September and Oct@¥)7 for a week in each experiment
configuration. Thecron executecrontabconfiguration file shown in Figure 4.6 called Eefi
inside cron.daily , checked the existing transfer scripts (they were gcripts for each
file), and executed them at the specified time. dioetab file was listed as shown in

Figure 4.6 using the commangbntab —| and it was configured using the command
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crontab -e.

rootipowerline-desktop:/etefcron.dailylf crontab -e

* 13 o9 o* o run-parts --report Jetcf/cron.daily

Figure 4. 6: Crontab File Configurations.

The scripts allowed the researcher to transfes filem the file server while recording the
entire data connection, beginning from the esthbient of the data connection to the
completion of the data transfer on the client sileserver-oriented output remained at the
file server console and all client-oriented outpemained on the client console. This
approach had the advantages in that the implemeamtat the file server was made less
demanding. Because the output of the client angesewere independent this made
scrutiny of the transfer scripts output manageabherefore, the output was adjustable and

more flexible in each experiment set-up.

In this research the developed transfer scriptguawseful and powerful as a measurement
program because it provided a way of quantifying tiast the files were transmitted over
the three different experiment environments. Initamlt the output statistics from the
transfer script made it possible to make compagativalysis between PLC and Ethernet.
Above all the transfer scripts developed allowedausxperiment with different file sizes
and observe how those different files affected sf@ntime and throughput behavior of

each experiment configuration. These will be exy@diin the following section.

4.6 Creation of Files of Specific Sizes using Baslogramming

There was a need for creating files, since ond@faremost reasons was investigating and
understanding PLC performance in file transfer gdiming file transfer scripts. Files of
specific sizes were created to have better invatsbig and understanding of how sensitive
the experiment scenarios were to files of variabes. The script that created files of
specific sizes was developed using bash programmiihg files were then used to
investigate exhaustively how different experimegtups reacted to file transactions as the
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file size increased. The script is illustrated igufe 4.7.

ootipowerline-desktop: //home/poverline$# dd if = /dev/zero of = filenawe count =

Figure 4.7: Script used to create files of varying sizes.

In the script parameter declarations we employeddéta definitiondd) Ubuntu Linux
utility. The dd parameter reads from its standard input and wtde$s standard output,
unless programmed to follow certain specificatidngrigure 4.7 we specified in the script
the input file name as the standard input defasilbgif argument which stand for input
file. A special file calleddevizero  present in Unix-like operating systems was usetth@s
input file for our script. The filedevizero  declared in the script provide as many null
characters as are read from it. These were usgdrterate clean files of specific sizes for
this research. The argumenitn thescript specified the output file name to which bytes

of certain block sizes were written. Argumeatint specified the block size, in other words
the file size.

The script read the input filgevizero , did the specified conversions, and then copied th
converted data to the output filename . The input and output block sizes were specified.
The term block refers to the quantity of data readvritten by the script in one operation
where sizes are specified, and then a number @sbyte expected indicating the output
size. Thecount argument specified bytes for file size; the bytese then converted and
copied to the output filélename . In essence, the script copies and optionally edsv
data. It uses an input buffer, conversion buffecahversion is specified, and an output
buffer. Reads are issued to the input file or devar the size of the input buffer, optional
conversions are applied, and the size for the adipfier is issued. This allows input and
output requests to be tailored to the requiremehta task. It directs the output to the

standard error, which reports the number of full ahort blocks read and written.
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The script created ten files by modifying tbeunt parameter for each file size. The
created files were 500B, 5KB, 10KB, 500KB, 5MB, 1BM25MB, 50MB, 75MB, and
100MB. These files were made to be larger tharegpected. This was done so to push the
experiment configurations to higher usage levelsrder to observe how they deal with the
intensity of handling larger files. The assumptioehind this is that if the system can
handle the larger files efficiently then it would Bble to handle normal usage and to scale
to higher usage levels without performance degrawdatn turn these ten files were then
loaded on the server through the transfer scripéldped in section 4.6 was then employed
to transfer the files across the network. At thenesaime, transfer script monitored the
throughput and time usage of each transfer proae®ss the three different experimental
network set-ups from the server to the client. fidllewing sections elaborate the tests and
characteristics that comprised each of the thrgeerxental environments that were
configured for this research.

4.7 Outline of the Data Transfer Experiments

To conduct the experiments three network set-upe designed to measure the achievable
transfer time and throughput of each of the enwirents considered. First and second
experiments conducted were in a laboratory enviemtmTwo network set-ups were
installed, tested, and verified in a controlledismvment with as little network disturbance
as possible. All the tests were conducted with ndtwcommunication minimized except
computers involved in the experiments. The thirgegiment set-up was implemented and
tested in a multibuilding setting. The experimeat®ence consists of following three
phases:

» Experiment One: Laboratory Data Transfer in a Plo@iEBnment

= Experiment Two: Laboratory Data Transfer in a Mix@&dent Environment

» Experiment Three: Multibuilding Data Transfer iPBC Environment

The LV First Model for Home User (Chapter 3, FigBd2) was followed when we
designed Experiment One. In Experiment Two, Hyl8&t-up Model (Chapter 3, Figure
3.18) was found suitable; we constructed the erpant in such a way that instead of

mixing home and professional users we mixed thedivand PLC and Ethernet LAN
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technologies. Experiment Three was designed closellpwing the Second Model
(Chapter 3, Figure 3.13) proposed for the Local Hlogpology Architecture. Transfer time
and throughput, were measured using exactly the $éas. The type of clients, number of
clients and distance were the testing componeatsvibre altered in each experiment set-

up. The following sections illustrate and explairdetail the experiments constructed.

4.7.1 Experiment One: Laboratory Data Transfer in aPLC Environment

For this experiment, two computers were configuwed as a PLC server and the other one
as a PLC client node in a in laboratory environmbntthis configuration PLC was
connected to the frequency division (FD) repeatel which was in turn coupled to the LV

grid as indicated in Figure 4.8.

4.7.1.1 Experiment Configuration and Methodology

The server(s) and client(s) were placed in the dtastomputer Science Laboratory. The
experiment configuration consisted of two Proliné0BGHz Pentiuntv machines with 1.0

GB of RAM and had Ubuntu Linux 6.10 installed. Té¢mmputers were connected to the
PLC network via the same power strip to give anoshrideal powerline channel. One
machine configured as a client and the other wgdeimented as an ftp server. Both
computers were connected to separate MistubishisCREich in turn connected them to
the PLC network. The PLC client machine communitatgth ftp server through the

Mistubishi FD repeater. The FD node handles allrét@ying of the communication signal
and the management of the PLC network. The follgvérperiment structure in Figure 4.8

was implemented for the tests.
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Figure 4. 8:Experiment One: Laboratory Data Transfer Configarat

The server and the client were installed with @adice of 10 m between thetR. addresses
172.20.56.40 and 172.20.56.112 were assigned tolit and the server respectively, the
very moment they were connected to the netwtking the experiment traffic load on the
network was minimized to the computers executing transfer tests. As previously
explained in section 4.7 ten files of varying sinee created and loaded onto the proftpd
server. The varying file sizes were chosen to maenhardware uncertainty and human
error. The PLC client requested files one at a tiroen the server over the PLC network.
During each ftp transaction execution, the tensfikeere each transferred utilizing the

transfer script presented and discussed in sedttarin all the transfers, under this section,
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the files were retrieved and measured individudtyother words, the client requested and
accessed the server and transferred one file at tim

The transfer script recorded the transfer stasistit each file retrieved from the server
during each transaction. The transfer script de@¢he output statistics of each transfer to
the output fileftpstatistics on the client machine. These file transfer meansargs
were done and the statistics taken on a daily biassim Monday 18 to Friday 14
September 2007The downloading requests were initiated by thentlreachine using the
cron mechanism. This allowed the transfer to startpscsdied times as explained in
section4.6. This experiment has real-world significance in thatovides raw performance
metrics of how well the PLC network is able to hiandnd support network applications

such as file transfer.

4.7.2 Experiment Two: Laboratory Data Transfer in aMixed Client Environment

This section presents an experiment configuratibat texamined the comparative
performance of PLC and Ethernet LAN. The experimevere done in a laboratory setting.
The experiment measured the same variables asopsdyiexplained in Experiment One
section 4.9. The server was connected to the Wsityesf Fort Hare (UFH) backbone and
was accessed by both the PLC node and the Ethevdet

4.7.2.1 Experiment Environment and Methodology

The first experiment configuration was modified the second experiment, in that, file
transfer requests were now from two nodes of differtechnologies. Of the two client
machines, one client node was set up on the PL@onketand the other client node on the
Ethernet network. The client implemented as an fegtenode was connected to the UFH
LAN network. The PLC CPE was connected to the U8B pf the computer and to the

AC power outlet. All the computers used in the eipent were Proline 3.40 GHz Pentium
IV machines, running Ubuntu Linux 6.10. To compareCPand Ethernet, the ideal

experiment set-up was designed as illustratedgargi4.9 below.
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Figure 4. 9: Experiment Two: Laboratory Data Transfer Configimat

The average distance of the A/C outlet and therg#td AN network point from the server
was 10m. Each node was configured to obtain ardtPeas dynamically. When the PLC
node was connected to PLC network, IP address @ BB20 was assigned. On the other
hand, the Ethernet node was allocated 172.20.5&5% IP address by the DHCP server
when it was plugged to the Ethernet LAN. The tesse done in the Computer Science
Laboratory with an average load equivalent to hameffice scenario. The measurements
were observed for a period of 5 days from Monda¥} &0 Friday 14' September 2007.
Besides the operating system, there was no othgr ragplication running at the time of
file transfer.
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The downloading script on the client node measbiet the file transfer rate and the time
elapsed during each in transaction on every filethBhe PLC client and Ethernet client
simultaneously initiated file transactions as defirby thecron mechanism. The transfer
scripts measured the time and rate at which filesewransferred and just as in the previous
experiment, 10 files were retrieved. The statisttese appended to a designated output file
ftpstatistics after the transfer procedure of each file. Thdsmts were equidistant
from the server. This experiment is unique fromeotexperiments because it mixed both
PLC and Ethernet clients when accessing and triingaeith the proftpd server. These file
transfer tests enabled us to examine the extewhtoh PLC compares to Ethernet LAN

under the same file transaction load.

4.7.3 Experiment Three: Multibuilding Data Transfer in a PLC Environment

The experiment configuration here was designeddasure the data transfer capability of
PLC in a multibuilding setting. The primary inteoti of this phase is to analyze the
potential of PLC solution as a network system aifmgildings. This was done so as to
have an indication of the performance of PLC a®latisn for broadband services in a
wider coverage. The data transfer was done betws=rComputer Science Laboratory
(CSC) and the GIS Laboratory (GIS).

4.7.3.1 Experiment Environment and Methodology
The installation of this experiment was undertaketween CSC and GIS Laboratories
where the environment had the least disturbancsilles The client node was installed in

the GIS Laboratory and the server node was placedhé CSC Laboratory. The

configuration in Figure 4.10 was designed and digethese multi-building experiments.
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Figure 4.10:Experiment Three: Multibuilding Data Transfer Cgpfiation.

The configuration had a distance of about 80m betwtee master node (in CSC) and the
client node (in GIS). We executed these multibaddexperiments in the timeframe of
Monday 22% to Friday 28 October 2007The same ten files were transferred as was done
in the previous experiments. The PLC solution ipeeted to perform reliably in such an
environment. The testing environment for collectihg performance results comprised
DHCP server, file server and the client machiné.ti#é¢ computers were Proline 3.40 GHz
PentiumIV equipped with 1.0 GB of RAM. The DHCP server ahne file server were set-
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up in the CSC Laboratory and the client node wakenGIS Laboratory.

The test network set-up also consisted of tifeGzneration Mistubishi Electric modules,
connected to the USB interface of the computertarttie electrical socket. The operating
system on all the computers was Ubuntu Linux 6B4xh of the computer interfaces was
set to obtain an IP address automatically. WhenRh€ CPEs were connected to the
computers, the DHCP server assigned IP addres@e20156.64 for the client node in the
GIS Laboratory and 172.20.56.40 was allocated ¢ofite server in the CSC Laboratory.

The DHCP server was assigned 172.20.56.112 onEreLLAN as depicted in Figure 4.10.

Apart from the operating system there was no othejor application running on the

computers at the time of file transfer. The expentrconfiguration was isolated from other
network traffic to ensure the accuracy of the tests

4.8 Conclusion

The chapter has presented the setup and the slutdegslementation of three distinct
experiments with the characteristics of each expant environment. The three experiment
configurations were:

» Experiment One: Laboratory Data Transfer in a Plo@iEBnment

= Experiment Two: Laboratory Data Transfer in a Mix@dnt Environment

» Experiment Three: Multibuilding Data Transfer iPBC Environment
The objectives of the experimental work, hardward software utilized in this research
were discussed. The chapter also presented théopgawent of the file creation scripts and
file transfer scripts. The experiments were dondeurdifferent settings and shared the
same variables of measurements. This chapter kias gi description and execution of all
the experiments. The results from these experim@etanalyzed in the next chapter, which

focuses primarily on results evaluation and presteot.
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Chapter Five

Results and Evaluations

This chapter presents and analyzes the results fegperiments executed usingf 2
Generation Mitsubishi Electric PLC Technology. Thsults are from three laboratory
and multibuilding experiments implemented and arplhpreviously in Chapter 4. The
analysis of the results is made on the basis afisfier time taken and throughput
achieved. Data were captured and computed usingrtathematical equations (4.1),
(4.2), (4.3), and (4.4) presented in Chapter 4, augiation (5.1) in Chapter 5. By
showing a set of graphs from the experiments ttepteln explores broadband PLC
performance behaviour in each experiment configarat Of interest also, is the
presentation, comparison, evaluation and discussibbroadband PLC and Ethernet
LAN performance results. The chapter enable dedustito be made on whether
broadband PLC potential can provide adequate thigug to meet requirements of the
most demanding broadband applications of todaytaeduture.
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5.1 Analytical Discussion of the Data Transfer Exp@gmental Results

This section describes and evaluates the transfeg &and throughput results of the
experiments undertaken based on the measuremeidn. téVe experimented on the
practical implementation of PLC we did not meastine noise levels. The results
evaluation phase collects raw data statistics asehiizes this data using a set of extensive
and conclusive graphs. The raw data set consi$tedtcomes of experiments executed and
described in Chapter 4. The outcomes can be diffezach time the measurements are
done. After the execution of experiments, we preedshe measured data and computed
the data using equations (4.1) and (4.2). The @bgof data processing were to visualize
the raw data obtained from each individual measargnn each experiment in form of
extensive graphs in order to facilitate comprehensanalysis and evaluation of the

adequacy of PLC in the experiment settings usiag atjuations (4.3) and (4.4).

The graphs illustrate two types of results, one dagdict throughput and the other set
transfer time taken by each file. Throughput isorded in megabits per second (Mbps) and
file size is shown in megabytes (MB). A total ohtéles were transferred across each
experiment setup. The evaluation scheme consist3 agbnclusive graphs showing results
of all the experiments done in this research. Wasgmt the results for a period of 5 days
per experiment configuration in the following ordgraphs presenting the transfer time and
throughput with data for each day, graphs presgrdéwerage transfer time and average
throughput, and graphs showing the optimal loathefPLC link. This will be presented

and explained in detail in the following sections.
5.2 Experiment One: Laboratory Data Transfer in a R.C Environment

The tests under this section were performed tor&soethe baseline throughput and
transfer time values of PLC using a single PLC ntlien a controlled laboratory
configuration. The study recorded measurementsrobsdérom Monday 19 to Friday 14'
September 2007. A total of ten files were transf@mcross the network in this experiment

setup. This case helped us compare performancegnatphs plotted in other experiment
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configurations which are presented later in thepBdra Assuming all is equal any change
in the load is expected to affect the PLC perforoesand transfer time.

5.2.1 Discussion of Performance Experiments Results

Figure 5.1 shows data transfer time taken by edehahd Figure 5.2 illustrate PLC
throughput versus the file size with respect tadatan handle per second. Both Figures
5.1 and 5.2 show multiple curves, each curve isvgipthe transfer time and throughput

behavior of the experiment setup for each day.
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Figure 5.1: Broadband PLC Transfer Time Figure 5.2: Broadband PLC Throughput

The results recorded in Figure 5.1 above, (compusatg equation (4.1) and (4.2)) shows
a positive relationship between file size and titaken by the PLC node during file
transfer. As the file size increases, transfer tate® increases. From 500B to 5 MB file
mark transfer time is below 1 second meaning thatdmaller the file, the faster it is
transferred. The reason which may be accountetigoig that at low file loads the PLC

channel was not yet filled to its capacity and tiisant less congestion for the PLC link.
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This study found that as the size of the file tara@sferred increases more time is needed
to transfer it. Transfer time increased gradually foom 5MB file to 100MB as file size
increased it took longer for the PLC node to tran&rger files. There is phenomenon on
the 500B file in Figure 5.1 where transfer timenigh and on other days it was low. This
might be because by the time the request for dataissued by the client, it is possible that
the data was already residing in the client's mgmand thus the request was satisfied
immediately on Monday to Thursday than on FridaisTled to the 500B file having a

lower transfer time on all other days except onldyi

The study observed and found that as the file isiaeased, the longer it took for the PLC
client to retrieve the files. The reason why braadb PLC took longer to transfer larger
files might because of how our transfer script veatkThe transfer script first reads the
contents into the buffer, fetches the contents ftboembuffer and writes them to the disk.
After writing to the disk the script verifies thehwle data in the buffer to see is it has been
written then it gives a success message. Verifinais not part of writing to the disk but
during disk writing, verification is considered babt yet done. Due to verification extra
time is consumed. This might explain why the sttaiynd that at some instance throughput
was far less than expected (high transfer timepe@aly all the five transfer time curves
from Monday to Friday are closely aligned and as=iim gradual increase or trend as the

file size increases.

Figure 5.2 illustrates PLC throughput for each diam Monday to Friday. The study
observed that from Monday to Friday files 500B, 5&&] 10KB files achieved throughput
values of less than 10 Mbps. It is from the 10KR fihat throughput ascends sharply
achieving highest throughput value of 89 Mbps oe %0 MB file. Such a good
performance can be attributed to the fact thaldbad on the grid was low during the time
of the experiment and that only the machines ine@lin the test were allowed to run and
all other computers or electrical gadgets wereched off. This lessened noise on the PLC
channel. The other reason might be that it was lmbaratory environment meaning that
PLC was operating at high frequency and the path siarter and less attenuated leading

to better performance. From the 5MB mark onwardstla curves except for the
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Wednesday curve begin to have a peak and vallégrpanore pronounced in some curves
than in others. It is noticeable that, Thursday &nday curves suffered rapid drops in
throughput values on the 15MB and 25 MB file madspectively.

One obvious observation from Figure 5.2 is thatdhere many severe throughput drops
and variations with larger files .Standard deviatof 19.21783 Mbps and a variance of
57.50916 Mbps were observed, these were compuiad tie equations (4.3) and (4.4)
respectively. This is so because when files arellstiee link was less congested and
throughput values had a small variance. In FiguBetbe curves experienced an almost
similar trend with the Wednesday curve being adetoother. Peak throughputs were
achieved at different levels and at different firaarks as shown. We noticed that when
PLC achieved its peak value it was accompanied ¢gnadual decline on throughput values
as file size increased. From Figure 5.1 and Figu2eit can safely be said that as offered
load is increased, throughput grows until a samapoint. On reaching that saturation
point throughput significantly declines as the 8lee is increased. Figure 5.3 and Figure

5.4 depicts the change in the average time andiggehroughput respectively.
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Figure 5.3: PLC Average Transfer Time Figure 5.4: PLC Average Throughput
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In Figure 5.3 a distinctive pattern is preset, ¢hiex a strong relation between the two
variables: file size and average transfer time. lteamsfer time for the first small files of
below 1 second is observed. Then it increases ghgdtrom 500KB till an average
transfer time value of 9 seconds on the 100MB filais confirms the results shown
previously on Figure 5.1 that transfer time incesawith file sizes meaning small files are
retrieved faster than larger files. In other wodierent files of different sizes require
different amounts of transfer time. The relatioident in Figure 5.3 between average time

and file load variation may be confirmed by secto® results.

Figure 5.4 clearly shows the average throughputefach file size and the maximum
attainable throughput. The average throughputsstaut low and it is below 10 Mbps for
the first three files. A gradual increase in averaigroughput is observed peaking at 86
Mbps on the 50MB file and then it is followed bygeadual decrease till the 100MB file
mark. The increase of the average throughput wi¢ghsize from below 10 Mbps to an
average throughput value of 86 Mbps may be atetbtd the following reasons. Firstly it
may be that during the time of experiment the ottarastic impedance of Mistubishi PLC
was greater than that of the LV grid leading toghhthroughput value. Secondly it could
have been because at low file loads the PLC pipenbaiyet utilized all of its capacity. So,
some of the bandwidth is still unused thus smadfmean low congestion. Therefore,
PLC throughput increases as the file loads inceetibet uses all of its available capacity
from then on throughput values start to drop wité increase. In this case PLC is also
dependant on the file load as it is with any ottr@adband technology as will be explained

and confirmed in section 5.3.1.

A close analysis on Figure 5.4 shows that PLC eqaig performance increased with the
increase in file load up to peak throughput. PLQuileixs what seems to be a direct
proportion between the file size and the PLC pemnfioice up to a certain point (86Mbps).
Consequently, after 86 Mbps PLC performance reaemesinstable plateau while the
transfer time continues increasing. The peak thipugis far less than the 200Mbps
advertised for the PLC nodes in uskhis suggests 1) a possible higher impedance

mismatch at some point along the channel. Thiswehis observed from the 50MB file
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mark onwards. This also suggests that 2) largelddéds transmission cause collisions with

retransmissions of the packets leading to perfoomategradation. Figure 5.5 show the

optimal load the PLC link can handle.
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Figure 5. 5:PLC Link Optimal Load

Figure 5.5 above shows that the optimal load ofRh€ link is around 500KB. This was
computed from the experiment data, using the fahgwelationship (5.1) expressing the
power of a given network

I[Throughput}u' 5.1)
Power = —
Delay

Where({l. network factor is set to 1 in this case.

It should be noted that the results presented garEi 5.3 and 5.4 are only reliable for an
averaged performance indication. In this experimsognario PLC shows the best

throughput there is less contention and becauseadtmenunication signal is less attenuated.
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The performance of the PLC network increases mpoiess sharply up to the point where
its effective copper bandwidth becomes insufficiéant serving the increasing file load
creating a huge, even unacceptable delay (Figu2eabd Figure 5.4). Conclusively
laboratory experiments results depict that an esirgy file load would have an increase on
throughput till a point when a further increase dompose a negative effect on the PLC
performance. All the file transmissions were susfigdly completed. The graphs illustrated
in this section are actually a product of a seviegbservations and measurements recorded
in a period spanning 5 days. Hence, it can be drthed inaccuracy of the transfer time and
throughput measurements are low. The next sectiosiders two nodes PLC and Ethernet
LAN engaging in simultaneous file transfer connaasi.

5.3 Experiment Two: Laboratory Data Transfer in a Mixed Environment

This section presents, compares and analyzes sedoite in a mixed client laboratory
setting with PLC and Ethernet LAN nodes. The rastdhsidered here were executed from
Monday 17" to Friday 2%' September 2007. The results are depicted in fdrmraphs
showing how both nodes performed when subjectetthéosame file load and how they
operated under the same conditions. The experio@iiguration closely models a mix of
nodes from different networks. Hence, in the follogvsection the researcher expects the
experiment to exhibit a different behavior.

5.3.1 Discussion of the PLC Data Transfer Multibuitling Experiments

Figures 5.6 and 5.7 show the transfer time redaftboth PLC and Ethernet LAN nodes
respectively. Both figures have 5 curves depictimg transfer time taken by each file per
day. Figure 5.6 shows that PLC transfer time onS®@B was higher than transfer time on
Ethernet LAN (Figure 5.7). Both nodes took lessithasecond to transfer the first five files
(500B to 5MB). It took less time to transfer snfdis than the larger ones a trend which
was observed previously in section 5.2.1. The ckangtransfer time in Figure 5.6 is

similar with minor variations to the change takgnHihernet in Figure 5./Both graphs

illustrate generally similar trend, less transfaret for smaller files then gradual increase as
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the file size increases.
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Figure 5.6:PLC Node Transfer Time Figure 5.7:Ethernet Node Transfer Time

Figures 5.6 and 5.7 show that transfer time taked@MB file by PLC is more than that

taken by the Ethernet LAN client on the same fach a high transfer time on PLC may
have been caused by other processes running, p&md®tor data corruption which

triggered retransmission of some packets thereldingcdextra time, hence more time was
taken. Error-handling mechanisms are applied to Bi§tems to solve the problem of
transmission errors caused by LV disturbances.apmdication of forward error correction

(FEC) and usage of Automatic Repeat reQuest (AR@chanisms provides error

correction and retransmission of defective datavéler, this consumes PLC transmission
capacity in form of overheads and introduces extaasmission delays. This might be
another reason why PLC had such a high transfes. firhis trend is also evidenced on the
Ethernet LAN node. From research findings the stuayld like to safely argue that

increasing the file size resulted in the increasdehe transfer time on both PLC and

Ethernet LAN nodes.
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Figures 5.8 and 5.9 below illustrate the throughgehieved by PLC and Ethernet LAN.
The throughput results were derived according teaggn (4.1) where Sreflects the size
of the transferred file andyTs the time between when the file was send anchwhe file
was received. The graphs have 5 curves each cepietihg the throughput achieved for 5
days. On the first three files both PLC and Ethetn®N throughputs are low. Though,
throughput values achieved by PLC are lower thasehby Ethernet LAN during that
initial phase both nodes achieved throughput Idlvan 10 Mbps. From the 10KB file both
nodes experienced a sharp rise in throughput argértain point where throughput started
to decrease.
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Figure 5.8:Broadband PLC Throughput Figure 5.9 Ethernet Throughput

In Figure 5.8 there is a similar noticeable phenmomeon PLC throughput as was observed
earlier on in Figure 5.2. There are valleys in tigfgput values starting from 15 MB with
exception of the Friday curve. These valleys opdrare sudden and drastic depicting the
deterioration of PLC performance. The fluctuatiewdl from 5MB to 100MB is high, with

a variance of 205.4647 Mbps computed using equddof) and standard deviation of
14.33404 Mbps computed by equation (4.3) for PLGlavkthernet LAN variance and
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standard deviation is 12.42862 Mbps and 3.52542¢9Wespectively. The variance is
generally very small up to network saturation whienfiles become larger.

A reason that may account for such drops, at thistpmight be the unstable or variable
nature of the PLC channel during the period of expentation. Because the PLC channel
is a shared medium switching on and off of commytieghts, electrical gadgets might have
caused our throughput results to fluctuate. Anotie@son may be that those oscillations
might have been caused by the competition for messubetween PLC and Ethernet LAN.
In Figure 5.8 and Figure 5.9 one can see that tisengore than one incident where PLC
and Ethernet LAN throughput was low. This findinmutd have been a result of the effect
of processor scheduling on our measuring methothertransfer script. The researcher
would like to argue that the reason for low througis can be attributed to the suspension
of the measuring or transfer script by the processzause a process of higher priority
needed to be executed and that added extra tintbetdransfer time leading to low
throughput values

In Figure 5.9 Ethernet LAN experienced less promednthroughput drops. Initially
Ethernet LAN throughput is low from 500B to 10KBdathen it alters by rising steeply
untill the 5 MB point from where it varies for lagfiles. Both Figures 5.8 and 5.9 exhibit
similar patterns notably that throughput incredsas a minimum of less than 10 Mbps to
a high value then it starts to decrease. Fromxperanents, PLC node performed better on
Tuesday than Ethernet LAN. PLC achieved highesiudjinput of 90 Mbps with Ethernet
LAN achieving around 86 Mbps. The effect of the fdize on throughput is interesting,
especially when another node is added.

There are two important phases that can be idedtifi both Figures 5.8 and 5.9: a slow
start and a saturation phase. In both Figures lthe phase starts at 500B and ends at
10KB. Also, PLC performance improved substanti&ibm 10KB file point up to 75MB in
the same way it improved with the Ethernet LAN. dighput achieved by PLC is slightly
lower than that achieved previously in sectionB.Zhis is so because it is affected by file

load and by the addition of a competing EtherneNLAode. But, when the file size
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increased, the observed data transfer time inadgas similar way it did in before section
5.2.1 experiments. The following Figures 5.10 arfdl Jpresent and compare average time
and average throughput achieved by both nodesrd-a0 graphs the average number of
seconds the data had to take to transfer files de#h networks. These calculated

according to equation (4.1) and average valued#ffefrent delays using equation (4.2).
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After a slow start phase, the average transfer fon®LC increases gradually identical to
that of Ethernet LAN. In section 5.2.1 we obsenradimilar pattern. In transferring the
100MB file PLC ends by taking 10 seconds slightigder than the average time taken by
Ethernet LAN on the same file. But difference i¢ n@arked, leading to the understanding
that PLC behavior is similar to that of EthernetNLAHence, PLC has characteristics and
capabilities equivalent to Ethernet LAN and anyeotibroadband technology for that
matter. As the file load increases, the averagestea time increases gradually for both
nodes. On more than one occasion we observed tieat using PLC the average time was

slightly higher than when using Ethernet LAN. Theeall PLC average transfer time is
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comparable to that achieved by Ethernet LAN. GdheRLC exhibited the same pattern
and behavior to that taken by Ethernet LAN. Thiefocms that PLC has the potential and
compares well and is capable of achieving betteiopeance similar to that of Ethernet
LAN.

Figure 5.11 shows average throughput and there nsodest reduction on throughput
achieved by PLC. A rapid increase in throughpuinfrine 10KB file point for both PLC
and Ethernet LAN is observed. Ethernet LAN achiet®@peak average throughput value
of 87 Mbps while PLC achieves a peak value of 8p#iihere is no big difference. This
shows that PLC compares well to Ethernet LAN thoitgeurpassed PLC by a slight
difference of 2 Mbps. Beyond the peak averageutiiput (85 Mbps), PLC limitations set
in and the average throughput ceases to incraaseavorthy to highlight that PLC operates
on the Carrier Sense Media Access/Collision AvoogailCSMA/CA) communication
protocol stack. It can be noticed that PLC throughyse with increased file traffic and
levels up to a point. At that point, collisions betp occur with greater frequency, resulting
in a gradual reduction in PLC network throughpuir Both nodes one similarity can be
noticed that average throughput increased rapiddyraached a maximum point and then
decreased.

Ethernet LAN throughput drops with the file loadiiease but, the decline is more rapid for
PLC than it is for Ethernet LAN. The Ethernet LANde maintains a high average
throughput level. On the contrary the PLC netwoiintains a slightly lower level of this
parameter but with a similar pattern to that of détiet LAN. The Ethernet LAN node
performed marginally better than PLC but overallgthb nodes yielded the best of
throughputs values. Instead of gradual increasepshcreases are observed for PLC, from
25MB file average throughput rapidly rises untilpgaks and then sharply declines. For
smaller files average throughput for both PLC arideknhet is less than 10 Mbps. We
encountered a similar pattern in section 5.24.can be seen, from the peak value PLC
average throughput starts dropping and same thpatgteterioration is seen for Ethernet
LAN starting after throughput saturation. Figuré5shows the optimal link of both PLC
and Ethernet LAN.
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Figure 5.12:PLC and Ethernet Optimal Load

As indicated in Figure 5.12 above the optimal lio&d according to equation (5.1) for both
PLC and Ethernet LAN is on the same file 500KB giothat of PLC is lower than that of
Ethernet LAN. By analysis the experiment result®vehthat as file size increases
throughput also increases untill a certain poiritere further increase in file size leads to a
decrease in throughput. Figure 5.8, Figure 5.9Fgdre 5.11attests to this argument. The
point from where throughput starts to decreaséffisrdnt for both PLC and Ethernet LAN.
All'in all PLC performance is comparable to Ethérb&N. As shown in Figure 5.12 both
nodes share the same optimal link load file (500kB) as such it confirms the
comparability and capabilities of PLC as a broadbi@ehnology to Ethernet LAN.

The maximum PLC throughput obtained in section 15i8. slightly better than that
achieved under this section. In experiment onei@ecd.2.1 maximum throughput is
achieved on the 50 MB while in this experimentitachieved at the 75 MB file mark. In
other words the throughput peak is achieved earlgaction 5.2.1. In this section it is
achieved late and is lower in comparison to secBdhl results. This confirms that

addition of another node has effect and may leacdddformance degradation thus
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throughput is dependent on the number of nodesconfiguration. PLC has shown to be
dependent on the size of the file load and is &ftedy the number of nodes. Such a
characteristic or behavior is bound to affect angadband technology the same way it
affected PLC and Ethernet LAN. All files were sussfellly transferred by both PLC and
Ethernet LAN nodes during the experiments. Moredwe€ has proved that it has the
potential to support broadband applications innailar way Ethernet LAN does and this
experiment attests and proves such an argumerg. éldpieriment has acted as a baseline
for comparison and helped us compare PLC performanth other technologies such as
Ethernet LAN.

5.4 Experiment Three: Multibuilding Data Transfer in a PLC Environment

Finally, we analyze and present how PLC performed imultibuilding setting with an

average distance of 80m between the master nodeeirComputer Science Laboratory
(CSC) and the client node in the Geographical afafiation Systems Laboratory (GIS).
The researcher has executed these multibuildingrerpnts in the timeframe of Monday
22" to Friday 28 October 2007Section 5.4.1 shows all of the data transfer time a
throughput results achieved by PLC during the a@rpamt and gives detailed analysis of

the results.

5.4.1 Discussion of the Multibuilding PLC Data Trarsfer Experiments

To investigate transfer time and throughput in teohdistance we had to put the client in
remote location, the GIS laboratory and we kept gbever in the CSC laboratory. The
following Figures 5.13 and 5.14 show results foptighput and transfer time respectively
as computed using equations (4.1) and (4.2). Befomving on to discussing the

performance results, it is important to mentiort tiesults in section 5.2.1 and 5.3.1 will be
compared to results presented here in order toagethe influence of distance on PLC

performance.
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Figure 5.13:Broadband PLC Transfer Time Figure 5.14:Broadband PLC Throughput

Figure 5.13 shows a gradual increase in trangiee as file size increases. From 500B to
5MB file mark the transfer time generally is beldwsecond and from 15MB onwards
transfer time rises rapidly going beyond 12 secanaept for the Friday curve. There was
so much time taken retrieving files because thentlivas now at a more remote location
(80m away) unlike when it was in the CSC laboratdrye transfer time in Figure 5.13
shows that an increase in distance leads to aedserin the transfer time. Such a delay
among other reasons as will be explained laterdcbaVve been triggered by other processes
on the client machine that may have been consui@ifng resources at that moment of
transfer. The results show that the further aget@PEs are the longer it takes in order to
make them communicate. This logically confirms tthat higher the transfer time (because
of distance) the lower the throughput is likelybt® achieved. All in all PLC transfer time
depicted in Figure 5.13 shows a rather steady #&molesbehavior on all 5 days of the
experiment.

It can be clearly seen in Figure 5.14 that fromB@0 10KB throughput was below 10
Mbps. As the file size increased from 10KB througihalso increased for all the 5 days,
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achieving highest throughputs different points.otlyghput started to fluctuate from 5MB
file, achieving variance and standard deviatio®@52959 Mbps and 7.780076 Mbps for
the larger files respectively. Thus, the varianaeed significantly, more with larger files
than with smaller files. Because when retrieving finst three files the PLC network was
not yet congested, thus the throughput is steattyowi much variance. In comparison to
sections 5.2.1 and 5.3.1, Figure 5.14 shows thaughput decreases as the client moves
away from the server and also that the larger filee the greater the performance

degradation and variation.

As shown in Figure 5.13 and Figure 5.14 delay ghltand throughput is lower than in the
previous experiments (in section 5.2.1 and 5.3ijs was so because great distances mean
an increase in cable length this in turn increadt=nuation of the communication signal,
which logically decreases the throughput. As timgtle of the cable increases PLC become
affected by multipath propagation because of nungereflections caused by the joining of
cables and their different impedances. This resaltaultipath signal propagation, with a
frequency-selective fading. The most important @ffanfluencing signal propagation are
cable losses, losses due to reflections at bragghamts and mismatched endings of the
cables. This might have caused the throughput ¢pade as we moved the client further
away to the GIS laboratory. Each day achieved etskpghroughput value at different file
points and at different throughput levels. As olsdrby the researcher and as shown in

Figure 5.14 throughput decreased rapidly aftermegcthroughput peak.

As was the case in the previous configurationsti@es 5.2.1 and 5.3.1) it can be seen that
when PLC throughput reaches peak values, the PhCdets saturated and throughput
starts to decrease. There is performance detgaoror this experiment also as shown in
Figure 5.14. PLC performed more or less in a way #ny other broadband technology
would have done in the same situation, an increas® then a decrease behavior in
throughput as file size and distance increasess $hibecause PLC network utilization
increased as the file load increased up to a cepwaint from where PLC could no longer
sustain the file load, then throughput started e@&sing. The results of the test indicate that
throughput of the PLC network has dropped. The inegaffect of file load and distance
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on PLC throughput is more compromised as compavetheé previous experiments in
section 5.2.1 and 5.3.1. The following Figures 5atl 5.16 show average transfer time

and average throughput respectively.

PLC Average Transfer Time PLC Average Throughput
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Figure 5.15:Broadband PLC Average Time Figure 5.16:Broadband PLC Average
Throughput

Similar to the transfer time pattern shown previgus Figure 5.13, average PLC transfer
time show a slow start till 15MB file point then ansiderable increase as file load
increases. We noticed that as the file load anthmiie increases, PLC start to take longer
transfer time consequently decreasing throughipetause distance has increased and that
at high file traffic loads, data collisions, cychedundancy checks and retransmissions were
more prevalent it diminished PLC performance draaly. As depicted in Figure 5.15 it

is possible that collisions were so frequent théenv transferring larger files such as
100MB transfer time went up to over 12 seconds.

Figure 5.16 shows PLC throughput rising first lovirlgm 500B to 10KB, then rapidly until

the network is fully utilized achieving a maximumweaage throughput of 76 Mbps. At that
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point, throughput saturates. With contention-basetworks like PLC (CSMA/CA), the
fall-off after a certain point is fairly rapid bacse collisions interfere with virtually all
traffic on the network thus reducing the perforr@andhe amount of performance
degradation in PLC performance in Figure 5.16 issaterable as compared to PLC
performance in the previous experiments (sectio@sl5and 5.3.1). Changing file size
improves PLC performance untill a point where iasiag file size further decreases
performance (with increasing average transfer tinkg&jure 5.17 below shows that the
optimal load of the PLC link is around 500KB as guted using equation (5.1).

Optimal Link Load
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Figure 5.17:Broadband PLC Optimal Load

By observing Figure 5.14 and 5.16, it is not difftdo conclude that there is a relationship
between throughput and distance. This is confirnbgdthe high throughput values
exhibited in section 5.2.1 and declining throughyalties depicted here in Figures 5.14 and
5.16. In Figures 5.18nd Figure 5.15 there is a positive relationshipvben transfer time
and distance. PLC had relatively high transfer tifleading to lower throughputs) as
compared to values achieved previously in 5.2.1%8dL.It can be noted that increasing
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distance leads to an increase in transfer timeafted a certain point throughput decreases.
The main conclusion from this set of experimentthat at low loads the throughput
increases as the file increases up to a point whehggh file size imposes a drop in
performance gradually because of distance. PLQugfimout dropped with distance in the
same way it does with any other broadband netwbrkas observed that broadband PLC
has performance behavior similarities and qualitess those possessed by broadband
technologies such as Ethernet LAN. In addition db@end PLC was able to transfer and

maintain good performance over the entire CSC aisdg@d.

However, distance affected PLC performance whenpeoed to laboratory experiments
results presented in sections 5.2.1 and 5.3.1.mié&-building experiments results have
shown that distance compromises performance. A&sldhd continued to grow and the
distance between increased throughput was affawedtively. A reason for this, apart
from reasons given before, might be low signal poweC is allowed to operate at.
Broadband PLC can act as an antenna thus becomingise source for other
communication systems working in the same frequenaoge. So, broadband PLC has to
operate with a limited signal power, this in tuecreases its performance with distance. As
a result, of limited signal power PLC become manesgive to disturbances on the grid and
longer distances (CSC to GIS) this consequentlgredeses its performance. It is also good
to point out that during the experiments broadbBb@ was able to transfer all the files
across the distance. PLC exhibited full connegtisihce all nodes were visible all the time
of the experimentation even after we increasedadcs. In all the experiments executed,
the research findings revealed and proved that Pafuture and potential to handle and
support broadband applications as efficiently difectévely as Ethernet LAN.

5.5 Conclusion

The chapter has presented broadband PLC performentss three real world experiment
configurations. The chapter enumerated extensiweggh experiment. Comprehensive
description and analysis of transfer time and thhpuwt results was presented. These
results were shown, explained and compared in Ilgsive graphs. The research

explained poor and best PLC performance as a prognisroadband communication
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technology. Furthermore the chapter analyzed and discussed Pé&@ormance in
comparison with Ethernet LAN. The results have shélat broadband PLC performance
is similar with minor variations, to that of the dwin broadband technologies such as
Ethernet LAN. Thus, the real broadband PLC netwaalk observed to provide throughput
stable and comparable to Ethernet LAN with full mectivity. This confirms and shows the
potential of PLC as a technology capable of datarnanication over residential and office
grids. In the next chapter we summarize our coatidns, present our conclusions and

discuss possibilities for future research work.
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Chapter Six

Conclusions and Future Research

This chapter presents a discussion of the delidesabf the research in parallel with the
research objectives that were presented in thé dingpter. Stating the extent to which the
research statement has been fulfilled by providirgymain achievements and conclusions
of the research. A rundown of the thesis is prexkahd a comprehensive summary of the
important results of the research is offered. ldi&idn, it concludes by describing potential
subjects of interest for future research that cob&l extended and done in this area of

research.
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6.1 Research Discussion and Goals Achieved

The research goals provide the structure of thii®g each research objective as stated in
Chapter 1 is recalled, answered and discusseddingty. As whole, the research done and
discussed in this thesis answers the research tohe Development of Methodologies for
Deploying and Implementing Local & Medium Area Biband Power Line in Residential
and Office Electric Grids!” All the six chapters of this thesis explain inalehow the
research was undertaken in providing comprehenaivalysis and deductions to the
research problem. The research findings have aethieresearch goals and made
contributions to the existing volumes of knowledge broadband PLC research by
providing and elaborating comprehensive conclusems contributions to the problem of
the statement defined in Chapter 1. The researals goutlined in section 1.3, are revisited
and followed in the same order according to thedtbpe of this research. Addressing the

individual research goals, conclusions can be n@adeach one:

First objective of the research:
= Developing methodologies for deploying broadban®@ Rh residential and office

settings acknowledging reliability and redundanoyeg the noise level on PLC.

The research came up with methodologies for suftdeB&C deployment in residential
and office areas. The research proposed possiltleodw@ogies that can be developed for
typical MV and LV PLC networks. The designing of ®imethodologies has demonstrated
to require special knowledge about the internal PéQuipment functionality and
implementation. The research evaluated the desigmnrements and description of the PLC
communication equipments. This study then propodéd, LV broadband PLC
architecture and LV user requirement methodologreshapter 3. In this sense, the
research findings explained advantages and dissalyes of each proposed broadband
PLC methodology. The proposed and presented broddbelyY and LV PLC
methodologies encompass both residential and offtectric grids. These PLC
methodologies provide reliability, efficiency an@nsiderable throughputs (as will be
attested by the second objective) to meet requinesnef broadband applications in
residential and office electric grids.
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Second objective of the research:
= To execute exhaustive experiments on broadbandiRti@ee environments which

closely mirror residential and office settings.

Through experiments in Chapter 4 the research ta®p that broadband PLC can achieve
significant throughput and that it is comparabletioer existing broadband technologies in
particular Ethernet LAN. As indicated by the resuit chapter 5, device arrangement
affects significantly the achievable throughput.eTresearch analyzed broadband PLC
performance in three different experimental confagions designed in laboratory and
multibuilding LV settings. InExperiment One: Laboratory Data Transfer in a PLC
EnvironmentPLC achieved 86 Mbps. This is considerably adexjtimtoughput to meet
requirements of most broadband applications. Tésgarch did show that at present such
throughputs are already sufficient for many usefabvative broadband applications, since
a number of useful services are already feasible data transmission in the kbps range.
Furthermore, Mistubishi PLC speeds are of the oode€200 Mbps and higher speeds are

envisaged within a number of years.

In comparison to Ethernet LAN broadband PLC achde84 Mbps inExperiment Two:
Laboratory Data Transfer in a Mixed Environmewhile Ethernet achieved 87 Mbps.
These results show that broadband PLC has theitapaaccommodate file load services
[Tinarwo et al 07] and is able to handle application data trassion just like Ethernet
LAN. Furthermore the results demonstrated that RoBabitated and shared data with
other networks in this case Ethernet LAN withoulpems or irregularities. IExperiment
Three: Multibuilding Data Transfer in a PLC Envinmentbroadband PLC achieved 79
Mbps and all files were transferred with full contieity over the entire distance of 80 m
between Computer Science Laboratory (CSC) and tt& l@boratory. It was able to
maintain good performance over the LV grid distandsough, it was observed that PLC
throughput dropped with distance the research drdhat PLC behaves like any other
broadband technology and it has qualities as tipossessed by broadband technologies
such as Ethernet LAN. According to the measuremamid analysis undertaken the

research advocates PLC as a broadband infrasteufttiihomes and offices based on the
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fact that it was able to transfer and support comipaition among nodes in all the
experiment configurations. The research has shdvat PLC can provide broadband
applications such as file transfer with adequataityuof service. The delivery of small to
large files was successful in all the experimentddentaken. PLC demonstrated
performance similar to that observed in EtherneNLAhe only major difference is that
PLC is still a maturing technology [Hrasnietal 04] with more research and technological

advancement it will become fully developed.

During the experimentation period there was no phemon observed that was contrary to
the results and conclusions observed and drawhibyé¢search. To that end, the research
project has been successful in showing the poteotibroadband PLC, as a promising
future broadband technology that can also be adlim efforts to combat digital divide,
while also providing a framework in which broadbdMdC research can be done to make it
a reality. Arguing and deriving from the results @Ghapter 5, and by observing PLC
experimental deployments in Chapter 4, it can beclemled that the research have shown
that broadband PLC can perform remarkably and densbly well and is equivalent to
other broadband technology existing on the markeits research has also revealed that
broadband PLC technology presents a cost-effectiternative for deploying broadband
networks. Nevertheless, it is worthy to highlighat, electrical supply networks were not
designed for communications; therefore, they do nepresent a favorable transmission

medium.

Third objective of the research:
» To undertake a comprehensive presentation of braadbPLC case studies
literature and a detailed analysis of deploymentgently being undertaken in the

broadband PLC research area.

Research and developments in broadband PLC ateveifanew and relevant information
is still very scattered and not easily available fesearch purposes. Lack of collective
information had been one of the primary motivatidrehind this research. Commercial

providers hold most of the available data conceyiine locations where broadband PLC is
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commercially available and actually being testekdeseé organisations have elected not to
make that data available on the public researchagonThis research has managed to
gather and evaluate literature on broadband Plalstand commercial deployments. It
serves as a general reference on PLC case stuidiedure with the presentation of a
comprehensive and detailed analysis of deploymieiside and outside of South Africa.
Broadband PLC has proven that, it is a viable Hvead technology as reviewed and
indicated in detail in Chapter 2. In addition, tlesearch has shown that broadband PLC
has grown tremendously as a technology from fixpeeences to large-scale technological
trials and commercial roll-outs [LittleO4]. Curréntthere are on-going PLC experiences in
South Africa[Kuun06], [Naidoo07] and commercial deploymentsdifferent countries.
The promising results of these broadband PLC e@peeis validate the technological
viability and potential of medium and local areaCPls a technology for broadband

delivery in residential and office grids.

6.2 Future Research Work

Future research can entail measurements and caopsarof results of PLC deployed in a
hybrid network with wireless or other networkingheologies. And analyze their influence
on each other by involving significantly more usevgler area and deduce on the basis of
the network formed and tested at various majortmalclocations. This research did not
experiment on the performance of delay sensitigffit¢t combined delay sensitive traffic
and elastic data traffic. Although, the study contit explore the QoS service and packet
priority provided by the real PLC network it willebinteresting to research that as an
extension and also the effect of mixed traffic oAL&L network. However, for PLC to fully
exploit its potential a clear and technology ndutgulatory framework for PLC is needed.
Despite the fact that, active work in PLC regulatioas allowed for commercial PLC
deployments to be a reality, special attention rbegpaid to the evolution of regulation and
standarddLittle02], so that investments in PLC networks agdare guaranteed in the

future.
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6.3 Overall Conclusion

The activities of the research have been of grgatest and would be of great interest to
broadband PLC research community. The researchltsebave provided important

information about PLC methodologies and end-uspligdion performance when running
in a PLC environment. These experiments have peavidnformation about the

performance and robustness of the broadband Pl@stnficture and in comparison with
the Ethernet LAN infrastructure under low, internage and high file load. The research
may help with the introduction of advanced ftp-oted techniques and differentiated
broadband services. In addition, this researchmigortant in that it has contributed an
independent study of ftp workload throughput ovesgible broadband PLC methodology
types and three experimental configurations wengoged to establish broadband PLC

data transfer performance.

This study also identified a number of current ¢emsts and future conditions that will be
required to facilitate and encourage large-scalepton and application of PLC. With
sound infrastructure planning and innovative retjota PLC has the potential to provide
high-end services at lower cost [ITUO3]. Currenthgre are several bodies that try to lead
the way for standardization of broadband PLC netwioilhese bodies are international
organizations and they are a valuable input inotivgjoing broadband PLC standardization
activities, bodies such as PLCforum (PLCforum), k&g Powerline Alliance
(HomePlug) and Open PLC European Research Allig@ERA) [Campiet al 05].
Broadband PLC standardization activities are atsduded in the works of European
Telecommunications Standards Institute (ETSI) andrropean Committee for
Electrotechnical Standardization (CENELEC) [Litdé@mong others.

In South Africa ICASA/STANSA has mandated a workgyoin 2002 for policy and
regulations on PLC [NaidooO7]. The workgroup conaginthe expertise of ICASA,
STANSA and industry stakeholders for the benefithef ICT industry. The workgroup also
works closely with international organizations menéd in the previous paragraph. The
workgroup has obtained permission from STANSA todiet tests and develop technical

specifications on PLC equipment. However, furtherkvshould be performed in order to
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achieve a standardized PLC technology with imprdeadures and behavior [Hrasniea
al 04].

It must be made clear that this study did not atgaé PLC is the mother of all broadband
technologies. In fact, the research is advocatimg®L.C potential to be given time as was
the case with other broadband technologies. Histargroadband technologies tells us that
technology evolve because of constructive critisisAt the moment, PLC is going through
growth phases as did other broadband technolog@esnuch research is still needed to
support it. As mentioned earlier, the study is agjuing that PLC is an all embracing
technology and that alone it will bridge digitavidie. Rather, this research argued for the
integration and participation of PLC as a solutiordigital divide and broadband delivery.
In this regard, PLC does not stand as the onlynal&t technology, but it appears to emerge
as an integrative significant broadband solutioep@&nhding on the regional or national
situation, and due to varying demands and capiasilitit is likely that the overall
information society infrastructure will have a hgbnetwork infrastructure. As a result,
MV and LV broadband PLC methodologies (or networ&s} certainly positioned as a
good complement or alternative for broadband dglivesince they can provide a
permanent, two-way connection to local and mediuea aesidential and office electric

grids as analyzed and presented by this research.
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