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Abstract 

Voice-enabled applications, applications that interact with a user via an audio channel, are used ex

tensively today. Their use is growing as speech related technologies improve, as speech is one of the 

most natural methods of interaction. They can provide customer support as IVRs, can be used as an 

assistive technology, or can become an aural interface to the Internet. Given that the telephone is used 

extensively throughout the globe, the number of potential users of voice-enabled applications is very 

high. 

VoiceXML is a popular, open, high-level, standard means of creating voice-enabled applications 

which was designed to bring the benefits of web based development to services. While YoiceXML 

is an ideal language for creating these applications, YoiceXML gateways, the hardware and software 

responsible for interpreting VoiceXML applications and interfacing with the PSTN, are still expensive 

and so there is a need for a low-cost gateway. 

Asterisk, and open-source, TDMNoIP telephony platform, can be used as a low-cost PSTN inter

face. This thesis investigates adding a YoiceXML service to Asterisk, creating a low-cost YoiceXML 

prototype gateway which is able to render voice-enabled applications. 

Following the Component-Based Software Engineering (CBSE) paradigm, the YoiceXML gateway is 

divided into a set of components which are sourced from the open-source community, and integrated 

to create the gateway. The browser requires a YoiceXML interpreter (OpenYXI), a Text-To-Speech 

engine (Festival) and a speech recognition engine (Sphinx 4). 

The integration of the components results in a low-cost, open-source VoiceXML gateway. System 

tests show that the integration of the components was successful, and that the system can handle 

concurrent calls. A fully compliant version of the gateway can be used in the real world to render 

voice-enabled applications at a low cost. 
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Chapter 1 

Introduction 

Voice-enabled services have been around for a while. Due to the improvement in speech-related 

technologies, they are becoming increasingly popular. The potential to reach vast numbers of users is 

very large. Telephones are a familiar sight in many homes and businesses worldwide, and provide a 

relatively inexpensive, reliable means of communication. It follows that a voice-enabled application 

which is able to interface with the PSTN has the potential to reach many users cheaply and reliably. 

In addition to this, many people are used to interacting with the telephone, and it is therefore a very 

familiar means of communication. While full natural language processing is not achievable at present, 

well designed speech user interfaces can result in satisfied users. 

The most common form of voice-enabled applications are Interactive Voice Response (rVR) sys

tems, which traditionally have been created using low-level, platform-specific languages. Newer 

examples of voice-enabled applications include multimodal applications and information interfaces, 

both of which require a bridging of the PSTN and IP networks, and applications to assist the visually 

impaired or the elderly. VoiceXML (Voice eXtensible Markup Language) has been proposed for cre

ating voice-enabled applications. VoiceXML is an open, high-level, XML-based language aimed at 

creating audio dialogs. Using VoiceXML brings all the advantages of web-based development to the 

development of voice-enabled applications. 

VoiceXML has sufficient functiona lity to replace, and extend, traditional IVR systems in a standard, 

portable manner, as well as to create any other voice-enabled applications. These applications, de

scribed by VoiceXML, require rendering on a VoiceXML browser, in a relationship very similar to 

the one that exists between web applications and web browsers. Because of the number of potential 

PSTN users, these browsers should be capable of interacting with the PSTN. A browser with these 

capabilities can be referred to as a gateway. These gateways must have specialised hardware to in

terface with the PSTN, which is very expensive. Consequently, VoiceXML gateway prices can begin 

at $10 000 USD [37] . Hosting can be considered as a means of reducing costs. Hosted solutions do 

10 
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not require the outright purchase of a gateway; instead lines are hired on other gateways provided by 

entities known as Voice hosting Service Providers (VSPs) [21). While thi s is beneficial , hosting costs 

are still high, because the VSPs need to recoup the high gateway costs. 

There is, therefore, a need for a low-cost VoiceXML gateway, and the purpose of thi s thesis is to in

vestigate the construction of such VoiceXML gateway. Asterisk, an open-source telephony platform, 

provides an inexpensive PSTN interface through PC-based hardware, and so gives us the opportunity 

to create a low-cost gateway. In this thesis we will be investigating the addition of a VoiceXML 

service to the Asterisk system, 

1.1 Aim 

Defining a set of goals provides a clear benchmark against which the success of the thesis can be 

evaluated. As said, the central thrust of the thesis revolves around the construction of a VoiceXML 

gateway; more specifically, whether or not it is possible to create a VoiceXML gateway which is both 

inexpensive and effective. 

While it may be possible for an individual to create a browser from scratch, it is perhaps an unrea

sonable undertaking. We will therefore investigate the feasibility of constructing a usable VoiceXML 

gateway using the Component-Based Software Engineering methodology (Section 1.2.1). Due to 

time constraints the implemented gateway will not be fully compliant, but will instead be a proof-of

concept system. 

Keeping the cost of the browser as low as possible is a major priority, and so other components/systems 

used in the creation of the browser need to be at least free and preferably, where possible, open-source. 

Therefore the research question of the thesis is: 

Is it possible to create a low-cost, open-source VoiceXML gateway using Asterisk as 

the telephony platform and integrating open-source components to provide the required 

functionality? 

We wi ll answer thi s question through the actual construction and testing of a such a gateway. 
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1.2 Methodologies and environment 

This thesis will subscribe, to a certain degree and where appropriate, to certain methodologies. The 

task of creating a VoiceXML gateway can be approached as the integration of two different disci

plines, namely Software Engineering and Systems Development. The Software Engineering aspect 

governs how the system is structured - essentially the evolution of the system's architecture - while 

actual implementation of the system is a Systems Development problem. 

The two methodologies used for the thesis, Component-Based Software Engineering and Extreme 

Programming wi ll be discussed here. 

1.2.1 Component-based software engineering 

The concept of Component-Based Software Engineering (CBSE) is not new and was originally pro

posed by Mcilroy at a NATO Software Engineering conference in 1968 [57] . He suggested a change 

in the software industry whereby a new 'sub-industry' dealing in components would enable the mass 

production of software, similar to the production of hardware. This new industry would create inde

pendent components. In McIlroy's proposal these components were routines of a high quality, which 

could be used in many different contexts. Software systems would then be created by integrating 

those routines which best implement the required portions of functionality. In addition to dimin

ishing development times, this process would also result in the creation of software with improved 

reliability and performance, as the components are written, once, by experts, and then distributed 

across many different applications [57]. 

The modern definition of CBSE does not appear to have changed dramatically. It can still be thought 

of as a building block-based style of development [66], with the additional restriction of having to fall 

within the constraints of a clearly defined architecture [13]. There is evidence of this industry being 

active today. Some successful examples of companies selling components are componentsource.com, 

ilog.com and flashline .com [86]. The total value of components sold in 1998 was $440 million USD. 

While improving development time, reliability and performance, CBSE also leads to ease of mainte

nance [18, 13] and improved flexibility [10]. 

The definition of a component has evolved somewhat from what was originally proposed as a rou

tine. Cox and Song [18] refer to a component as an independent software artifact which has a clearly 

defined interface to provide a specific functionality. Cai et al. [13] state that a component has three 

features - it is an independent and replaceable part of a system which provides a specific function

ality, fornls part of an architecture and communicates with other components via interfaces. Grundy 
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el al. [32] define a component as being an extension of an object. Events are used to advertise the 

component's behavior, and the component is responsible for making public information about its 

data, methods and events, allowing interaction from other components. Conversely, Szyperski dis

tinguishes between a component and an object [86]. He claims that a component is an independent, 

executable piece of software which has no externally visible state and which may be created by a 

third party. Objects, on the other hand, are not independent and executable, are instantiated and have 

a unique identity. 

While these definitions may differ, there are some common themes. A component is an independent, 

executable piece of software which provides a defined functionality within a well defined architecture, 

and is replaceable. Components within a system interact through well defined interfaces. 

Components can be sourced by two methods, building components from scratch or obtaining pre-built 

ones. Building components from scratch forfeits any development time gains, but still can provide 

flexibility, perfonnance benefits, ease of maintenance and the possibility of structuring development 

teams. In addition to these benefits, purpose built components will best fit the system, not requiring 

the configuration effort third party components would [86]. Since one of the main motivating factors 

for using CBSE in this thesis is that its use can significantly reduce development time and simplify the 

development process, we are interested only in obtaining third party components. Such components 

are known as Commercial Off The Shelf (COTS) components. When using COTS components the 

Software Engineering task becomes one of "application assembly" [10]. This means, however, that 

one is reliant on the creator of the COTS component for long term support [10] . To avoid such 

vendor lock-in when creating COTS based components systems, it is desirable to create an open 

system, as described by Oberndorf [67]. An open components based system is one which allows 

simple interchanging of components. Essentially, it strives for flexibility. This is achieved by using 

well documented and standard interfaces represented by APls, protocols or file standards. Open in 

this context refers to the interfaces being open. 

We can now define a component as it will be used for the purposes of this thesi s: 

Component: An independent, replaceable, executable piece of third-party software with well de

fined interfaces used to provide a specific functionality within a larger system. 

Following a COTS based approach may complicate the issue of component selection somewhat, as 

there is no guarantee that the components will run on the same platforms or be written in the same 

languages. While careful component selection may help, it can also lead to a possible sacrifice in 

quality if the ideal component is not compatible with the system's chosen platform or language. 

There are, however, a number of CBSE enablers available such as Common Object Request Broker 
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Architecture (CORBA), Component Object Model (COM) and the subsequent .net framework, and 

JavaBeans [13, 66], which facilitate component interaction. In addition to these formal methods, 

techniques such as simple client-server architectures can be used to integrate components. 

CBSE is therefore an excellent methodology to facilitate the creation of a VoiceXML gateway. This 

piecemeal approach can drastically reduce the time and effort required to develop the gateway. In 

addition, it will result in improved stability and performance. The creation of an open system means 

that the components of the gateway will be 'plug and play-able'. This allows other developers with a 

different set of requirements, such as not having a low-cost pre-requisite, to add components of their 

choice. 

Thesis Implications What are the implications of the CBSE approach for our project? Firstly, 

the VoiceXML gateway requirements have to be determined and analyzed to identify the required 

components. Next the components themselves must be sourced. Besides having to be supported, be 

sustained and have open interfaces, the components also have to adhere to the requirements prescribed 

by the thesis. Namely, they have to be pre-built, COTS, systems which have open standards, are robust 

and free, and must be able to perform adequately in a real world environment. Succinctly, a COTS 

based Open-Source system with open standards. 

Once the components have been identified and sourced, a simple architecture can be created display

ing the component's interaction. Finally, the components can be integrated according to a develop

ment methodology. 

1.2.2 Agile and extreme programming 

Attention to Systems Development methodologies has been shown to be beneficial [26] to develop

ment projects still, traditional methods such as the Waterfall method, Unified Process and the Spiral 

Model have been criticized in part for not being responsive enough to change, being over complex 

and for treating people as predictable entities [53, 2]. Sommerville [81] discusses the need for Agile 

methodologies. Traditional 'plan-based' software development methodologies emphasized careful 

and meticulous planning, formal documentation and a tightly controlled development process. A 

large effort is therefore required before the actual development process can begin. The rigidity and 

necessity of documentation was due to the largeness of the projects and the fact that development 

teams were often disparate and geographically separated. The planning process represents a large 

overhead, which can overwhelm smaller projects. In addition, because of the pre-development effort, 

traditional methods do not cater for changes in requirements very well. When change occurs it occurs 

at a high cost, as the specifications and designs have to be altered to reflect the changes. 
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Agile methods, as described by Sommervil!e [81 J, are considered an alternative to these 'plan-driven', 

heavyweight processes. These Agile methods al! subscribe to the Agile Manifesto [40]. 

Focusing on the actual creation of software as opposed to design and documentation, Agile methods 

are capable of reducing both the overhead and the cost of change. These methods are al! iterative, 

with quick development cycles aimed at frequently delivering working software to the customer. 

Abrahamsson [I] states that a methodology can be considered Agile if it is incremental, cooperative, 

straightforward and adaptive. 

While there are many methods subscribing to the Agile process, there are a number of principles 

common to each. Users are heavily involved in the development processes, providing and prioritizing 

new requirements, and testing functionality. Delivery of software is incremental, with each delivery 

containing new functionality. Emphasis is placed on the people (and their skil!s) involved in the 

development process as opposed to developers following a rigid development process. Agile projects 

do 'embrace change'. In fact, they do expect change and proceed accordingly. Final!y, these projects 

must attempt to maintain simplicity, both in software and the development process. 

The perceived lack of structure and discipline involved with Agile methods leads to the criticism that 

they promote a ' hacking' style of development [48], as discussed by DeMarco and Boehm [22]. Agile 

methods are also not suited to large teams and projects [53] . Discipline, however, can be incorporated 

into a project by infusing some plan-driven elements, balancing both Agile and plan-driven aspects 

in a single project [8]. Agile processes are not recommended for large and/or critical systems, where 

a thorough understanding of the systems requirements is required [48, 81]. 

Additional!y, Sommervil!e warns that not al! the Agile principles are feasible for al! situations [81] . In 

particular, customer involvement depends on the customer's ability to spend time with the developers, 

developers may not get along, prioritizing changes may be difficult, and maintaining simplicity may 

prove to be difficult. 

Fortunately, this thesis does not involve a large team and is not safety critical, and so Agile Methods 

can be employed. 

There are a number of Agile methods, including: 

• eXtreme Programming 

• Scrum 

• Crystal 

• Adaptive Software Development 
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• Dynamic Systems Development Method 

• Feature Driven Development 

Of these, eXtreme Programming (XP) can be considered the most popular [I], and those elements of 

XP which are deemed advantageous will be employed by this thesis. In fact, field studies [26] suggest 

organizations are consciously customizing methodologies in a process called methodology tailoring . 

XP itself recognizes that it does not need to be employed verbatim [1,6]. 

Kem Beck described XP in 1999 [6] , which he developed while working on a project at Daimler

Chrysler. The XP life cycle comprises of development episodes, which are the "smallest units of 

scheduling" [6]. Units of functionality, known as user stories, are written on cards. Pairs of program

mers implement each user story following a Test Driven Development method [31] . While opinion 

regarding pair programming is uncertain and divided [34, 63, 94], it cannot be employed for the 

purposes of this thesis as there is only a single developer. 

Once the code passes all the tests, it is integrated into the system and the full suite of tests are run. A 

refactoring process then takes place, to ensure that the entire system is as simple as it can be and there 

there is no redundant code. Keeping the design and code as simple as possible gives the system its 

agility, meaning that the cost of change does not grow exponentially over time, as it does with plan

driven projects. This simplicity also reduces the possibility of introducing errors into the system. The 

result is that important decisions can be delayed for as long as possible, increasing the chance of them 

being con·ect. 

The XP development process has four control variables, according to Beck. External forces - includ

ing management - and the development team use these variables to control the project. Best practice 

is to have three variables set by external forces and the fourth set by the developers. The variables 

are: 

Cost Increasing the cost of the project can reduce development time and improve quality and 

scope, but Beck warns that too much money can be detrimental. 

Time 

Quality 

Scope 

More time leads to improved quality and broader scope. 

Beck cautions against using quality as a control variable, but sacrifices in quality can 

reduce costs and time. 

Reducing the scope increases quality while reducing time and cost. Scope is the best 

control variable to use and should be set by the development team. 
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For the purposes of this thesis, cost, time and quality are all governed by external forces, and so 

scope becomes the only available control variable. This form of scope-driven development dictates 

the development process. The most important functionality has to be implemented first, because 

should there be a forced change in scope then less important functionality is dropped. 

This whole development process, according to Beck, comprises four basic activities, has at its core 

four values and involves a set of principles and activities. The four basic activities are coding, testing, 

listening and designing. The four core values are communication, simplicity, feedback and courage. 

XP's fundamental principles include rapid feedback, simplicity and incremental change. The list of 

practices which facilitate XP is relatively long, however those that have relevance to this thesis are 

small releases, simple design, continuous testing, refactoring and continuous integration. 

Thesis Implications Employing methodology tailoring we can extract those aspects of XP which 

are of benefit, bringing structure and discipline to the development process. While formal customers 

do not exist to provide user stories and test the system, members of the research group can be used 

to fill their role. In addition to the research group, the author performs both the role of developer and 

user. Disassembling the system into units of functionality required by the CBSE approach provides 

clearly defined , clearly separated episodes of development. Integrating a new component provides 

additional functionality and hence represents a user story. Scope-driven development determines the 

order of integration. 

The integration of each component will represent a complete development episode. Tests are created 

before any implementation is started, and once the tests are passed integration and refactoring take 

place. Creating the tests can be as simple as creating VoiceXML applications. Unfortunately, how

ever, these tests can not always be automated. Testing voice recognition, for instance, requires human 

involvement. 

Keeping in line with the XP paradigm, as well as open CBSE practices, the design of the system will 

be kept as simple as possible, minimizing the cost of change, reducing the potential for errors and 

emphasizing 'plug and play-ability'. 

1.2.3 Environment 

Once the question of how to proceed has been answered, the question ofthe development environment 

can be addressed. This involves the selection of platforms, applications and IDE's or any other similar 

tool s. 
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Firstly, the question of which platform to use is determined by the selection of Asterisk as the primary 

telephony platform . Since Asterisk is Linux based, we will be developing specifically for the Linux 

platform. Initially, therefore, we need a Linux machine, Asterisk and a C compiler, as Asterisk is 

written in C. The development machine runs Gentoo Linux with the 2.6.11. \0 kernel, gcc 3.3.4 and 

Asterisk version 1.0.6. gcc is an open-source C and C++ compiler, amongst other languages . Java 

was also used in the development process. In particular Sun's JDK 1.5 and its compi ler, javac, are 

used. 

For the purpose of creating and editing source code, the text-based editor, Vim, has been used. This 

provided a number of advantages. Firstly, it allows simple, remote, platform independent editing of 

the code under development, and secondly Vim provides syntax highlighting for, amongst others, C, 

C++ and Java, which was found to be a great aid in the development process. 

So, armed with a Linux platform, a text editor, some compilers, a version of Asteri sk and a method

ology, the task of creating a VoiceXML gateway can get underway. 

1.3 Document overview 

Chapter 2: This chapter presents a review of work related to this project and background infor

mation. The concepts of voice-enabled applications, VoiceXML and Asterisk are defined and 

explained. 

Chapter 3: This chapter explores the selection of components and the process undertaken before 

implementation could commence. The collection of components is important, as correctly 

selected components can greatly ease the task of implementation. 

Chapter 4: The task of implementation is broken into two chapters. This chapter deals with ex

tending Asterisk's functionality, using the components selected in Chapter 3, to include a 

VoiceXML interpreter and audio output capabilities. 

Chapter 5: This chapter covers the second half of the implementation effort - adding audio input 

functionality to the system. 

Chapter 6: In this chapter a summary of the completed work is presented and related to the project's 

aims. Future work is also discussed. 



Chapter 2 

Related work 

This chapter presents a review of work related to this project in order to establish a clear understanding 

of all the relevant concepts. 

Firstly we wi ll show the potential of voice-enabled applications and their popularity in telephony, 

justifying the need for a low-cost VoiceXML gateway. 

Secondly, since we are proposing to use VoiceXML to create these applications and are attempting to 

build a gateway to execute them, a thorough understanding of VoiceXML, a VoiceXML application 

and how VoiceXML is interpreted is required. Besides clarifying concepts and improving under

standing, this process will also allow us to draw up a set of requirements and divide a gateway into a 

set of components. 

Finally, we will describe the Asterisk system. While Asterisk is a component of the system, it has 

been selected at the outset, and provides the base upon which a VoiceXML service will be built. 

So before we look into component selection we need to discuss the Asterisk system. In particular, 

we will describe the use of Asterisk as a PSTN interface and the available methods of extending 

Asterisk's functionality. 

2.1 Voice-enabled applications and IVRs 

The notion of using voice as a mode of human computer-interaction has been around for a number 

of years. The first full English speech synthesis system was developed in Japan in 1968 [77], and 

the Hidden Markov Model (HMM), used by many speech recognition systems today, was initially 

proposed in the late 1960s [75]. In 1971 IBM developed its first speech recognition system, which 

19 
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was used by engineers to talk to a computer [35]. Applications which incorporate these speech 

technologies are called voice-enabled applications: 

Voice-enabled Application: Any application which is accessed through an audio channel and uses 

voice in the form of voice recognition, text synthesis or pre-recorded audio as a form of input 

and/or output. 

Voice-enabled applications are not limited to interaction between a human and a computer, though. 

Perhaps the most common example of a voice-enabled application is the traditional Interactive Voice 

Response (IVR) system, which has been described as a system where users interact with a pre

recorded script using DTMF input [17]. Today IVRs are evolving to include features such as voice 

recognition. In fact, voice recognition has been shown to improve both performance [85] and cus

tomer satisfaction [3] in an IVR system. 

IVRs have been applied to many different areas, from call centers to the health care industry and data 

collection. They are able to provide continuous, automatic access to information at a low cost per 

call for the user [17]. 

In the corporate environment IVRs are used by companies as an extra service option for users [84] and 

as a means of creating a business advantage by providing better access to information for customers 

[3]. IVRs are also used in call centers to reduce costs, by reducing agent-user interaction time. It 

is estimated that more than 70% of all business interactions are conducted via call centers, and that 

agents represent about 70% of a call center's costs [11]. Hence, the correct use of an IVR in the call 

center environment can result in large savings. 

The use of IVRs in the health industry has been researched extensively. IVRs can be used to focus 

on health related behavior, informing and advising patients, aiding diagnosis, monitoring disease 

or counseling [38]. Using IVRs as reminder services for patients has been shown to be effective 

[19]. Studies have also shown that Automated Telephone Disease Management (ATDM) can be an 

effective form of health care [72]. In a survey amongst low income diabetes sufferers where ATDM 

was used as part of their care, 85% of respondents were satisfied with their calls, and 76% said they 

would choose to use ATDM in the future [71] . 

Another important application of IVRs is as an aid in data collection surveys. Computer aided data 

collection is now the major means of survey research in the USA [87]. Using IVR systems to conduct 

interviews over the telephone is an efficient, low-cost means of gathering data. Surveys conducted 

over the phone using an IVR system have been found to be preferred to web-based questionnaires 

[29], and produce more honest input [58, 87]. While the process of recording audio prompts can be 

long and expensive, it has been shown that speech synthesis can be used as a replacement without 
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Revenue 
Model 

Adverti sing 

Fee based 

Premium rate 

Referrals 

Selling over 
the phone 

Development 
& outsourcing 

Content 
provision 

Description 

Revenue is generated from advertisers on 
voice portals 
Revenue is generated from monthly or yearly 

fees charged for a service 
Revenue is generated from the amount 

charged for a user to make a call 

Revenue is generated from companies 
referred by voice portals 

Revenue is generated from orders placed 
over the phone and savings in customer 

service agents charges 

Revenue is generated by developing and 
hosting an enterprise voice enabled 

application for a third party 
Revenue is generated by selling on 

aggregated or specially prepared content to 
voice portal providers 
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Viability 

Low 

High 

Medium (suitable for 
specialist services or small 

markets) 
Low 

High - (Dependent on 
integration with existing 
ecommerce systems and 

voice verification systems) 
High 

Medium - (Dependent on the 
continuing success of the 

voice portal market) 

Table 2.1: Vcommerce revenue models and their chances of success as described by Duggan [23] 

affecting the quality of the answers [58], driving survey costs down even further. It has been found, 

however, that more people are likely not to complete IVR-based surveys [58, 29, 87]. 

While IVRs have been shown to be versatile, caution must be exercised when implementing an IVR 

system, as poor user interface design can lead to customer dissatisfaction. Poorly designed interfaces 

can be a hindrance and a source of frustration, causing users to opt for a live agent at the first op

portunity. The design of an IVR dialog is therefore critical to the success of any IVR-based system 

[84,93, 39]. 

In addition to enhancing IVRs, the field of voice-enabled applications is expanding as speech related 

technologies improve [16]. The increasing popularity of mobile devices such as PDAs and smart 

phones is one of the drivers of this process. The interfaces for these devices are not always ade

quate or convenient [92, 64] , screens are small and input devices are inadequate. As users become 

increasingly mobile, they require that their information also becomes mobile and the most natural 

and unobtrusive means of interacting with information is by using voice. Multi-modal applications , 

applications which have both visual and aural interfaces [42], are becoming a popular means of in

formation interaction on these mobile devices . Other examples of voice-enabled applications include 

audio interfaces to web sites, databases and personal computers. 
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The concept of a voice enabled web provides the opportunity to generate revenue. While speech 

technology remains immature and continues to evolve, these revenue opportunities will as well [23]. 

However, a number of models have already been already been used, successfully and unsuccessfully, 

as shown in Table 2.1. 

Aside from bringing the web to telephones, voice services are being created to allow telephone users 

remote access to their personal computers. These services are aimed at providing users unlimited 

access to personal desktop applications such as e-mail and calendars [70, 78]. 

A final example of the use of voice-enabled applications is as an assistive technology for both older 

adults and those with visual or motor disabilities [39]. or when interacting directly with a device is 

impossible, such as when driving a car [64]. Voice-enabled applications can be used to aid interaction 

between elderly people and computers and as an efficient reminder service [96] . Similarly, voice

enabled applications provide visually impaired people with a mode of interaction with a computer. 

The use of VoiceXML, designed to create audio dialogs, can enhance voice-enabled applications, as 

it separates the application logic from the interface itself. VoiceXML is becoming one of the major 

IVR languages [88], is being used as a bridge between the web and the PSTN [80,62], and to create 

assistive services [61]. The following section describes, in more detail, the VoiceXML language. 

2.2 VoiceXML 

This section describes the origins of VoiceXML, looks at the specification, at how VoiceXML appli

cations are created and interpreted and at the advantages associated with VoiceXML development. 

2.2.1 Origins and definitions 

VoiceXML is an open, XML-based standard which can be used to describe speech enabled applica

tions [9, 5]. It provides a means of creating audio dialogs utilizing speech synthesis, pre-recorded 

audio, DTMF recognition and speech recognition [56]. While it has also been described as HTML for 

the telephone [5 , 59]. it is important to note that it is not only restricted to the telephone, as any audio 

channel will suffice. The first specification, VoiceXML 1.0, was released in 2000. The primary goal 

of VoiceXML is to bring advantages associated with web based development to IVRs [56]. The cur

rent version of the standard is 2.0 [56]. which was released in March 2004. Due to the popularity of 

the 2.0, standard the W3 released VoiceXML 2.1 [68]. which defined a set of features (see Appendix 

C) not initially included in 2.0 but commonly found in commercial 2.0 implementations [68]. 
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The VoiceXML architecture is very similar to that of web based applications: a VoiceXML interpreter 

is analogous to a web browser, although the interaction with the user is aural as opposed to visual 

[20]. We can therefore begin by briefly looking at a simple web transaction, a web browser requesting 

and displaying a web page, shown in Figure 2.1. 

Web applications reside on a web server. When a user requests to view a page in a browser, the 

browser is responsible for fetching the page from the web server and rendering it. The user is then 

able to interact with the web page via the browser. The HTML document contains no platform 

specific information, and so any HTML compliant browser on any platform is able to process the ap

plication. This abstraction brings with it a number of advantages. The HTML application is portable 

across many platforms. It is the browser's responsibility to ensure that the application is rendered 

correctly, not the application's. The application developer is only concerned with application logic at 

a high level, easing the development and maintenance effort. Finally, because HTML is popular and 

standard, many tools have been created to assist in the development process. 

These features of the web-based model were non-existent in the voice application arena. Languages 

and applications were low level and specific. This led, in 1995, to attempts to ease the task of 

creating voice-enabled applications. These attempts are at the origin of VoiceXML, as discussed in 

the VoiceXML specification [56] . In 1995 AT&T designed an XML-based language, named Phone 

Markup Language (PML), aimed at simplifying their speech recognition applications. The PML idea 

was picked up by Motorola and Lucent. By 1998, at a W3C-hosted voice browser conference, AT&T 

and Lucent had separate implementations of PML and there existed a number of other voice browser 

languages created by other organizations. These organizations then decided to work together to create 

a voice browser language, and so AT&T, Lucent, Motorola and IBM created the VoiceXML Fomm. 

The result was VoiceXML, which has been accepted as a W3C standard. 
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Subsequently, the W3C's Voice Browser Working Group defined a number of standards aimed at 

supporting speech applications . These fall under the Speech Interface Framework (90), which is 

a set of open standards that can be used to create speech and natural language applications (45) . 

Speech applications created using the Speech Interface Framework are rendered by a voice browser. 

A voice browser is hardware and software capable of interpreting voice markup languages so that it 

can generate voice outputs and interpret voice inputs (90). Beasley el al. describe a voice browser 

as an application residing in the network that is able render VoiceXML applications using speech, 

telephony and Internet components (5). 

The Speech Interface Framework can be seen in Figure 2.2. The rounded blue boxes represent data 

conforming to one of the standard Speech Interface Framework specifications. The arrows show 

the flow of inputs and outputs, and the white boxes represent the components of a typical speech 

application. 

One can see that VoiceXML is the standard means of defining the Dialog Manager. It is also apparent 

that there are four modes of 110: Automatic Speech Recognition (ASR), DTMF tones, Pre-recorded 

audio, and Text To Speech (TTS) synthesis. 

The Speech Recognition Grammar Specification (SRGS) [l2) is used to specify the grammars used 

to determine user input. Specifically, VoiceXML grammars represent the set of words and/or DTMF 

inputs the application ' understands'. 

Speech Synthesis Markup Language (SSML) (91) is used as a standard means of defining input for 

text synthesizers, ensuring that the input adheres to a pre-defined set of rules, thus allowing good 



CHAPTER 2. RELATED WORK 

<?xml version="l . O"?> 
<!DOCTYPE vxml PUBLIC ~ -I/W3CIIDTD VOlCEXML 2 . 0 //EN " 
'' http://www . w3 . org/'l'R/voicexm120 / VXJIll .dtd ''> 

<vxml version="2 . 0" xmlns=''http://www . w3 . org/2001/vxml '' > 

<var name=" greeting" expr::: '" Welcome to Adam King 's Voice XML 
page '''/> 

<form> 
<block> 

<value expr="greeting"/> 

<audio src="pressOne.wav"/> 
<choice dtrnf"" "l " next"' '' #one '' /> 

< form id="one"> 
<block> 

<prompt> 
Congratulations , you pressed one 

</prompt> 
</block> 

</ form> 

</block> 
</ torm> 
</vxm.l> 

------- --- -------
Figure 2.3: A simple 'Press One' VoiceXML application 
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performance. SSML is also be used to provide additional linguistic information, such as emphasis, 

to synthesizers [36]. 

A simple VoiceXML 2.0 example is the 'press one' IVR , shown in Figure 2.3. This simply syn

thetically welcomes a user before prompting the user to press the DTMF key corresponding to the 

digit ' 1' . If the user presses it, he is congratulated. While the application is very simple, and has no 

real purpose, it is an example of the "press one for sales, press two for inquiries" structure that is so 

common in IVRs. The tags in blue are VoiceXML tags, a full list of which can be seen in Appendix 

A, and the black tags are XML tags. The IVR includes examples of speech synthesis, pre-recorded 

audio and DTMF input. The speech synthesis is represented by a SSML document describing the 

prompt, which is passed to a TIS engine. A simple grammar is used to determine what action to take 

should the user press one. It is important to note the difference between recognizing a DTMF tone 

and matching input against a grammar. Recognizing a DTMF tone simply involves the representation 

of a DTMF tone as a token, which is then matched against a grammar. Grammars deal exclusively 

with tokens, and are not responsible for converting audio signals into tokens. 

The application begins by synthesizing the text " Welcome to Ad am King ' s Voice XML 

page" , which is expressed as a variable. Once the text has been synthesized, an audio file , 

pre ssOne . way, is played. This file asks the user to press one, and if the user presses one the 
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text "Congra tulat i ons, y ou p r essed one " is synthesized, and the application exits . If 

the user does not press one, the application exits once the audio file is finished playing. 

We can see that any VoiceXML browser wanting to render this IVR by implementing the Speech 

Interface Framework has be be able to interpret the specified markup languages and provide semantic 

action (playing pre-recorded audio, synthesizing speech, ' understanding' utterances) accordingly. 

We can now define a VoiceXML browser for the purposes of this thesis: 

VoiceXML Browser: Hardware and software residing in the network that is capable of rendering 

VoiceXML applications which interact with a user in a standardized manner via synthesized 

speech, pre-recorded audio, DTMF and speech recognition over an audio channel. 

The concept of a VoiceXML gateway can also be defined now, as it is a specialised form ofVoiceXML 

browser: 

VoiceXML Gateway: A VoiceXML browser that has at least one of its audio channels interfaced to 

the PSTN. 

Now that the terms VoiceXML, VoiceXML browser and VoiceXML gateway are understood, we can 

investigate how VoiceXML works. 

2.2.2 VoiceXML in detail 

Before a VoiceXML gateway can be constructed, a complete understanding of the specification is 

required. This process defines the requirements of the gateway, which are used to identify units of 

functionality, and so help to disassemble a gateway into its components. This whole section is an 

overview of the VoiceXML specification and is based on [56). The VoiceXML architectural model, 

the gateway requirements and the application and interpretation processes are all discussed. 

2.2.2.1 Architectural model 

The architectural model described by the specification can be seen in Figure 2.4. There are four 

components: the document server, the interpreter, the interpreter context and the implementation 

platform. The interpreter, interpreter context and the implementation platform represent a VoiceXML 

gateway as it is defined for the purposes of this thesis. The document server can regarded simply as 

a web server. The interpreter deals solely with the VoiceXML language itself, essentially VoiceXML 



CHAPTER 2. RELATED WORK 27 

I DocUl"I'\.!!.nt Server I 
Request Document 

VoiceXI\.1L 

Interpreter 
Context 

I VolceX1vn..lnterpreter j 

! 
- ~ -

I Implementation Platfonn I 

Figure 2.4: The VoiceXML architectural model, as described by the VoiceXML 2.0 specification 
[56J 

elements, while the interpreter context deals with those events which are not part of the VoiceXML 

language, such as an incoming telephone call. Any action, receiving of input or playing audio files, 

is the responsibility of the implementation platform. 

Communication using events is described by the VoiceXML event model, which is explained by 

Turner [88 J. The event model is hierarchical, with four different levels to handle events: the platform 

level , the application level , the form level and the field level. An application is made up of forms, 

which in turn consi st of fields. Therefore, field event handlers are the most specific and platform 

event handlers the most general. When events occur, control is transferred to the corresponding event 

handler. 

Using the IVR seen in Figure 2.3 as an example, we can see how the architecture components interact. 

The gateway receives a request from the user who wishes to listen and interact with the IVR. This 

request event is thrown by the interpretation platform and is received by the the interpreter context, 

as the request event is not part of the VoiceXML language. The interpreter context then requests the 

relevant VoiceXML document from the web server. The implementation platform is responsible for 

fetching the file from the server using HTTP [25]. Once the document has been fetched, it is handled 

by the interpreter. The interpreter generates the events to synthesize text as well as a request to fetch 

and play back the audio file, pressOne . way. It is the responsibility of the implementation platform 

to honour these requests. Once the audio prompt has been played, the implementation platform passes 

any input it receives to the interpreter. Should the implementation platform not receive any input 

within a pre-defined time, it will pass a time-out event to the interpreter context. 
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2.2.2.2 Implementation platform requirements 

As one can see from the previous scenario, the implementation platform is responsible for providing 

the voice gateway's functionality. The platform's requirements are listed by the specification as: 

l. Document acquisition 

2. Audio output 

3. Audio input 

4. Transfer 

The implementation platform must retrieve documents requested by either the interpreter or the in

terpreter context using HTTP. 

It is also responsible for providing audio output support. This involves synthesizing and outputting 

TTS and playing audio files identified by a URI. The platform must at least support both mu-law and 

A-law raw and mu-law and A-law WAY formats, although other formats may also be supported. 

With regards to audio input, the platform is responsible for detecting and reporting both spoken and 

DTMF input as well reporting input detection events. Grammar support for inputs must be provided 

via support for SRGS, including multiple and dynamic grammar matching. N-best recognition, one or 

more possible recognition results with their associated confidence scores [24], must also be supported. 

Actual recognition, in other words converting the audio into symbols, is the responsibility of the 

platform. Additionally, the platform is required to record audio in any of the supported formats. 

The final requirement of the implementation platform, as required by the specification, is that it must 

provide the functionality to transfer connections, for example, transferring a call. 

Since we are creating a VoiceXML gateway, the further requirement of PSTN interfacing capabilities 

can be added. 

2.2.2.3 Applications 

A VoiceXML application is a set of one or more VoiceXML documents which contain one or more 

dialogs. Dialogs are either menus, which present the user with a set of options, or forms, which, 

similar to HTML forms, provide information and can collect values. Users transition between dialogs 

and can only ever be within a dialog. The first document of a VoiceXML application is known as the 
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root document. When the gateway begins executing the application, the root document is loaded into 

the interpreter and, unless otherwise stated, execution begins at the first dialog. The root document 

remains loaded for the duration of the user's interaction with the application, which effectively means 

that any variables defined in the root document are global, and apply for any child documents. Each 

dialog can have grammars associated with it, and these grammars are activated when the dialog is 

entered. An active grammar is one which is actively waiting for input. This includes any grammars 

associated with the particular input item, including those grammars specified by a link (See Appendix 

A) element, the grammars, and linked grammars, of the form and document, and those grammars and 

linked grammars of the root document. 

The example seen in Figure 2.3 is a simple VoiceXML application consisting of a single document 

containing a single form dialog, which in turn contains a single subdialog, in this case another form. 

Subdialogs are used to represent a new interaction within a dialog, and return to the calling dialog. 

Execution of the application begins at the first, and only, form element in the document, as no specific 

dialog is specified. The active grammar will, if the user inputs aI, transfer the user to the subdialog, 

which, once the prompt is played, will return to the parent dialog. At this point, or if the user did not 

press 1, the application exits, as no other dialogs are specified for transition. 

This IVR is a small example of a machine directed application, which is an application where the 

only active grammar is the one belonging to the dialog the user is in. The alternative, when the list 

of active grammars includes those linked to the input item or those active in the root document, is 

known as a mixed-initiative application. 

If, during a mixed initiative application, input is received during the execution of dialog A which 

matches an active grammar in dialog B, execution is transferred to dialog B as if the input was 

received while dialog B was executing. This functionality can be used to add power and flexibility 

to the application. Help functions of varying scope can be created, for instance, and the navigation 

of an applications can be greatly improved. Traversing many layered menus in a traditional IVR 

means entering each menu and selecting the next menu, while in a mixed initiative application one 

can simply select the exact menu. 

Now that the architecture has been described and an application has been defined we can look at the 

actual interpretation of a VoiceXML document. 

2.2.2.4 Form Interpretation Algorithm (FIA) 

The interpretation process is governed by the Form Interpretation Algorithm (FIA), which is de

scribed by the VoiceXML specification [56]. The FIA is responsible for driving input and output 
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between the user and a dialog [20]. Any activity related to the fonn is controlled by the FIA, includ

ing initialising the fonn, prompting the user and controlling the grammars. Essentially, the FIA is 

responsible for selecting a fonn item from the fonn to interpret, interpreting it while collecting inputs 

and events, and perfonning the required action. There are two types of fonn items, input items and 

control items. Input items gather input from the user and control items contain a block of VoiceXML 

code to be executed. There are five input elements: 

l. <field> 

2. <r e c ord> 

3. <trans f e r> 

4. <object > 

5. <subd ialog> 

The two control elements are: 

I. <block> 

2. <i ni tial> 

The FIA has four phases: an INITIALIZATION phase, after which it enters a loop which contains the 

SELECT phase, the COLLECT phase and the PROCESS phase. 

The INITIALI ZATION phase occurs when a fonn is entered and is responsible for initialising prompt 

counters and variables. Each prompt has a counter which counts the number of times a prompt has 

been played since the fonn began executing. Any variable that is within scope is initialized. If the 

expr attribute of a variable is specified, the variable is initialized to that value, otherwise the variable 

is initialized to undefined. (The var element requires a name attribute and an optional expr attribute 

specifies the value of the variable. See Appendix A). 

Once the INITIALIZATION phase is complete, the main loop is entered. If the user has entered the 

current fonn because a grammar belonging to the current fOlm has been matched during another 

form's execution, the loop begins at the PROCESS phase, as there is already input on which to act, 

otherwise the loop begins at the SELECT phase. The loop repeatedly selects a fonn item and interprets 

it, running until the FIA interprets a transfer of control or exit statement or when there are no more 

form items left to interpret, at which point the application exits. 
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The SELECT phase is responsible for selecting the next form item to interpret. This will either be the 

item specified by a golO element, or the next available item in the form. 

When the next form item has been selected, the COLLECT phase is responsible for collecting input 

and events for the PROCESS phase and queuing prompts. The COLLECT phase queues only those 

prompts that are to be played before the next COLLECT phase is entered, and queues them in order 

of their execution. The execution of a prompt results in audio being played to the channel. The 

prompt queue will always contain only those prompts which can expected to be played (barring, say, 

a hangup) and in the correct order of execution. The PROCESS phase deals with any input collected 

in the COLLECT phase. 

The FIA will execute the next iteration of the loop unless a transfer or exit statement has been inter

preted. 

Using the example in Figure 2.3 we can observe the FIA at work. 

When the document is loaded, the FIA begins with the INITIALIZATION phase. This will reset the 

prompt counters and initialise the greeting variable to 'Welcome to Ad am King' s Voice 

XML page' . 

Once INITIALIZATIO N has been completed, the FIA enters the main loop at the SELECT phase. Since 

there is no goto element specified from a previous iteration (this is the first iteration) the SELECT 

phase selects the first available form item, in this case the first block item. Once the form item has 

been selected, the SELECT phase is complete and the FIA continues with the COLLECT phase. 

The COLLECT phase first queues any prompts in the selected form item's scope. In this exam

ple it will be the initialized greeti ng variable, which is to be synthesized, and the audio file 

p r essOne . wa y . When the prompts are queued, their prompt counters are also incremented. The 

COLLECT phase then activates any grammars and waits for input or a time out. "Activating the gram

mar" in this example means that the application will match any DTMF I input. The final task of the 

COLLECT phase is to execute the form item. Since the selected form item is a block element, this 

means executing the block's content, in this case rendering the two prompts . 

The FIA will only proceed with the PROCESS phase if the COLLECT phase managed to collect any 

input. If no input has been received during the COLLECT phase the loop iterates, the SELECT phase 

will not able to find another form item and so the application exits . Should there be input, however, 

the PROCESS phase can process the input. If the input is DTMF I the choice element is considered 

filled and execution transitions to the one form, where the FIA will select the block element, queue 

and play the prompt and exit. If input has been received but does not match an active grammar a 

nomatch event is thrown. 
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2.2.2.5 Summary 

We now have a complete insight into VoiceXML documents and the process of rendering them. This 

allows us to define requirements for the functionality in a gateway, and help the task of separating 

a VoiceXML gateway into its components. The three architectural components of a gateway are the 

interpreter, the interpreter context and the implementation platform. These interact using standards 

defined in the Speech Interface Framework to render VoiceXML applications . Creating a gateway 

requires at least a PSTN interface. 

A VoiceXML application consists of one or more VoiceXML documents which consist of one or 

more dialogs. The interpretation of these dialogs is done by the FlA, which reacts to inputs or events 

and generates requests for outputs. The task of capturing inputs, generating events and honoring the 

FlA's requests for output fall s on the implementation platform. This, for example, is what actually 

plays audio on a channel, or receives input from a channel. 

We can now define the task of creating a gateway in terms of a number of smaller tasks. Firstly, a 

YoiceXML interpreter is required . This is an implementation of the FlA. Secondly, an implemen

tation platform which interacts with the interpreter is needed. The platform must be able to fetch 

documents from a web server, listen for voice and/or DTMF inputs, synthesize speech, play audio 

files of a certain format on an audio channel and transfer connections. Finally, these inputs and 

outputs must be rendered on a PSTN interface. 

2.2.3 Advantages of VoiceXML 

As we have seen, YoiceXML is very similar to HTML, both in terms of appearance (both are 'tagged' 

languages [59]) and in the fact that both follow the client-server model [41]. 

The VoiceXML equivalent transaction to the one seen in Figure 2.1 can be seen in Figure 2.5. We can 

see that the server side of the transaction remains unchanged. Those web servers which are able to 

serve XML content are able to host the VoiceXML applications, and serve requests to the VoiceXML 

gateway, which mayor may not represent a gateway to the PSTN. A user can use any audio device to 

interact with the VoiceXML application via an audio channel. This audio channel includes telephony 

networks such as the PSTN, GSM networks and YolP protocols. 

The similarity in architectures results in similar advantages. VoiceXML applications are portable, 

high-level applications which have many tool s associated with ease of development. Because VoiceXML 

is a high-level language it is relatively easy to learn, potentially lowering development and mainte

nance costs. 
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Figure 2.5: A VoiceXML gateway requesting and rendering a VoiceXML page 

VoiceXML provides the functionality to completely replace the traditional development of IVRs, 

bringing the advantages of the VoiceXML model to the IVR domain. It can replace the low-level, 

platform-specific, proprietary applications which have been traditionally been used to create IVRs. 

Since it is an open standard, VoiceXML can be expected to work on any compliant platform, meaning 

that organizations can change platforms without having to change any existing voice applications [4]. 

Additionally, a VoiceXML application residing on a corporate web server has the same access to 

corporate databases as the web site, which can be accessed using familiar, mature web technologies 

[9]. 

These advantages are also enjoyed when using VoiceXML to create other voice-enabled applications. 

Ease of development and portability means that creating assistive applications becomes a simple task. 

The fact that VoiceXML gateways bridge the IP and PSTN networks means that VoiceXML is an ideal 

language for the creation of audio information interfaces. 

2.2.4 Summary 

Being an open, high-level web-based standard means that VoiceXML enjoys many advantages over 

the traditional means ofIVR creation and is therefore an ideal means of replacing IVR systems as well 

as creating other voice-enabled applications. VoiceXML gateways are entities residing in the network 

which interpret these applications. While a browser in itself may be inexpensive, a connection to the 

PSTN is essential, and the resulting combination is currently very expensive. 

A VoiceXML gateway can be divided into three parts, the interpreter itself, the interpreter context 

and the implementation platform, which is responsible for any audio on the channel, amongst other 

things. The implementation platform requires a text-synthesis system, a speech-recognition engine 
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and the ability to fetch documents from a web server. The interpreter uses the Form Interpretation 

Algorithm to interpret VoiceXML documents. 

The final section of this chapter discusses the Asterisk system. into which a VoiceXML service will 

be integrated. 

2.3 Asterisk 

Before we can proceed there are a number of things we need to know about Asterisk. Firstly. we need 

to understand what it is and what is it capable of. Secondly. how it can provide an inexpensive PSTN 

interface. and finally. how it is possible to extend Asterisk to include extra functionality. Specifically. 

how does one begin going about adding VoiceXML functionality to Asterisk. This section addresses 

these issues. and provides a little discussion on VoIP. which will also be supported by the VoiceXML 

gateway. 

As stated previously. Asterisk is a pre-selected component of our system. and so it is where we begin 

our investigation into the creation of a VoiceXML gateway. before moving on to the selection of the 

other required components in the next chapter. 

2.3.1 What is Asterisk? 

The Asterisk handbook [82] describes Asterisk and its uses. Asterisk is an open-source suite of 

telecommunications software which aims to support every possible telephony technology [69. 82]. 

The applications for Asterisk are quite broad. It can be used as a conference server. a Private Branch 

eXchange (PBX). a VoIP gateway or an IVR server. for instance. Since we are using it as our tele

phony platform. of particular interest to this thesis are its PSTN interfaces and its VoIP capabilities. 

This section will also explore the use of Asterisk as an IVR server. as this represents a possible 

alternative to VoiceXML. 

Once installed on a PC running Linux. Asterisk does not require any other hardware, besides a net

work card. Using Asterisk in this way means, of course, that there is no PSTN interface, but that is 

easily fixed via inexpensive PC-based PSTN hardware. This means that for a bit more than the price 

of a desktop PC one gets a VoIP gateway, an IVR server, and. most importantly for our purposes, a 

gateway to the PSTN. 

The VoIP protocols currently supported by Asterisk are Session Initiation Protocol (SIP), Inter

Asterisk eXchange (lAX). Media Gateway Control Protocol (MGCP) and H.323. Voice Over Frame 
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exten = > s, 1 ,setvar ($greeting, "Welcome 10 Adam King 's Voice X M L page") 
exlen => s ,2,answer 
exlen : > s,3,festival (${greeting}) 
exten "' > s ,4 ,background (PressOne) 
exlen => s,5,hangup 

exten => ,1.festival (Congratulations you pressed one) 
exten => ,2.hangup 

Figure 2.6: A simple ' Press one' dial plan IVR 
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Relay (VOFR) is also supported . The latest Asterisk beta provides some support for the jingle proto

col, which is used by glalk. These capabilities, which are provided out of the box, mean that once the 

VoiceXML gateway has been integrated into Asterisk, it will have support for these VoIP technolo

gies . The gateway will have both PSTN and VoIP capabilities. Since these technologies, in particular 

SIP, are becoming increasingly common, this is a major advantage. 

According to the Asterisk handbook, the most important part of Asterisk is its dial plan. The Asterisk 

dial plan is responsible for routing all calls through a variety of applications and on to their final 

destination. The dial plan consists of one or more extension contexts [69] . These contexts can be 

used to implement a host of features including security, routing, auto-attendant and multilevel menus 

amongst others . The extension contexts can be used to create IVRs. 

An IVR equivalent to the VoiceXML application shown in Figure 2,3 and created in the Asterisk dial 

plan can be seen in Figure 2.6. An extension context is made up of one or more steps , referred to as 

priorities. A priority is always of the form 

e x ten = > <exten>, <priority> , <application> , [«args») 

where exten is the extension the user has dialed (and it is used to match DTMF input) , priority 

represents the order of execution, application is the application to execute at any given priority, and 

args are the arguments, if any, passed to the application. The functionality of grammars is created 
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[simple J vrJ 

exlo = > 5.1 ,setvm (:)qre eting, ~Welcome to Adam King":.; Voict' X M l page") 
exton => s.2.answer 
axlen => s.3.festival (${gree ti ng}) 
exten => sA.background (P ressOne) 
{?xt n::;;> s.5.hangup 

exten :::> 1.1.festivar (Congratulations you pressed one) 
axten => 1.2.h.mgup 

ext;::n =;. i.l ,goto (reprompt) 
exten => t.1 ,goto (reprompt) 

{reprompt] 

exlen = > S,' ,setvar (Sgreeting. -Welcome to Adnm King's Voice X M L page-) 
exten ; > s.2,answer 
exten = > s.3,f9stival (${groeting}) 
exten => sA .background (pressOne) 
axlen => '5 .5,hangup 

exten - > 1.1.fe:stival (Congrutulalions you pressed one) 
axlen => 1.2,hangup 

Figure 2.7: A simple 'Press one' IVR system with re-prompting capabilities 
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using <exten>, which allows pattern matching. There is also a special set of extensions. Among them, 

s represents the start extension, t is the timeout extension and i is the invalid extension. In this example 

the user enters at the s extension and the gre eting variable is initialized, the call is answered and 

then the application fe s tival is used to synthesis gre et i ng. The festival application uses 

the Festival ITS to synthesis text. The background application plays the PressOne . wav fil e 

while waiting for DTMF input. If I is received, the congratulatory prompt is synthesized and the call 

is hung up, otherwise the call is simply hung up . 

While thi s IVR has the same basic functionality as the one created using VoiceXML, the two appli 

cations differ, functionality wise, in how they handle abnormal events, timeouts and incorrect (out of 

grammar) input. While VoiceXML has a default behavior, which can be overridden, given a noinput 

or nomalch event, similar behavior has to be explicitly built into the dial plan. In the event of an 

input error, VoiceXML re-prompts the user. To create similar handlers in Asterisk, the use of the 

special extensions t and i are required. A revised dial plan IVR can be seen in Figure 2.7 , which 

shows the simplest way to re-prompt. The lack of a prompt counter results in some extra complexity 

to re-prompt once, let alone the three times VoiceXML defaults to . 
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While it is possible to create IVRs in the Asterisk dial plan, it is not as good as VoiceXML for creating 

large voice-enabled applications, for a number of reasons. While the dial plan notation may be 

relatively simple to learn it is not as familiar as the tagged notation of VoiceXML. More importantly, 

portability of the IVR applications is not guaranteed. While the syntax may remain constant, porting 

a dial plan may conflict with another Asterisk application's routing plan or the applications on the two 

machines may not be consistent, for instance. The dial plan IVR has to reside on the local machine, 

and to take an Asterisk dial plan to another platform is out of the question. Speech recognition 

can not be assumed - speech recognition formaliy supported by Asterisk is available, but is not free 

and requires a license. Finally, ali those advantages gained by VoiceXML by mirroring web based 

development are lost using the dial plan. 

2.3.2 The PSTN interface 

This section describes the process involved in adding a PSTN interface to Asterisk. It notes and 

describes the different options and their associated prices before briefly describing the instaliation 

and configuration process. 

The Asterisk telephony interfaces are divided into three categories, Zaptel hardware, non-Zaptel hard

ware and packet voice. Of these, the Zaptel and non-Zaptel hardware can be used to interface with 

the PSTN. The difference between Zaptel and non-Zaptel hardware is that Zaptel hardware supports 

pseudo-TDM switching while non-Zaptel hardware provides proper TDM switching. Pseudo-TDM 

hardware provides the same functionality, and almost the same performance, as TDM hardware but 

at a considerably lower cost [54]. The hardware can provide connectivity to the PSTN via a TI or EI 

Primary Rate Interface (PRI), an ISDN Basic Rate Interface (BRI), or a simple Plain Old Telephone 

System (POTS) interface. Any of these interfaces can be used to create a gateway to the PSTN, 

depending on requirements. 

The first task in creating a PSTN gateway is to purchase the hardware, usually in the fOlm of a 

PCI card. The different cards fit different requirements, including number of available channels per 

card, location and Signaling type, and cost requirements. South Africa falis in the El area, and the 

available options are PRI, BRI or POTS interfaces. Table 2.2 shows the capacity and current cost of 

these interfaces. The FXO card is an analog interface, requiring a normal telephone line, while PRI 

and BRI are ISDN interfaces. The number of channels is the number of simultaneous voice calis the 

line can handle . We can see that, excluding the cost of a PC, a simple, double channel PSTN gateway 

can be created for as little as R360. (This figure ignores the cost of line rental as it is unavoidable: 

it will be incurred by any gateway.) So, an open-source, Asterisk-based VoiceXML gateway can be 

created for the cost of a PC plus the cost of a card. A relatively large 30 channel VoiceXML gateway 

for instance wili cost in the region of RIO 000, accounting for a generous R8 000 for an entry-level 
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Device I Number of Voice Channels I Approximate Cost I 
Single span PRI 30 (EI) R4800 
Single span BRI 2 R360 
Single port FXO 1 RI200 

Table 2.2: Possible PSTN interfaces in South Africa and their current approximate prices (October 
2006) [60) 

PC (October 2006), which is significantly lower than the $10 000 USD to $100 000 USD quoted in 

Chapter I. 

Once the hardware has been purchased, setting it up and configuring Asterisk is a simple task. Inter

faces in Asterisk are implemented as channels, and a channel, the zap channel, represents the Zaptel 

and non-Zaptel hardware. One simply needs to install the hardware, load its drivers and configure the 

system. Configuration is simple, and involves editing two well documented files, zaptel. conf 

and zapata . conf . The zaptel . conf file simply defines the spans and groups associated with 

an ISDN interface. A span usually maps to a physical interface (an ISDN port for example), which can 

be divided into one or more groups. zapata . conf is used for any Asterisk specific configuration, 

such as the signaling type, the context an incoming call is placed into, or the group associated with 

the interface. Example configuration files for a BRI, single span interface can be seen in Appendix 

C. 

As we have seen, creating a PSTN gateway using Asterisk is both cost-effective and simple. We can 

now look at the question of extending Asterisk's functionality. 

2.3.3 Extending Asterisk 

Because Asterisk aims at including support for any telephony technology, it has been designed to 

allow simple extension (82). This section investigates these methods, and selects the most appropriate 

for our task. Some important restrictions govern the selection process. Firstly, extending Asterisk's 

functionality must not change any source code. In other words, the functionality must be added as 

transparently as possible. This will maximize the number of existing Asterisk implementations the 

VoiceXML service can be added to, and, at the same time, ensure that the integration is as seamless as 

possible. Secondly, this functionality must be added in such a way as to be available to any channel. 

This means that the VoiceXML service will be available to any technology Asterisk supports, or any 

technology which will be supported in the future . 

Hitchcock [33J thoroughly explores the issue of extending Asterisk. There are four methods of adding 

to Asterisk's functionality. These are the Dialplan, the External Interfaces, the Asterisk Gateway 

Interface and Application Modules. 
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The IVR example above is an example of using the Dial Plan to extend Asterisk. This method can be 

disregarded as, while it may be able to mimic a VoiceXML application, it is insufficient and does not 

provide enough functionality to completely implement a VoiceXML service. 

The second option, External Interfaces, are interfaces which allow other applications to connect, make 

queries and issue commands. There are two interfaces provided, the Manager API and the Asterisk 

Command Line Interface (CLI). The Manager API interacts with other applications via a TCP port. 

The CLI presents a prompt at which users, or applications, can enter commands. Once again, these 

two methods do not provide sufficient functionality to implement a fu lly fledged VoiceXML service. 

The Asterisk Gateway Interface (AGI) is a dial plan application, similar to hangup, answer or 

festival which were seen in Figures 2.6 and 2.7. This application executes any external exe

cutable with in the AGI environment. The external application has access to a limited set of com

mands, and Asterisk and the executable interact using standard in and standard out. There are almost 

no restrictions on an AGI application as far as implementation is concerned, the only requirements 

being that it is an executable and that it can communicate with standard in and standard out. While an 

AGI application does not alter the Asterisk source and is visible to all Asterisk channels, the control 

of the hosting Asterisk is limited. 

This leaves the Application Module. An Asterisk application is a module which conforms to a naming 

convention (see Section 4. 1.2) which is compiled against, and linked to, the Asterisk libraries. This 

option presents by far the most powerful method of extending Asterisk because it is linked to the 

Asterisk libraries. Applications of this form are used in the dial plan itself, are available to all channels 

and do not alter the source. This method, therefore, is ideal for our purposes. It has some limitations, 

however. The applications must be written in C and must conform to the Asterisk C API. 

These constraints, fortunately, do not represent a major obstacle, and so the way to add a VoiceXML 

service to Asterisk is to create an application module. This method conforms to our requirements 

and presents sufficient functionality to implement a fu lly fledged VoiceXML gateway. Unlike an AGI 

application, however, using this method means that the application must be written in C. The process 

of extending Asterisk using application modules is fully explained in Section 2.3.3. 

2.3.4 Summary 

Asterisk is open-source, multi-protocol software system that is easily configurable and extensible. 

While it may serve as an IVR server, it does not afford IVR developers the same advantages as 

VoiceXML does. By adding suitable hardware, Asterisk can become an inexpensive gateway to the 

PSTN. 



CHAPTER 2. RELATED WORK 40 

Creating a VoiceXML gateway as an application module and then adding relatively inexpensive hard

ware allows us to create a low-cost VoiceXML gateway with TDM and VoIP interfaces. 

2.4 Summary 

This chapter has outlined some of the uses of voice-enabled applications and IVRs, showing that they 

represent a large and important field. We have also seen how VoiceXML works and how it can be 

used to improve and ease IVR development. While VoiceXML is ideal for creating voice-enabled 

applications, VoiceXML gateways are expensive. This chapter has shown that it might be possible to 

create a low cost VoiceXML gateway using Asterisk. 

Now that we have justified the need for a low-cost gateway, and identified a means of creating such 

a device, we can discuss the actual creation. Following the CBSE paradigm, we first need to identify 

the various functionality units and obtain COTS systems which can be used as components. These 

components must have clearly defined interfaces, in keeping with our requirement for an open system, 

and preferably be open-source, to keep costs to a minimum. Once the components are decided upon, a 

simple architecture can be defined, and the components can be integrated using XP as a development 

guide. 

The following three chapters detail this process. Chapter 3 describes the process of selecting compo

nents and creating a simple architecture, and Chapters 4 and 5 cover the integration process. 



Chapter 3 

Component selection and system design 

In the previous chapter we have seen how CBSE can decrease development time while increasing 

quality and maintainability, that there is a need for a low-cost VoiceXML gateway and that the tele

phony platform for such a system is available. We have also gained a deeper understanding of a 

VoiceXML gateway, its requirements and the interpretation process. We can now continue with the 

process of creating a VoiceXML gateway on top of the telephony platform. 

This chapter separates the VoiceXML gateway architecture into separate units of functionality by 

examining the gateway requirements. Once these units have been identified, COTS systems can be 

selected to perform these functions . We will discuss the selected systems here, weighing them up 

against a list of requirements to determine their suitability. 

We will conclude the chapter showing the architecture of the proposed gateway. 

3.1 Requirements and restrictions 

The component selection process requires that the different units of functionality have been cor

rectly identified. Fortunately, the architecture of a VoiceXML gateway lends itself very nicely to a 

components-based approach, as it is very modular in nature. A VoiceXML gateway, as defined in 

Section 2.2.1 is: 

Hardware and software residing in the network that is capable of rendering VoiceXML ap

plications which interact with a user in a standardized manner via synthesized speech, pre

recorded audio, DTMF and Speech recognition over any audio channel. 

41 
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Looking at the architecture of a VoiceXML gateway (Section 2.2.2.1) we can see that the rendering of 

the VoiceXML document is handled by two separate entities. Interpretation is done by the interpreter 

and input and output is handled by the implementation platform. Our first requirement, therefore, is 

an interpreter. The second is the implementation platform which is able to " interact with a user in 

a standardized manner via synthesized speech, pre-recorded audio, DTMF and Speech recognition". 

The implementation platform, therefore, needs a TTS engine, functionality to output an audio file , 

a DTMF recognizer, speech recognition engine and access to an audio channel. It has already been 

decided that Asterisk will be used to provide the audio channel, in the form of a PSTN interface. 

Finally, a gateway needs to be able to fetch documents from a web server, also a responsibility of the 

implementation platform. The succinct li st of requirements, and so the required components, are as 

follows: 

• VoiceXML 2.1 interpreter 

• TIS engine 

• Speech recognition engine 

• Document fetcher 

Viewing the components in relation to the Speech Interface Framework we see that the interpreter is 

essentially an implementation of the FlA, the TTS should be able to synthesize SSML documents, 

the speech recognition engine has to handle SRGS grammars and the document fetcher must be able 

to fetch documents using HTTP. An advantage of both the VoiceXML architecture and the Speech 

Interface Framework is that the selection of components is very straightforward. In addition to this, 

the functional units all have clear, well defined boundaries, and so are ideal for the creation of an 

open system, as described in Section 1.2.1. 

The sourcing of the components is governed by a handful of restrictions. These come from many 

different sources: the thesis requirements themselves, the decision to build a component-based system 

and the selection of Asterisk as the telephony platform. As stated in Section 1.1, the gateway must be 

inexpensive and open-source. Section 1.2.1 states that the system is to be COTS-based and open. To 

make the system open requires clearly defined interfaces with which other components can interact 

[67]. These interfaces, which can either be APIs or a protocol, lend flexibility to the entire system. 

Finally, using Asterisk means that the components must be able to run on the Linux platforn1. In 

summary, the components must conform to the following requirements: 
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• Open-source 

• Implemented by a third party 

• Clearly defined API or protocol 

• Well supported (longevity and maintainability) 

• Independently executable 

• Available on the Linux platform 

When choosing open-source components care must be taken to ensure that the projects are well 

maintained and supported, The level of activity in the mailing lists and the activity of the project 

itself are indicators of the amount of maintenance and support a project has, These indicators must 

be kept in mind when choosing the components, 

Now that it has been established what exactly is needed, we can discuss the selection of the compo

nents, 

The following sections discuss the components which have been selected as well as the reasons for 

their selection, They are: OpenVXI (interpreter and document fetcher), Festival (TIS engine) and 

Sphinx 4 (speech recognition engine), 

3.2 OpenVXI 

OpenVXI is an open-source VoiceXML interpreter written in C and C++, It was originally started at 

Carnegie Mellon University before being taken over by ScanSoft and then finally by Vocalocity, It 

is essentially a framework for building VoiceXML gateways [24], While the project itself is open

source, support is sold by Vocalocity, which means that documentation is rare and this can complicate 

implementation, The mailing lists, however, have been very active [24], The version of OpenVXI 

used in this thesis is 3.3, which claims to be completely VoiceXML 2, I compliant. An initial goal of 

the project was to make the interpreter as portable as possible, While this has been achieved, it can 

run on a host of different platforms including Linux, Windows and Solaris, it has been done at the cost 

of simplicity, Mechanisms introduced to ensure portability, such as adding extra layers of interaction 

or specialized data types to pass information across interface boundaries, increase the complexity of 

the system, The construction of a VoiceXML gateway using Open VXI is discussed by Eberman et 

at. [24], 
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Figure 3.1 : The OpenVXI architecture, as described by Ebennan et at. [24] 

The Open VXI framework can be seen in Figure 3.1. One can see that the framework is separated into 

two distinct sections, the Speech Browser and the Platfonn Components, which is consistent with 

the VoiceXML architecture, where the Speech Browser is equivalent to the interpreter and interpreter 

context and the Platform Components with the implementation platform. The OpenVXI framework 

heavily influenced the selection of CBSE as a software engineering methodology, as it lends itself to 

a component-based approach. 

The Platform Component APls are just stubs, which must be fleshed out to give the gateway any form 

of audio capabilities. One can see that the remainder of our components, including Asterisk, integrate 

very nicely into this architecture. 

3-2.1 Speech browser 

The Speech Browser component of the Open VXI architecture requires no further implementation on 

our part, and is independently executable, but will have no audio functionality until such time as the 

APls are implemented. It itself comprises of a number of components: the VXI, an XML interface, a 

JavaScript component, a logging interface and an OS API. 

The VXI (VoiceXML Interpreter) is the main control loop, the FlA, and can interpret VoiceXML 2.1. 

A SAX XML parser (OpenVXI uses Xerces) is used to both validate the VoiceXML. ECMAscript 

scripting functionality is required by the VoiceXML specification to provide some programmatic 

functionality to VoiceXML documents, and this is provided by OpenVXI's JavaScript interface. 

OpenVXI uses SpiderMonkey, Mozilla's JavaScript interpreter, for this purpose. The logging and 

OS interfaces are self explanatory. 
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In addition to these components, Open VXI provides fully implemented Internet and caching func

tionality, which fetches and caches both VoiceXML documents and any associated files, such as 

grammar audio files. This caters for the Document Fetcher item on the list of requirements. 

3.2.2 Platform components 

The Platform Component section of Open VXI is where implementation is required. Filling out the 

stubs gives the gateway audio functionality, including providing an audio channel. The stubs are the 

rec API, the prompt API and the tel API. 

The rec API is responsible for handling any input, including voice recognition, DTMF recognition 

and recording. It is responsible for converting the input waveforms (speech or DTMF tones) into 

corresponding tokens and matching the tokens against one or more grammars. The interpreter is 

responsible for activating grammars, so the rec API requires a DTMF and speech recognizer, as 

well as recording functionality. The act of matching the tokens returned from the recognizers against 

the active grammars has been implemented. As per the specification, the speech recognition engine 

itself must be able to handle dynamic grammars and n-best results with confidence indicators. As we 

have seen in Section 2.3.1 , Asterisk provides DTMF tone recognition, and so, component wise, all 

that is required to implement the rec API is a compliant speech recognition engine. Asterisk also 

provides recording functionality. 

The prompt API is responsible for fetching and playing audio as well as synthesizing TIS prompts. 

Once again Asterisk can be used to provide some functionality, as it is able to play audio files (Section 

2.3.1), so an SSML TIS is all that is required for the prompt API. 

Finally, the tel interface interacts with the gateway's audio channel. This API has to provide any 

telephony functionality required by the specification. In our case this functionality (setting up and 

tearing down calls for instance) is provided by Asterisk. The tel API is where the gateway function

ality of the browser is implemented. It is plain to see how using Asterisk to provide the tel API's 

functionality results in a VoiceXML gateway. 

The fleshing out of these APIs gives the interpreter audio functionality, and results in the creation of 

the implementation platform. Open VXI, therefore, is a good candidate for the purposes of this thesis, 

but it still worthwhile mentioning publicVoiceXML as an alternative. 

publicVoiceXML (74) claimed to be a turn-key solution, providing DTMF recognition and TIS ca

pabilities. This seemed ideal, but unfortunately this did not appear to be true. The project could not 

compile and seemed to have been abandoned at the time of component selection. 
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3.2.3 Summary 

Open YXI conforms to our list of requirements . It is open-source, implemented (and maintained) by 

a third party and independently executable. Component interaction is provided by an API. Since it 

is written in C and C++, interaction between OpenVXI and Asterisk is simple, and can easily be 

integrated into an Asterisk Application Module. It also appears to be well maintained and supported, 

as suggested by Eberman and by the fact that it supports VoiceXML 2.1. Finally, it runs on the Linux 

platform . 

We can now discuss the two outstanding components required for the gateway, the TIS engine and 

the speech recognition system. 

3.3 Festival 

Festival is a Linux-based, open-source framework for creating multilingual TIS systems, written in 

C++ [7]. Different voices can be created in any language in a relatively simple and quick manner 

[55]. The advantages of this feature can best be understood if we look at voice-enabled applica

tions from the South African perspective. A synthesized voice is impersonal and alien, which can 

make a user uneasy. Making the accent of the voice familiar can help this . Additionally, as South 

Africa has many official languages, different languages means a higher number of potential users. 

Research into creating Festival voices in indigenous languages is currently underway, for example, 

at the Speech Technology and Research (STAR) group [83]. For the purposes of this thesis we used 

the default, free, voices which are distributed with the Festival system. These produce clear, if very 

mechanical, sounding voices, which suffice for our purposes. While Festival claims to be capable 

of handling SSML documents, and so meets the Speech Interface Framework specification, we will 

only be passing text to the Festival engine to simplify matters. 

The framework provides six interfaces which can be used to create a full speech-synthesis system, 

which are described by Black et al. [7]. There are a few restrictions to keep in mind when deciding 

on an API. Firstly, time delays associated with initialization must be kept to an absolute minimum. 

Since we are using the synthesized speech for real-time applications, it must be made available im

mediately as any time delays will result in a degradation in the usability of the system. Also, the API 

must provide sufficient functionality to allow concurrent access to the synthesis engine, without any 

resource-dependent time delays . These two conditions also apply to the speech recognition-engine 

di scussed in the following section. 
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3.3.1 Festival interfaces 

The six interfaces are implemented using either an API or a client-server approach. They present 

access to the engine in a variety of manners and languages, each of which provide a different com

bination of control and ease of use. The interfaces are the Scheme API, Shell API, C/C++ API, Java 

and JSAPJ, C only API and the client-server API. These interfaces are explained by Black et at. [7]. 

The Scheme API allows full control of the Festival functionality using the Scheme programming 

language. The command 

(SayText "We lcome to Adam King's Voice XML page " ) 

will create the prompt required for the VoiceXML example discussed in Section 2.2. Commands are 

either read from files or from the command prompt. This API represents the most fine grained, as 

one has access to a full programming language. The Scheme API is also the most direct means of 

controlling Festival, as most other methods use Scheme at some point. Commands are interpreted 

by Festival in either balch mode or live mode. In batch mode Festival will exit as soon as it is done 

executing the Scheme commands, while in live mode it continuously reads Scheme commands from 

the command line. 

Using the Scheme API in batch mode does not satisfy the system requirements, as there is an ini 

tialization time delay associated with Festival having to restart after every synthesis request. Using 

the Scheme API in the live mode only incurs the initiali zation penalty the first time it is started, but 

not on subsequent synthesis requests. Unfortunately, neither method allows concurrent access to the 

synthesis engine, which means that a new Festival process has to be created for each concurrent call , 

wasting resources and incurring at least one time penalty for every call . We therefore have to look at 

one of the other methods. 

The Shell API provides simple access to Festival through the shell. Besides being limited, this method 

does not allow concurrent users and will result in an initialization time penalty for each call. This is 

because a new Festival instance has to be created for each call. 

The C/C++ API allows developers to embed Festival in their own C/C++ applications. An application 

can link its source to the Festival libraries, which gives the application access to a number of external 

commands. This method is desirable, as OpenYXI, with which we would be interacting, is written in 

both C and C++. This method will also allow each process handling a call to have full access to the 

Festival system. However, it had to be di scarded as it still has an initialization penalty. 

The three final APIs all make use of the Festival server. The text to be synthesized is sent to the 

Festival server as Scheme commands and the server replies with the synthesized text. Since the client 
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sends Scheme commands, a lot of the Scheme API functionality is retained. The client-server ap

proach has numerous advantages. Clients do not have to link with other, Festival specific, code; the 

server can reside on a separate machine; and, most importantly, a client-server approach allows con

current synthesis requests and, once the server is up and running, there are no initialization penalties. 

The C client-server interface is therefore ideal. Additionally, Asterisk uses this approach in imple

menting the festival application, and Festival provides an extensive example. Therefore a C++ 

client was created to provide half the functionality of the prompt API, i.e the acoustic rendering of 

text messages. The other half, the playing of pre-recorded audio, will be done directly by Asterisk. 

3.3.2 Alternatives 

The Cepstral speech synthesis system also runs on the Linux platform, and it is also multilingual. 

Comparing the Festival free voices to the demos available for Cepstral it appears, to thi s author'S 

untrained ear, that the Cepstral output is of a better quality. Unfortunately, Cepstral is closed source, 

and uSing Cepstral is not free . Voices require licensing, and cost $29.99 USD (October 2006) each; 

and a further license is required for concurrent execution, which starts at $200 USD (October 2006) 

for four ports [IS). In addition to this, voices cannot be created by a third party, and so obtaining 

unsupported languages and accents may be problematic. However, this does raise the point that 

some of the open-source components may not be the most suitable in all scenarios, and should an 

organization be able to afford a Cepstral voice they may want to use it. This highlights an advantage 

of creating an open component-based system, as it would be relatively simple to replace Festival 

with Cepstral. While thi s may require some knowledge of the system and implementation skills, it 

is still better than having to pay for another system with expensive hardware . Additionally, the more 

open the system is, the easier the component swapping should be. In this case it should simply mean 

changing the prompt API to interface with the Cepstral system. 

3.3.3 Summary 

The Festival TIS engine conforms with our list of requirements . It is Linux-based and open-source, 

independently created and executable. Component interaction is done by a client-server architecture. 

The two additional advantages, the ability to create specific voices and the fact that Asterisk already 

uses it, makes it a very attractive option. 
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Test S3.3 WER S4WER S3,3 RT S4RT S4RT Vocabulary Language 
(I) (2) Size Model 

TI46 1,217 0,168 0,1 4 ,03 ,02 I I isolated digits 
recognition 

TIDIGITS 0,661 0,549 0,16 0,07 0,05 11 continuous 
digits 

AN4 1,300 U92 0.38 0,25 0,20 79 trigram 
RMI 2.746 2,88 0,50 0.50 0.41 1,000 trigram 

WSJ5K 7.323 6,97 1.36 1.22 0.96 5,000 trigram 
HUB4 18,845 18 ,756 3,06 -4.4 3,95 60,000 trigram 

Table 3, I: Comparison of Sphinx 3,3 and Sphinx 4 performances, as shown in [14] 

3.4 Sphinx 

The final component that is required is a speech recognition engine. This must be able to support 

SRGS, n-best results, confidence scores and dynamic grammars, as described in Section 2,2.2.2, The 

telephony environment in which we are wanting to use the engine adds two important constraints, 

Firstly, speaker independence is required, Secondly, the speech engine must come with 8Khz audio 

samples, as the PSTN samples audio at 8Khz, (While it may be possible to create our own samples, 

thi s is time consuming and certainly beyond the scope of building a proof-of-concept prototype,) 

Sphinx is an open-source, speaker-independent, continuous-speech, large-vocabulary speech-recognition 

engine which was created at Carnegie Mellon University [47, 46], It has been observed, by joining 

the mailing list, that the Sphinx project has a large and active community, There are three main 

versions: Sphinx 2, Sphinx 3 and Sphinx 4, Sphinx 3, a successor to Sphinx 2, is written in C++ 

and runs on the Linux platfornl, Sphinx 4 is written in Java, Both support n-best recognition lists 

with confidence scores and the SRGF specification [76, 14], While it may seem preferable to use the 

Sphinx 3 system, as it is written in C++, Sphinx 4 outperforms Sphinx 3 both in terms of word error 

rate and real-time performance in a number of tests run on different acoustic models, as can be seen 

in Table 3, I. The Word Error Rate (WER) figure shows how many words were incorrectly recognized 

(as a percentage), the lower the figure the better the accuracy, RT stands for Real-Time and represents 

the time taken to decode the utterance, The Sphinx 4 tests were run on both single and dual processor 

architectures, hence the different real-time results , One can see that Shpinx 4 outperforms Sphinx 3 

in most tests, except in the RM I test, where it has a worse WER, and the HUB4 test, which has a 

worse RT figure, One can see that the 5000 word Wall Street Journal (WSJ) model tested better in 

Sphinx 4 than in Sphinx 3, An 8Khz version of this model is contained in the Sphinx 4 package and 

is what will be used for thi s project. We have therefore chosen the Sphinx 4 system to implement the 

rec API. 

Sphinx 4 has been designed to be as modular and flexible as possible, supporting many kinds of 
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grammars and acoustic models [44). Creating applications using Sphinx is discussed in the Sphinx 4 

help files [43) . Building such an application simply requires a Java front end, a configuration file and 

a grammar. The configuration file allows us to configure the engine to accept audio from the PSTN. 

A detailed description of how to create a speech-recognition application using Shpinx 4 will be given 

in Section 5.3. I. 

3.4.1 Alternatives 

A relatively new alternative is the inclusion of speech recognition functionality directly into the As

terisk system. The LumenVox speech engine has been added to Asterisk and provides out-the-box 

speech recognition. While this may seem ideal , this service is not free, as licensing fees are required . 

A single speech-recognition port costs $50 USD while 5 ports cost as much as $1 500 USD (October 

2006) [52) . As with the Cepstral TIS engine, these costs confl ict directly with the requirements set 

out in this thesis, and so Lumen Vox will not be discussed further. 

3.4.2 Summary 

Sphinx 4 satisfies most of the requirements for a component for the system under construction. It is 

open-source, independently created and available on the Linux platform. The one requirement which 

is not immediately obvious is the one of a clearly defined interface. 

Integrating Sphinx into the system involves three distinct entities: the engine itself, the front end, 

and the OpenVXI rec interface. We have to ensure that the entities can all interact. The front-end 

simply uses the Sphinx API. An interface between OpenVXI's rec interface and the Sphinx front

end results in the integration of Sphinx into the system. This integration process is discussed in full 

in Chapter 5. 

While the integration issue may have been simplified greatly by the use of Sphinx 3 (because different 

languages would not be an issue), we chose Sphinx 4 for two reasons. Firstly, and most importantly, 

Sphinx 4 outperforms Sphinx 3 both in terms of word error rate and real time performance. Secondly, 

integrating Sphinx 4, which is written in Java, into OpenVXI, which is written in C and C++, an 

interesting exercise in Inter Process Communication (IPC) on a Linux platform. Audio must be sent 

to Spinx for recognition and the resulting recognition must be set in the rec API. 

In addition to meeting the project requirements Sphinx 4 is also flexible enough to conform to all the 

gateway related requirements . It is therefore ideal for our purposes. From this point on Sphinx 4 will 

simply be referred to as Sphinx. 
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Sphinx 

Asterisk OpenVXI 

Festival 

Figure 3.2: The VoiceXML gateway's architecture 

3.5 System architecture 

As discussed in Section 1.2.2, we wanted to keep the architecture of the gateway as simple as possible. 

Fortunately, due to the way in which VoiceXML has been designed (Section 2.2.2.1), this is not a 

complicated task, particularly given that the system has only four components (Asterisk, OpenVXI, 

Festival and Sphinx). OpenVXI's architecture is clearly influenced by the VoiceXML architecture, 

resulting in the distinction between the Speech Browser and the Platform Components. Since we are 

integrating the components into Open VXI, this will have a large impact on the gateway's architecture. 

This architecture can be seen in Figure 3.2. 

There are a few things to note about the architecture. The first is that despite the requirement of an 

open system, Asterisk and Open VXI have become tightly coupled and heavily dependent on each 

other. Asterisk will be used to provide DTMF recognition and audio playback as well as telephony 

functionality, which means that it is used to flesh out all three of the Open VXI interfaces. Architec

turally, this means that the core of our system, which was Asterisk, has expanded to include Open VXI, 

and removing either of these will result in an entirely new system. 

On the other hand, both Festival and Sphinx are loosely coupled, keeping in line with our open system 

requirements. These systems can easily be replaced, as they are not bound to the system. 

The simplicity of the architecture is apparent. The core of the system is the combination of the 

Asterisk and Open VXI systems (in other words the audio channel to the PSTN and the interpreter2. 
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This core provides hooks for the other two components to interact with. 

3.6 Summary 

This chapter follows directly from the CBSE principles discussed in Section 1.2.1. We have divided 

the gateway up into units of functionality, after examining the VoiceXML specification. Given As

terisk as a pre-requisite, the remaining units of functionality have been found to be: an interpreter, a 

text-to-speech (TIS) system, a speech-recognition engine and a document fetcher. Components were 

selected to provide the required functionality. 

The three components selected, in addition to Asterisk which was pre-selected, are: OpenVXI (in

terpreter and document fetcher), Festival (TIS system) and Sphinx (speech-recognition engine). We 

have seen how these components have met both functionality and thesis requirements, justifying their 

inclusion in the system. 

The next two chapters discuss the integration process of the selected components. 



Chapter 4 

Building the gateway: Phase 1 

This chapter discusses the first half of the implementation process, that is the integration of Asterisk, 

OpenVXI and Festival, resulting in a VoiceXML gateway which has only output capabilities. 

The entire implementation process subscribes to the XP methodology, which was described in Section 

1.2.2. Following the scope-driven development paradigm gives us both the order of implementation 

and the user stories for each stage in the development process. Firstly, the task of extending Asteri sk, 

as described in Section 2.3.3, must be completed. To this we have to add VoiceXML interpreta

tion capabilities, resulting in a system which can handle PSTN (and other) calls, fetch and interpret 

VoiceXML documents but can not interact with a user. This interaction is made possible by filling the 

Open VXI APIs to provide input and output capabilities. Prompting capabilities, in terms of scope

driven development, are more important than handling input, and so we will examine the process of 

implementing OpenVXI's prompt API. 

In keeping with the XP paradigm we employed continuous testing. At each step in the development 

process we discuss the testing process. Fortunately, creating these tests was usually a simple matter 

of creating a VoiceXML document to test whichever unit of functionality that has been implemented. 

Once the new functionality passed the tests, the code could be refactored and integrated into the main 

system. 

As the various user stories were implemented we could see the system grow, finaJ1y culminating in a 

VoiceXML gateway. 

4.1 Creating an Asterisk application 

Our first, and most important, task in the development process is to extend Asterisk in a way that does 

not alter the source code, making it portable across different Asterisk installations, and allowing any 

53 
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channel, the Zap and VolP channels in particular, to access the new functionality. For this we have 

chosen to create an Asterisk application module. Asteri sk applications of this sort are called from the 

dial plan. This section simply describes the process of creating and adding an Asteri sk application 

module . The actual functionality of the application is discussed later in the chapter. This process 

is generic, and anyone wishing to add an application module has to first complete this step. It must 

be noted that this process has changed slightly in later versions of Asterisk - the naming of some 

variables has changed. 

Before creating the application, and in keeping with XP practices, we need to create the tests. Hence 

this section will also discuss and motivate the test. Finally, the application has to be named. We have 

simply decided to call it voice xml . 

4.1.1 Creating the test 

Creating a test for this is simple, as it involves a single dial plan command. Since we want to be 

able to pass the application arguments, in particular the VoiceXML URL, the test has to reflect this 

functionality: 

exten => 999 , 1 , voicexml(http://king . rucus.net/test . vxml) 

Should a user dial 999, the voicexml application must be executed, and, to verify argument han

dling, the application must simply output the argument. Should the test pass it means that we have 

successfully created a new Asterisk dial plan application which is exposed to any channel supported 

to Asterisk. 

Now that we have created the test we can proceed with the application module itself. 

4.1.2 The voicexml application module 

There are two steps involved in creating an Asterisk application module. The first is to create the 

application itself and the second is to ensure it gets built and loaded. While this is a relatively 

straightforward process, it does require some knowledge of the Asterisk system and some Linux 

fundamentals . We will discuss this process in the rest of this section. 

All the Asterisk applications are written in C and follow a simple template. The voicexml skeleton 

application is shown in Appendix D. These C files all follow a naming convention. The C file must 
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be named ' app_ <name> . c ' where name corresponds to the name of the application. In our case 

thi s will be app_ voicexml . c . Each application is then required to provide a number of global 

variables and functions. The variables all point to strings which are used for the description of the 

application in places such as the Asteri sk CLI. These follow a similar naming convention, with the 

application name being substituted into the name of the variable to create a unique identifier. 

These variables are followed by a number of methods: voice xml_ e xec, un l oad_ module, 

load_ module , description, usecou nt and ke y. Of these voice xml_ e xec, unload_ module 

and load_ module are of interest. loa d_ module and unload_module are responsible for 

loading and unloading the application respectively. voicexml_ e x ec is where execution begins 

when the application is called, and where application specific functionality is added. In thi s user 

story it simply checks for arguments and output them, but eventually this is where OpenVXI and 

Asterisk will be integrated. 

Handling the arguments is relatively simple. The v oicexml_ e x ec function accepts two arguments, 

a pointer to the channel structure associated with the call and a void pointer, called data, which 

points to any arguments passed to the application from the dial plan. Checking for arguments is a 

simple matter of evaluating the data variable. 

The channel structure passed to voice xml_exec is what is used by the application to manipulate 

the channel. It has already been initialized at this point, and so the application itself is not concerned 

with any channel specific issues . This means that any application created in thi s manner is imme

diately available to any Asterisk channel , and so is available to any Asterisk supported telephony 

technology. In our case it means that the vo i cexml application will be available to the zap channel, 

and so the PSTN, creating a gateway. In addition to this, the application will support any channels 

that are added at a later date. This means that should Asterisk include a new technology, say a new 

VoIP protocol , it will have immediate access to the vo i cexml application , with no changes to the 

application required. 

It is important to note that while the application has to conform to the template and naming conven

ti ons, it is still simply a C file, and so other methods and global variables can be added as usual. Once 

the template has been created, it needs to be built, linked and loaded against the Asterisk source. 

Once again, this is a fairly simple process, but once again is done in a manner which is specific to 

Asterisk . 

All Asterisk applications can be found in the apps / directory of the Asterisk source, and so our new 

application, app_voicexml . c, must be put there. To ensure that the application is built and linked, 

the apps/Makefile file has to be edited. The make command, which is used to build Asterisk, 

is di scussed by Fowler [27] . Instructions on what to do with specific files are passed to make in 

the form of a Makefile. A Makefile consists of one or more targets . A target represents the 
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file which is to be built. It depends on one or more prerequisite files, and has an associated action, 

which is responsible for the actual building. So a simple Make f ile entry to build an object file, say 

my_object_ file . 0 , from a C file, my_ c_ fil e. c, would look like this: 

my_object_f ile . o : my_c_ file.c 

#action - build t h e ob j e ct file, whi ch requi r e s my_c_fi l e.c 

gcc -c my_ c_ file . c -0 my_ ob j e ct_file. o 

So, we need to create a target to the Makefile to build a pp_voicexml. c . This can be done in two 

ways, explicitly and implicitly. While it will suffice to add our application implicitly at this time, we 

will discuss both methods here, as the implications of creating explicit targets will become apparent 

in the following section. 

The majority of Asterisk applications are built implicitly. What this means is that they are all built 

using the same build commands. This generic approach eases the task of creating the Make f ile, 

and will suffice for most cases as most applications do not require any special build arguments. Since 

our application does not have any abnormal build requirements at the moment (we are not linking to 

any extra libraries for instance) this method is sufficient for our purposes. The a pps/Ma ke file 

file contains an APP variable, which is a list of all the targets which are to be built in this manner. 

Simply adding app_voicexml . so to this list will ensure that the application module will be built 

correctly, passing the standard arguments to the compiler. 

The build process creates a shared object, which is dynamically linked to Asterisk, and loaded at 

run-time. 

The install process copies the shared object files from the a pps / directory to Asterisk's main module 

folder, lusr/libs/ as t er i sk / modules/. These modules are loaded at run-time, and can be 

configured in the Asterisk module loader configuration file found at / e tcl ast e r isk /module s . c on f . 

It is plain to see that extending Asterisk in this manner is very simple and powerful. Creating the 

application is a simple matter of fleshing out the skeleton and ensuring that it gets built by editing 

the appropriate Makefi l e . The creation of the module does not require the Asterisk source to be 

altered, and is done in such a way as to be available to any channel. 

Finally. we can run the tests, which show that we have successfully created the application, and 

that we can pass arguments from the dial plan to the application. The test is simply run by dialing 

999 from a telephone connected to the Asterisk system. If we log to the CLI from the voicexml 

application we see the following output when running the test: 
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NOTICE(30189 ] : app_voice xml . c : 12S voicexml_exec: 

voice xml called successfully 

NOTICE(30189]: app_voice xml . c :1 26 voicexml_exec: 

argument is : http : // king.rucus.net /test .vxml 
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Since this is such a simple process, the task of refactoring and integrating can be ignored. Now that 

we can add functionality, we can look at integrating OpenVXI into the voicexml application. 

4.2 Asterisk and Open VXI 

The the integration of Asterisk and Open VXI is mainly an exercise in linking libraries, as we have 

to link OpenVXI and the voicexml application. Once that is done, we can add the interpretation 

functionality to the voicexml application, and pass the channel pointer to the OpenVXI platform. 

Once this is complete, we will have a VoiceXML gateway with no input or output capabilities. While 

this does not immediately create anything useful , it does result in the core of our system, and the 

architecture described in Figure 3.2 begins to take shape. 

Linking Asterisk and OpenVXI in this way provides most of the functionality required by the tel 

API without actually needing to add anything to the API itself. By the time the interpreter is required 

in the voicexml application, the incoming call has been set up and answered, and so handling 

the incoming call is not part of the tel API's responsibility. Similarly, once interpretation of the 

VoiceXML application is complete, the voicexml application can simply exit and Asteri sk will 

be responsible for tearing down the call. The remaining functionality required by the tel API is 

to provide support for the transfer and disconnect elements. Our proof-of-concept gateway will not 

support the transfer element, but providing support for the disconnect element will be discussed later. 

In addition to this, the linking process will also give the OpenVXI APIs access to the Asterisk DTMF 

recognition and audio file handling functions, as described in Section 4.3 and Chapter 5. 

Once again we can begin the process by designing a simple test. 

4.2.1 Creating the test 

There are a number of things which have to be tested. Firstly, since we are making use ofOpenVXI's 

document fetching mechanisms, we need to be sure that the VoiceXML documents can be fetched. 
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Secondly, we need to test that the integration has been successful, and that the voicexml application 

is able to initialise and execute the interpreter, passing it the URL argument and the channel pointer. 

A means of testing this was not immediately apparent, as there was no means of input or output. It 

was decided to simply create a VoiceXML application which plays some prompts and then edit the 

prompt API to see if the interpreter makes the request to render the prompts. (As said, at the moment 

our gateway will not be able to render the prompts, but we can study the output to determine if the 

interpreter makes the requests to the API.) Of course, should this test be passed, we can assume that 

the document-fetching test also passed. 

Once again, creating the tests is a simple task, and involves creating a VoiceXML application and 

uploading it to a web server. The VoiceXML application that has been created is a simplified version 

of the example application in Figure 2.3, and we expect a successful test to output the greeting 

and the p res sOne. wa y prompt requests. 

4.2.2 Adding the VoiceXML interpreter to the voicexml application 

To allow the yoicexml application to interpret VoiceXML documents the vo icexml application 

and Open VXI have to link to each other, as both components need access to each other's libraries. 

yoi c e xml needs to begin the interpretation process and OpenVXI needs to be able to control the 

Asterisk channel from its APIs. 

To do this, we have to ensure that when each component builds it is linked to the correct libraries 

at the correct places. So we once again edit the respective Makefile, creating explicit rules (as 

described in the previous section) to ensure that the prerequisite files are linked correctly. 

Applications can be linked either dynamically or statically. If an application is statically linked to 

a set of libraries, those library functions used by the application will be copied and built into the 

resulting executable. This allows the application greater portability, as the linked libraries are not 

required on the target machine. The downside of this is that more memory will be used. 

When a library is dynamically linked, a reference to the library is inserted into the executable, and the 

actual linking only takes place at run-time. This means that the size of the application will be smaller, 

but the libraries are required on the target computer, hindering portability. Linking in this way means 

that the application and the library are independent, and many different applications can link to the 

same library, avoiding having the same functions repeated in many different applications [28] . An 

added, although somewhat risky. advantage is that changes to the library will affect any dynamically 

linked modules. 
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In keeping with our open system approach we will use dynamic linking. This means that, while 

OpenVXI and Asterisk are still tightly coupled, they are still separate entities. This eases the task of 

maintenance, as upgrading or installing either can be done independently. 

Once the components are linked, we can begin to add functionality to the voicexml application, 

by filling out the voicexml_exec function, taking care to do any required housekeeping. The 

following pseudo code segment shows the application logic: 

voicexml_exec (channel , data) 

1* deal with the parameters *1 
if we have a URL 

1* set up and run the interpreter *1 
initialise the interpreter, passing URL and channel 

allocate the interpreter resources 

interpret the VoiceXML 

1* once we get here we are done with the VoiceXML 

* application , for whatever reason , and can shut down 

*1 
shut down the interpreter 

clean up memory 

else (there is no URL) 

show an error message and exit 

One can see that the linking process is where the majority of the work has been done, and that once 

that is accomplished we can use the Open VXI API to run the interpreter. All that remains is to pass 

the channel pointer through to the APIs, which has been achieved by adding an extra argument to the 

initialization function. It is passed to the interpretation engine when it is initialized by the voi cexml 

application and then again when the engine initializes the APIs. 

It is also apparent that neither the voicexml application itself nor the interpreter concern them

selves with any call specific details, maintaining the channel portability amongst Asterisk channels, 

including the Zap channel, which gives our system and interface to the PSTN. 

We can now apply the tests to ensure that the process has been completed successfully. 

4.2.3 Running the test 

As with the previous test dialing 999 runs the test, and we see the following output: 
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NOTICE (30189] : app_voice xml . c :1 25 voicexml_exec: 

voicexml called successfully 

NOTICE (30189 ] : app_voicexml . c : 126 

voicexml_exec : argument is: 

http://king.rucus.net/test.vxml 

<?xml version= ' l.O'?> 

<speak version='l.O' 

xmlns='http://www . w3 . org/2001/10/synthesis ' xml:base=H 

xml:lang='en'> 

Welcome to Adam King's Voice XML page 

</speak> 

<?xml version='l.O'?> 

<speak version= ' l . O' 

xmlns='http://www . w3.org/2001/10/synthesis' xml:base=H 

xml:lang='en'> 

<audio pressOne.wav/> 

</speak> 
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There are a number of things to note. Firstly, the VoiceXML doc has been fetched correctly. Secondly, 

the document has been processed and the interpreter has attempted to play the prompts, so we can 

assume that the linking process has been successful. 

This output also shows that Open VXI handles prompts internally as SSML documents, which is com

pliant with the VoiceXML standard. The interpreter encountered the two prompts in the VoiceXML 

app lication and created SSML documents for the prompts before sending them to be queued by the 

prompt interface. The interpreter queues prompts in the manner discussed in Section 2.2.2.4, and 

the implementation of this queue is discussed in the following section. Both types of prompts (text 

and audio files) are represented by SSML documents, which means that it is not possible to send the 

queued SSML documents directly to the Festival system, as it can not play back audio files. There

fore the SSML prompts have to be parsed at some stage to differentiate between audio files and text 

for synthesis. This process is also discussed in the following section. 

The resulting architecture can be seen in Figure 4.1. The figure illustrates the tightly coupled rela

tionship between Asterisk and OpenVXI, and how Asterisk is capable of interacting with all three 

OpenVXI APls. Now that Asterisk and OpenVXI are linked, we can move on to giving the gateway 

voice by implementing the prompt API. 
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Asterisk OpenVXI 

Figure 4.1: The core of the gateway after Asterisk and Open VXI are integrated 
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4.3 Giving the gateway voice 

This section describes the implementation of the prompt API, which will enable the gateway to 

produce output. This is not quite a simple as integrating Festival into the system. As noted in the 

previous section, an SSML parser will have to be created and a prompt queue implemented. Only 

once these mechanisms have been put in place can we look at actually playing the prompts on the 

channel. 

This development episode will result in a gateway with output capabilities, and we can start creating 

some VoiceXML applications which have some use, mainly information services. The first example 

that comes to mind is the time server - "At the beep the time will be". 

Since the tests created in the previous section used simple prompts to prove that the interpreter was 

functioning correctly, we do not have to create new tests. Running the tests and evaluating the output 

requires a user. One has to listen to the call to ensure that the gateway is producing output and that the 

output is of a satisfactory nature. Listening to the Festival output from the Shell API and comparing 

it with that of the gateway will give us an indication of the level of success of the integration process. 

Should the system produce audio of a worse quality than when using standard Shell API, we can 

assume that the integration was not completely successful. While a test of this sort would be regarded 

as subjective, it will only be used as an indicator as to whether the integration process has been 

successful. Should understandable speech be turned into garbled sound, we can assume that the 

integration was unsuccessful. 

We will begin by describing how the APls work, and then investigate the contents of the prompt 

API which determines the implementation requirements. We can then look at the SSML parsing 

routine, queue implementation and the playing of both types of prompts. Finally, the test will be run. 

4.3.1 The prompt API 

As stated in Section 3.2, a primary goal of the OpenVXI system is portability, which is reflected in 

the structure of the APIs. They are more complex than if portability was not required. This section 

discusses the APIs, using the prompt API as an example. It will also examine those functions of the 

API which need to be filled. 

The Speech Browser component of the system has been implemented so that it is not in any way 

platform-specific, maintaining the goal of portability. The Platform Components, however, are plat

form dependent as they have to access hardware, sound cards and telephony interfaces for instance. 
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These have therefore been implemented as a set of APls, which are used to implement any platform

specific requirements , and are responsible for asynchronous event handling. 

The framework has been designed to allow components to be replaced either at run-time or initial

ization, as stated by Eberman et at. [24]. Each API is built on an abstract C interface, in this case 

the VXlpromptlnterface . The VXlpromptlnterface is essentially a branch table used to 

transfer control to the API, allowing the run-time replacement of components in a generic, portable 

manner. The APls themselves contain another structure, VXlprompt Impl in this case, which has 

as its base the abstract interface, and includes pointers to any other interfaces the API may require, 

such as the logging or Internet components and, in particular, the channel pointer. When the resources 

are created for the API, the abstract interface's function pointers are set to point to the appropriate 

functions. In other words, each API is represented in the Open VXI system simply by an abstract 

C interface containing function pointers. Anyone using the Open VXI framework must create an in

terface which resolves these pointers and provides the required functionality. Open VXI provides an 

example of how to do this, which we have used and extended. This implementation, represented by 

the VXlpromptImpl structure, provides the functions the base interface points to. To this structure 

we have added a pointer to the Asterisk channel representing the call, giving the various functions 

control of the channel. 

Communication from the APIs to the interpreter is handled by return values. An extensive list of 

result codes has been provided by Open VXI, which are returned to the interpreter. Each interface has 

a set of codes which are defined in the include file of the API. A result code of zero indicates success. 

Result codes smaller than zero indicate a severe error, which is likely to be the result of a platform 

error (such as an out-of-memory error) and may cause the termination of the call. Result codes larger 

than zero are warnings, and are usually application related errors, such as errors when fetching an 

audio file or restricted access to the TIS system. VXIprompt_RESULT_SUCCESS is an example 

of a successful prompt API return code. 

The base interface, the VXIprompt Inter face, gives us an indication of the functions which have 

to be provided: 

• VXIpromptBeginSession 

• VXIpromptEndSession 

• VXIpromptPlay 

• VXIpromptPlayFiller 

• VXIpromptPrefetch 
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• VXlpromptQueue 

• VXlpromptWait 

• VXlpromptStop 

Of these, the most impOitant functionality is provided by VXlpromptP lay and VXlpromptQueue . 

We have not implemented the VXlpromptPrefetch and VXlpromptPlayFiller functions, 

as they do not represent important gateway functionality, and so could be disregarded in the construc

tion of our proof-of-concept system. 

VXlpromptBeginSession is used to set up a prompting session for a call , and in this case all that 

has to be done is to set the channel pointer to the pointer passed through from the voicexml applica

tion. VXlpromptEndSess ion is similarly used at the end of a session to do any housekeeping. In 

this case we ensure that the prompt queue is empty and the memory has been freed. We also remove 

any files that were used during the prompting session. VXlpromptStop is used to stop a playing 

prompt. This behavior is discussed when implementing the barge-in attribute in Section 4.3.4. The 

final two functions that have been implemented, VXlpromptPlay and VXlpromptQueue, are 

discussed in depth further on in this chapter. Before that can be done we have to discuss the SSML 

parser. 

4.3.2 SSML parser 

This section discusses the implementation of a simple SSML parser. This parser is only used to 

extract the most important information from the SSML document, and the rest of the information 

is disregarded. As we have seen in Section 4.2.3, OpenVXI handles prompts as SSML documents 

internally. While it would be ideal to pass the SSML directly to Festival for synthesis. we have chosen 

not to for two reasons. Firstly, the interpreter represents both audio and synthesized prompts as SSML 

documents. Asterisk, which does not support SSML, is used to render the audio prompts and so the 

audio prompts , at least, have to be represented in some other fashion, requiring the SSML to be 

parsed. Secondly, it is simpler to pass Festival plain text as opposed to an SSML document. While 

disregarding SSML specific functionality reduces the VoiceXML functionality somewhat (words will 

not be emphasized, for instance) , it makes the text synthesis process simpler, and this is sufficient for 

the purposes of this thesis. It must be noted that the gateway still conforms to the standard in that it 

represents prompts as SSML documents and can handle these documents. 

We therefore have to parse the SSML documents, extract the required information, and represent them 

in some manner appropIiate to our system. Since each prompt is queued before it is played, we have 
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two opportunities to parse the SSML - VXIpromptQueue and VXIpromptP lay. VXIpromptQueue 

takes a number of parameters , including a pointer to the SSML document itself and a list of properties 

which include some of the VoiceXML tags' attributes. It makes sense to parse before queuing the 

prompts, as we have access to the attributes. 

The list of attributes passed to the VXIpromptQueue are passed as a VXIMap. The VXIMap 

data structure is a container for key/value pairs which are of type VXIchar *. The VXIchar 

type represents the local char type. All the primitive data types used by OpenVXI are declared as 

typdefs to allow portability across as many operating systems as possible. VXIMaps are used to 

pass data across interface boundaries, in this case from the interpreter to the prompt interface. 

Before parsing can begin, a data structure must be chosen to represent a prompt. A prompt struc

ture was created for this purpose. The attributes required for the structure can be derived from 

examining both the prompt and audio tags. The prompt structure contains type, barge In, 

fetchtimeout , fetchinit and payload attributes. The type attribute indicates whether the 

prompt is an audio fi le or text and bargeIn is a Boolean variable indicating whether or not user input 

can stop the prompt while it is playing, and is used for both types of prompts. fetcht imeout and 

fetchinit are audio attributes which control the fetching of an audio file. Finally, the payload 

attribute is used to store either the URL of the audio file or the text which is to be synthesized. 

These account only for some of the more common attributes. The most notable exclusion is the 

xml:lang attribute of the prompt tag, which has been ignored by the parser because we only have one 

language available at one time. When the Festival server is started, it is configured to use a voice but 

this functionality has not been made available to the gateway. 

Now that a data structure representing a prompt exists, the task of parsing the SSML can begin. The 

barge I n property of a prompt is not part of the SSML, and is instead passed to VXlpromptQueue 

as a property in the VXIMap. An accessor, VXIMapGetProperty, has been provided to get values 

from a VXIMap by their name. We can therefore use this to set the bargeln property of the 

prompt structure. 

SSML tags, as can be seen in Section 4.2.3, consist of an xml tag followed by a speak tag containing 

a number of attributes, a payload and then finally a trailing speak tag [91). It is assumed, since the 

XML document has been created by the interpreter, that it is well formed, and we can di sregard the 

opening xml tag. While the speak tag contains the xml: lang attribute, this is ignored and so the speak 

tag is also ignored. The first part of the SSML document that is of interest to us is the payload. If the 

payload is not an audio tag it is assumed that it is text to be synthesized, and the pay load attribute 

of the prompt structure is pointed to the text. If the payload is an audio tag it also has to be parsed 

and the fetchtimeout , fetchinit and src attributes have to be extracted. In the case of an 

audio tag, the payload attribute of the prompt structure is set to the value of src . Finally we 
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can set the type. The type attribute is important because it is used to easily check which system, 

Asteri sk or Festival, must be used to render the prompt. 

Once the prompt has been parsed and its corresponding prompt data structure has been filled, it can 

be queued for playing. 

4.3.3 Creating the prompt queue 

The VoiceXML specification [56] requires a queue to hold those prompts which are to be played by 

the Implementation Platform. This section will briefly discuss the implementation of such a queue. 

It is the responsibility of the FIA to queue the prompts, which it does during the COLLECT phase. As 

seen in Section 2.2.2.4, the FIA will only queue those prompts which will be played and in the correct 

order. A prompt which is in the queue will be played unless a disconnect element is encountered, in 

which case the queue is flushed, or if a hangup is detected. This holds true even if a transfer element 

is encountered - all prompts in the queue are played before a transfer takes place. Because of this, we 

know that when the interpreter requests a prompt to be queued it can be unconditionally added to the 

queue, and once the prompt has been played it can be discarded. Should the same prompt have to be 

played for a second time, it is the responsibility of the FIA to queue the prompt again. 

This behavior greatly simplifies the queue data structure - it is simply a First In First Out (FIFO) 

queue. A FIFO queue can simply be implemented as a singularly linked list. To create this list a 

pointer to the next prompt is added to the prompt structure, and a global variable, currPrompt, 

is created and initialized to NULL. This always points to the head of the queue, and is only updated 

once a prompt has finished executing, not as it begins executing, because of the bargein behavior, 

which will be discussed later. The queue is global because a number of functions need to access the 

queue, including VXlpromptPlay, VXlpromptQueue and VXlpromptStop. 

Adding and removing prompts from the queue is straightforward. Once the SSML has been parsed, 

a prompt is added to the queue according to the following algorithm: 

create a new prompt 

initialize the new prompt ' s next pointer to NULL 

if this is the first member of the queue 

point currPrompt to this prompt 

else 

add the prompt to the end of the queue 
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As said above, prompts can be removed from the queue at two stages, once they have been played 

and when the prompting session shuts down. Once a prompt has fini shed executing (or has been 

interrupted by the user) it must be removed from the queue and its memory freed. Removing a 

prompt from the queue is a simple matter of updating the global currPrompt to point to the 

next element in the queue. If VXlpromptEndSess ion is called and there are still elements in the 

queue it means that there has been an abrupt end to the call; either a disconnect tag was encountered 

or a hangup was received. In both cases the call has completed and the queue is no longer needed, 

and so it must be flushed and the memory freed. 

The system can now parse, if in a rather rudimentary way, SSML documents and queue them appro

priately. It must now be extended to play prompts of either type. 

4.3.4 Playing the prompts 

As we have seen, there are two types of prompts, audio prompts and synthesized text. This section 

will discuss the process of playing each type. Once this process has been completed the gateway will 

be able to produce output. 

The FIA, during the COLLECT phase, is responsible for queuing and playing prompts. In terms of 

OpenVXI this means that the interpreter sends a message to the prompt API implementation to play 

the prompts in the queue, and specifically, in our case, VXlpromptPlay is called. Due to the work 

done by the FIA when queuing the prompts, playing the prompts is as simple as emptying the queue. 

The prompt at the head of the queue is always the next prompt to be played and the queue can be 

emptied, barring, say, a hangup. The algorithm to do this is very simple: 

while there is something in the queue 

if it is an audio prompt 

else 

fetch the file 

use Asterisk to play the file 

use festival to synthesize the prompt 

use Asterisk to play the audio 

/* when we get here the prompt has finished 

* executing and the queue member will not 

* be needed again - discard 

*/ 
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remove the prompt from the queue 

free memory 

return the result code 

68 

As said earlier" the prompt type attribute is used to distinguish between the two types of prompts. 

Both types of prompts require some form of acquisition - a file must be fetched or audio must be 

generated. Once the audio has been obtained it can be rendered on the Asterisk defined channel, 

which has been passed to the API from the voicexml application. 

During the execution of the prompts the interpreter is in the WAITING state [56] (the FIA is in the 

COLLECT phase), which is when the system waits for input. In other words, input is being received 

while prompts are being processed. This affects the design of the system, as it will be seen in the next 

section. Currently, however, we are not concerned with input, and we next investigate the rendering 

of each type of prompt next. 

4.3.4.1 Audio 

As we have seen, Asterisk can play audio files to the channel, and can therefore be used to exe

cute audio prompts. The version of Asterisk used for this thesis, 1.0.6, comes with support for the 

GSM, wav and raw formats, amongst others. GSM is the predominant format used by many As

terisk applications but since the wav and raw formats are supported, the gateway complies with the 

VoiceXML standard. In addition to this, Asterisk provides generic file format support, which is de

fined in file . h. ast_format_register is a function which can be used to add support to 

Asterisk for a specific file format. We will use wav files for the tests. 

Since audio prefetching is not currently supported, audio is only fetched once an audio prompt reaches 

the front of the prompt queue. This may cause delays in some scenarios, but we will ignore them in 

this version of the system. As already stated, playing the file requires two steps - fetching the audio 

file from a remote server and playing the file on the channel. It was decided that the wget interface 

would provide the simplest interface for file fetching. wget is a Linux utility for downloading files 

from the Internet and is described in the Linux Manual Pages [65]. wget can navigate through 

proxies, provides support for a number of timeout scenarios and can be configured to only attempt 

to fetch a file if it does not already exist on the host machine. Since the prompt element in the 

queue has already been parsed, its attributes can be passed straight to wget . If the fetch process 

gives an error (the fetch times out or the file does not exist, for instance) the execution of the prompt 

is abandoned and the result code VXlprompt_RESULT_FETCH_ERROR is returned, indicating to 

the interpreter that the file could not be fetched. 
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Should the file be retrieved successfully we can proceed with playing it on the channel. To achieve 

this we need to stream a file to the channel associated with the prompting session, wait for the file to 

stop streaming (or be interrupted) while accepting input, and finally stop the streaming. 

Examining Asterisk's file handling capabilities in file. h we see that a number of file streaming 

functions are provided. Of interest to us at this point is ast_streamfile, ast_wait s tream 

and ast_ stopst ream. ast_s treamfile streams a file to a channel and takes as its arguments 

the channel to which the file must be streamed, the file name of the file and a language preference. 

It returns 0 on success or -Ion failure. If the stream completes naturally, 0 is returned. Finally the 

a s t _ stop st r eam simply stops a stream on a specified channel. 

These functions can be used to stream the audio file to the channel and, because Open VXI has been 

linked to the Asterisk libraries, the functions can be called from within the Open VXI system. We 

just need to include the header file, file. h . The language argument passed to ast_s treamf i le 

is used by Asterisk to help navigate through its sound libraries, and does not apply to the gateway. 

We can therefore simply pass the channel and the file name to ast_s t reamfil e and let Asterisk 

handle the rest. If an error occurs during streaming, VXlprompt_RESULT_HW_ERROR is returned 

to the interpreter. ast_ wa itst rea m is used to wait for input while the file is being played. Finally 

ast_ stopstrea m is called to ensure that the streaming process ends cleanly. 

While the streaming process itself is simple, it justifies a number of design decisions and highlights 

some of the advantages of the system. Firstly, and perhaps most importantly, it justifies the tight 

coupling between Open VXI and Asterisk. Should this relationship not exist, another component 

would have to be obtained to give the gateway the functionality to play audio files , requiring an 

interface both to Asterisk and the prompt API, complicating both the implementation process and 

the system architecture. 

Secondly, it provides a concrete example of why the channel is passed right through to the prompt 

API. While one may assume that since the channel structure represents the call, it should be controlled 

by the te l API, one can see that this is not the case. The tel API is used primarily as a means for 

Open VXI to interface with the underlying telephony platfonn to set up and tear down calls. This is 

handled internally by Asterisk before the vo icexml application is even called, and so the channel 

structure now represents the audio channel through which the gateway interacts with the user. Playing 

audio files on the channel is an example of this interaction. 

Thirdly, the benefits of parsing the SSML before queuing the prompt can be seen, as this greatly 

simplifies the play back process. 

Fourthly, this process provides a small example of the use and range of the OpenVXI error codes. 

Thanks to these codes, creating a robust mechanism to fetch and play audio files was easy. The 

system can recover, and discriminate between, fetching and playing errors. 
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Finally, the streaming process provides an opportunity to discuss an example of the advantage of 

dynamic linking. Should further fi le format support be added to Asterisk it will immediately become 

available to the gateway, without requiring even a re-build of OpenYXI. 

The gateway is now able to fetch and play audio files for the user to li sten to. The following section 

describes the process of synthesizing prompts and playing the resulting audio to the user. 

4.3.4.2 Synthesized speech 

Rendering a prompt which is to be synthesized is, in theory, very similar to rendering an audio 

prompt, and requires two basic steps: obtaining the prompt, in this case the synthesized text, and 

then streaming it to the channel. That, however, is where the similarities end. Obtaining the prompt 

means sending the text to a TIS engine, Festival, and receiving the result. Because we are not simply 

streaming audio files, the process of playing the prompts on the channel is very different. 

The first task is to integrate the Festival system into the prompt API using the client-server approach 

discussed in Section 3.3.1. The client-server approach has been selected because it allows concurrent 

processes, in this case prompting sessions, to access the Festival TIS engine simultaneously while 

removing any initialization-related time penalties. Another advantage of this approach is that both 

Festival and Asterisk provide extensive examples of clients. In particular, Asterisk provides an exam

ple of streaming the Festival output to a channel, and this is di scussed later in this section. While it 

may be possible to simply use the Asterisk festival application to synthesize the text, this is not 

ideal because it does not give sufficient control of the synthesis process to the prompt API. We did, 

however, rely heavily on the app_festival. c file for guidance. 

Before we begin with the implementation, Festival had to be installed and configured. Since we will 

be following a similar approach to the Asterisk Festival client implementation we can install Festival 

as per Asterisk's requirements. This is discussed on the voip-info wiki [89]. 

Once Festival is installed, it mList be configured before it can be used by Asterisk. There are three 

ways of doing this: modifying the Festival configuration file, patching the Festival source code or 

using an external Perl script. Since patching the source violates our requirement for an open system, 

this option can be ignored. Using an external Perl script is overly complicated. The simplest and 

most effective way of setting Festival to run with Asterisk is to change the configuration file. The 

following Scheme command, taken from the wiki, is placed in the festival. conf file. 
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(define 

(tts_textasterisk string mode) 

" (tts_textasterisk STRING MODE) Apply tts to STRING . 

This function is specifically designed for use in 

server mode so a single function call may synthesize 

the string. This function name may be added to the 

server safe functions. " 

(utt . send . wave . client (utt.wave.resample (utt.wave . rescale 

(utt.synth (eval (list ' Utterance ' Te xt string))) 5) 8000))) 
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This simply defines the command which will be sent to the server by the Festival client. The full 

command is of the form (tts_textasterisk string mode) where string is the string to 

be synthesized. The final portion of the Scheme command ensures that the text sent back to the client 

is sampled at 8Khz, and so is suitable for a telephony environment. (This configuration file can also 

be used to change the voice, and so the language, of the system.) 

With the server correctly configured we can proceed with the implementation. In broad terms, obtain

ing the synthesized text is a simple matter of connecting to the Festival server, sending it the properly 

formatted command, and receiving the result. 

A TCP socket is used for the connection, and a socket is created. By default the Festival server 

runs on port 1314 and binds to localhost . This behavior can be changed in the configuration file 

and the server can be run on a remote machine, enabling load balancing or separate servers running 

on separate interfaces which can be used to provide different voices. This is a rudimentary way of 

adding multilingual support to the gateway. A file descriptor is used as a handle to the socket, and 

so we can treat the socket as a simple file . (Using Unix file abstraction in this manner provides 

a simple and powerful way to manage a network connection [73) .) If the socket fails to open for 

whatever reason, VXIprompt_RESULT_ TTS_ERROR is returned to the interpreter. If the socket is 

successfully opened we can send the command, and wait for the result, which is sent by the Festival 

server as a sampled waveform. 

The waveform, sent by the server as a file, is read into a buffer by the client. In this way the audio 

can be treated as an array of characters. Once the waveform has been received, it can be sent to the 

channel. To do so the waveform must be separated into frames. A Unix pipe (another example of 

Unix file abstraction) is used to break the waveform up into chunks which will be used as data for a 

frame. 

A Unix pipe is simply a special file with a read end and a write end. A read process will block 

when trying to read from an empty pipe, and a write process will block when trying to write to a 
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full pipe [51] . Pipes are used extensively in Unix for Inter-Process Communication (IPC). Following 

the example in app_festival. c , a pipe is created and the process forks . The child process then 

writes the waveform (in chunks) to the pipe and the parent process reads from the pipe, creates a 

frame, and writes the frame to the channel , as can be seen in the following algorithm, which has been 

taken from the Asterisk fest ivaI application: 

for ever 

/ * give the last frame a second to play, 

* observing the channel for activity 

*/ 

wait for 1000 ms 

/* check the state o f the channel */ 

read a frame from the channel 

/* check the type of frame that has been read 

* most normal frames are classified as voice 

* frames , such as silence , other frames types 

* include video, DTMF , and control 

*/ 

if the frame is a voice frame 

read the waveform data from the pipe 

create a frame 

write the frame to the channel 

if this is the last of the waveform 

exit 

There are a few things to note here. One would assume that waiting before sending each frame 

would result in patchy audio. This, however, is not the case. Because ast_wr i te writes the frames 

to the channel in a non-blocking manner, we have to wait in between sending frames , otherwise 

the frames overlap and the audio is garbled. Checking what is on the channel before sending al so 

produces cleaner sounding audio, as the frames are sent only when we can be sure that the user 

will hear them. For example, if a waveform is being played to a channel and a user pushes a key, 

the DTMF tone the user hears does not overlap the other audio: the waveform is paused, during 

execution, while the DTMF tone is played. Another reason for reading from the channel is so that 

we can detect a hangup. If a hangup is detected we can stop sending the waveform to the channel 

and exit gracefully. The result code VXlprompt_RESULT_FAILURE is returned if either a hangup 

is received or ast_write fails for some reason. Otherwise VXlprompt_ RESULT_ SUCCESS is 

returned. 
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This implementation episode signals the end of the user story, and so we can move to the testing 

stage. Before that it is worth noting that some of the aspects touched on in this section, Unix file 

abstraction and pipes, will be used later in an attempt to create IPC between the Java Sphinx process 

and the voicexml application , and are revisited in the following chapter. 

4.3.5 Running the test 

Once again we can verify results of the test by logging strategically in the code and looking at the 

CLI output. 

NOTICE(30189]: app_voicexml . c:125 voicexml_exec: 

voicexml called successfully 

NOTICE(30189]: app_voicexml.c:126 

voicexml_exec : argument is: 

http://king.rucus.net/test.vxml 

saying: Welcome to Adam King's Voice XML page. bargein 1 

playing audio file: pressOne.wav 

fetchtimeout=7000 f etchinit=2 bargein = 1 

--22 :00:18-- http : //king.rucus .net/pressOne.wav 

=> '/tmp/app_voicexml/SIP/1000-df29/pressOne.wav' 

Resolving king . rucus .net . .. 146 . 231 . 115 . 12 

Connecting to king.rucus.net(146.231.1 15 .12] : 80 .. . connected . 

HTTP request sent , awaiting response ... 

200 OK Length: 18 , 810 (text/plain] 

100%(====================================>] 18 , 810 -- .--K/s 

22 : 00 : 19 (15 . 72 MB/s) -

'/tmp/app_voicexml/SIP/1000- df29/pressOne.wav' 

saved (18810/18810] 

Playing ' /tmp/app_ voicexml/SIP/1000-df29/pressOne ' 

(language ' en') 

We can see that the SSML we saw logged in Section 4.2.3 has been parsed, the important information 

extracted, and the text synthesized, The argument passed from the dial plan to the voicexml appli

cation is the URL of the VoiceXML document to be parsed, The two prompts are queued, parsed and 

played. Firstly "Welcome to Adam King's Voice XML page" is synthesized, and then the audio file 

is played. The audio file to play is pressOne.wav, which is fetched from the web server and saved 
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Asterisk OpenVXI 

Festival 

Figure 4.2: The new architecture reflecting the integration of Festival 

to the session's unique work space, in this case the /tmp/app_voicexml/S IP /1000 - d f29 / 

directory. The workspace is created using the unique channel name, in this case SI P / 1 OOO- df 2 9, 

which allows us to clean up at the end of a session safely, without running the risk of removing files 

that have just been downloaded or are in use. Finally, Asterisk streams the file to the channel. 

Comparing the synthesized text output from the gateway with Festival's normal output we do not hear 

any difference in quality, and so we can assume that the integration was successful. 

It can be seen that the test was passed. The resulting architecture can be seen in Figure 4.2, with 

Festival interfacing with the prompt API. 

4.4 Summary 

This chapter described the implementation of the gateway 's output functionality. This involved inte

grating Asterisk, Open VXI and Festival. Asterisk and Open VXI now form the core of the system. 

To integrate Asterisk and OpenVXI an Asterisk application module, v o i cexml , was created, and 
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the Asterisk and OpenVXI libraries were linked. This gives the application the capability to interpret 

VoiceXML documents. 

An SSML parser was then written to handle prompt requests from the interpreter and a queue was 

created to hold the parsed prompts. Prompts are either audio files or text, which is to be synthesized. 

Asterisk was used to play the audio files. The client-server API of the Festival system was used to 

convert text into a waveform, which is then played on an audio channel. Testing the system showed 

that both types of prompts could be rendered. 

The final element of the gateway - input - will be discussed in the next chapter. 



Chapter 5 

Building the gateway: Phase 2 

This chapter discusses the second half of the implementation phase - adding input functionality to the 

system, essentially giving the gateway ears. In particular, we will discuss adding DTMF and speech 

recognition support. Integrating Sphinx into the system requires integrating a Java application with 

Asteri sk, which is written in C. Two different approaches to this will be discussed, one which failed 

and one which was successful. 

The integration step described in this chapter results in the final system, and so the final architecture 

will be described. A final test involving concurrent calls will then be conducted to test the complete 

functionality of the gateway. 

Before implementation can begin, a test has to be created. Should the test be successful, we can claim 

to have created a low-cost, open-source, proof-of-concept VoiceXML gateway, as per the aims of this 

thesis. 

5.1 Creating the Test 

The test is the simple part of the process: all we need to do is create a simple VoiceXML application 

which requires both DTMF and speech input. Working from the original example (Figure 2.3) we 

will add a greeting, using a simple grammar. The VoiceXML required to do this is as follows: 
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<audio src= "pre s sOne.wav ll / > 

<choice dtmf= "l " ne x t= ll #o ne ll / > 

<f o rm id= "o ne "> 

<block > 

<promp t> 

Cong r atulat i on s , you pre s sed on e 

</p r ompt> 

</block > 

</ f orm> 
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<gramma r type= " te xt/gs l "> [ (Good Morning) (Hello) ) </gr ammar> 

<aud io src= " t e st . g s m" /> 

<filled> 

<pr ompt> Hello user </promp t> 

</fil l ed> 

The YoiceXML code simply creates a greeting. If the user greets the YoiceXML application, the 

application answers with "Hello user". The grammar accepts either "Good Morning" or "Hello". 

The test makes use of all the components introduced in Chapter 3. It does not test dynamic grammars 

and n-best recognition results because, while required by the VoiceXML specification and provided 

by Sphinx, they have not been implemented. The ability to change grammars would provide a means 

of lIsing only the active VoiceXML grammars when listening for input, and so may improve the 

recognition performance of the system, as smaller grammars result in a lower word error rate. Unfor

tunately, due to time constraints, support for dynamic grammars has not been added. 

5.2 Adding DTMF support 

Input is collected during the execution of prompts, and therefore the output functions discussed in the 

previous section need to be extended to capture DTMF input as well. (The specification [56] states 

that input is only collected during the play back of prompts.) So, there are two areas which have to 

be altered, the streaming of the audio file and the streaming of the waveform from Festival. Another 

form of input which we can detect is a hangup, and that must also be dealt with. 

Asterisk includes a DTMF recognizer, so we simply have to read from the channel while outputting 

both types of prompts and check for any DTMF frames or NULL frames, which indicate a hang up. 

We also have to implement the bargein attribute. 
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As the output process already reads from the channel, this is simple and our algorithm only changes 

slightly. 

for ever 

/* wait for the last frame to play */ 

wait for 1000 ms 

/* check the state of the channel */ 

read a frame from the channel 

if the frame is null 

inform the tel API 

stop the prompt 

exit 

if the frame is a DTMF frame 

if the prompt ' s barge in property is true 

set the result in the rec API 

stop the prompt 

exit 

if the frame is a voice frame 

read the waveform data from the pipe 

create a frame 

write the frame to the channel 

if this is the last of the waveform 

exit 

Adding this behavior presents a number of design questions, which we will discuss here before adding 

support for DTMF input during audio prompt execution. 

The prompt API needs access to both the rec and tel APIs. This is done by altering the 

VXIpromptImpl structure to include pointers to the other APIs and initializing the pointers when 

the prompt sess ion begins. What this means is that all events are caught by the prompt API, which 

is then responsible for informing the other APIs, resulting in a somewhat prompt-centric architecture, 

and altering the design of the system slightly. Given the way VoiceXML behaves, however, the new 

design is acceptable. A VoiceXML application begins, from the user's point of view, with a prompt. 

Any input received before a prompt is played is disregarded, due to the behavior of the FIA. Input 

(and events) are detected during a prompt 's execution, after which the next prompt is played. We 

can see that the nature of a VoiceXML application is itself very prompt-centric, and this has been 

reflected in the implementation. 
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The next design consideration is how to handle input with regards to the bargein attribute. If the 

prompt's barge in attribute is set to true, a user may interrupt a prompt with an utterance or a DTMF 

key. This interruption happens at the first indication of any input. It is the VoiceXML developer's 

responsibility to ensure that multiple inputs, such as a telephone number, are acquired correctly using 

grammars. The hot word attribute of the <prompt> attribute can be used to ensure that a prompt 

will only be interrupted once a grammar is matched, allowing for multiple inputs and barge-in during 

the execution of a prompt. 

The specification describes how to handle input received during the execution of prompts with a 

barge in property of false [56]. Any DTMF input received in such a situation is not buffered 

and so can be ignored. This means that prompts which can not be inten·upted are used only to render 

information and are not used to collect input. This behavior seems to match the behavior of traditional 

IVRs. 

When interrupting the prompt it is important to set the the appropriate variable in the rec API to the 

recognized token before stopping the prompt. The F1A enters the PROCESS phase once the COLLECT 

phase is finished, and so, once the prompt finishes executing, the interpreter requests the rec API to 

attempt a recognition (match the input against an active grammar). There are two situations when the 

interpreter will make the request: when a prompt finishes executing naturally, and once a prompt has 

been interrupted. The input is therefore set before the prompt it interrupted, to ensure that the r e c 

interface uses the input that caused the prompt to be interrupted. 

The second area which needs to be changed when adding DTMF support is the playback of audio 

files. Initially ast_ streamfile was used to play the file. This does not, however, provide any 

mechanism of collecting input. While this method would suffice for prompts with their bargein 

attribute set to false, it will does not allow any input collection when ba rge I n is set to true. There 

are two options available to provide this. Firstly, a technique similar to the text synthesis process 

discussed earlier can be used, where we read from the channel while writing to it and evaluate each 

frame. The other option is to check Asterisk's functionality to see if a mechanism usable in this case 

is provided. A function called ast_app_ getdata is available for Asterisk's IVR modality. This 

function plays an audio file to a channel and gets any DTMF input. As soon as the function gets some 

input the streaming is stopped. This behavior is precisely what is needed and so DTMF support can 

be added to the audio prompt very simply. If the prompt's bargein property is set to false we can 

ignore any DTMF input and continue as before. If, however, it is set to true, ast_app_getdata 

is used as opposed to ast_ streamfile . 

Now that the input has been obtained, it has to be sent to the rec interface, so that it can be evaluated 

against the active grammars at the request of the interpreter. A function , VXIpromptHandle Input , 

was created for this purpose. Since we are passing infonnation across interface boundaries, a VX IMap 
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was created. A VXIMap is a table, which in this case reduces to a key/value pair holding the type and 

corresponding value of input received. Care must be taken when creating the VXIMap, as memory 

management issues can arise. It is the responsibility of the prompt API to set aside memory for the 

structure, and the responsibility of the rec API to ensure that it is freed. 

Catering for the input on the rec API side is simply a matter of assigning the received VXIMap to 

a global variable. The rec interface is responsible for managing all the active grammars. When the 

interpreter requests a match to be made the global map is used. 

We now have a system which is able to completely replace traditional IVR platforms in terms of func

tionality. It can interact with a user using synthesized speech and audio files and receive user input 

via DTMF tones. The system, as it is at the moment, can be considered a low cost VoiceXML IVR 

platform, and could be used to replace many of the IVR systems in use today. The final component 

of the gateway, speech recognition, can potentially improve user satisfaction . The following section 

will discuss the integration of Sphinx into the system. 

5.3 Adding Sphinx 

As discussed in Section 3.4, it was decided to use the Sphinx 4 Java version as opposed to Sphinx 2 

or 3, which are written in C++. This section looks at the creation of speech-recognition applications 

using Sphinx, and then goes on to examine the integration process . The integration process provides 

a discussion on Inter-Process Communication (IPC) between a Java process and a native process on 

a Linux platform. The first attempt at thi s, using the JNI, the Invocation Interface and the Unix file 

abstraction fai led, but will be di scussed here because of the lessons learned. We will then look at a 

client-server implementation , which worked and resulted in speech-recognition support for both the 

VoiceXML gateway and the Asterisk system. 

5.3.1 Creating Sphinx applications 

The creation of Spinx applications is discussed in the Sphinx help files [43] . Once the Sphinx system 

has been installed, a speech enabled application can be created by simply creating three files: a Java 

application, an XML configuration file and a grammar file. 

The Java application is surprisingly simple to create. There are three main classes used in Sphinx 

applications: the Recogni zer class , the Resul t class and the Conf igurat ionManager class. 

The application must load the configuration file and configure the different components using the 
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Conf igurat ionManager, capture input for the Recogni zer and process the Resul t returned 

by the Recognizer. 

The Sphinx engine has been designed to be as configurable and modular as possible. To achieve this 

the ConfigurationManager class uses the configuration file to configure the different compo

nents. The configuration file can be used to configure any components as well as to define properties. 

The components of interest are the front-end pipeline, the grammar and the acoustic model. The 

front-end pipeline is used to configure the engine to accept the input format, the grammar component 

is responsible for loading the grammar, and the acoustic model component defines which acoustic 

model is to be used. As already stated, we will be using the WSJ 8Khz acoustic model, and so the 

acoustic model component must be suitably configured. 

Finally, the grammar file used to define the Resul t is created. It can be in various formats, including 

SRGF. Excerpts from a Sphinx application and the corresponding configuration file can be seen in 

Appendices E and F respectively. 

Now that we know how to create a Sphinx application, we can concentrate on the integration, passing 

the audio from the channel to Sphinx. 

5.3.2 JNI and pipes - a first attempt 

The integration of the Sphinx Java application into the current system requires bidirectional interac

tion between Asterisk and Sphinx. All the audio has to be passed from Asterisk to the Sphinx process, 

and the result has to be passed to Open VXI's rec API. To ensure that the Sphinx engine has the best 

chance of making the correct recognition, it is desirable to have the audio stream up and running by 

the time the VoiceXML interpretation starts. Altering the structure of the voicexml application 

discussed in Section 4.2.2 we get this: 

voicexml_exec (channel, data) 

/* deal with the parameters */ 

i f we have a URL 

/* set up the speech recognition */ 

start the sphinx process 

thread and send the audio 

/* set up and run the interpreter */ 

initialise the interpreter, passing URL and channel 

allocate the interpreter resources 
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interpret the VoiceXML 

/* once we get here we are done with the VoiceXML 

* application , for whatever reason , and can shut down 

* / 

shut down the interpreter 

clean up memory 

else there is no URL 

show an error message and exit 
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We can see that the voice xml application needs to have two threads of execution. One is respon

sible for sending the audio to the Sphinx process and another to interpret the VoiceXML. Before any 

audio can be sent, however, the Sphinx Java process has to be started. To start the Java Virtual Ma

chine (JVM) and run the application, and receive the result from the application, we decided to use 

the Invocation API and the Java Native Interface ONI). The JNI can be used to aIJow native processes 

and Java applications to interact with each other, as described in [30, 49] . The JNI can be used to 

incorporate native libraries into Java applications. Java developers may find this necessary in real

time application where Java does not perfOlm adequately, or where existing native libraries already 

perform the required functions. The Invocation API, on the other hand, can be used by native pro

cesses to gain direct control of the JVM. A native process is one which is written in either C or C++. 

The JNI and Invocation APIs seem ideal for this situation, as they provide the two-way interaction 

required . 

Given that we have a possible means of interaction between the different processes, we can investigate 

a mechanism for passing the audio from the voicexml application to the Java process. There are a 

number of issues to keep in mind when designing and implementing such a mechanism. Firstly, 

audio is read from the channel in Asterisk specific frames . These need to be converted to a constant 

audio stream to be sent to Sphinx. Secondly, Asterisk is able to handle many different types of audio 

formats and codecs. While Sphinx is able to handle different types of audio, the type is set in the 

configuration file and changing the audio format during execution is not possible. Therefore we have 

to ensure that the audio being sent to the Sphinx process is in the format that matches the chosen 

acoustic model. Thirdly, Java does not have very good access to low level, platform specific devices, 

as it is dependent on the JVM. Sending the audio to a Unix abstract device (such as / dev / nUll) 

on the Linux platform wiIJ not work because the Java application will have difficulty in accessing the 

device in a generic manner. 

It was therefore decided to stream the audio from Asteri sk to a file which the Sphinx application 

would access independently. Because of the amount of housekeeping that would be required to 

ensure that the two independent processes access the file correctly, it was decided to use a pipe. 



CHAPTER 5. BUILDING THE GATEWAY: PHASE 2 83 

The pipe will block a write while there is nothing to read, and vice versa. Due to the Unix file 

abstraction system, the pipe can simply be treated by both processes as a normal file. The Asterisk 

function ast_writefile creates a stream for writing in a specified format. One can use this 

function to write a stream to a file in a consistent format, which can be read on the other side by 

the Java application, treating the pipe as a simple wav file. This scenario theoretically solved all our 

problems. The ast_writefile creates a stream of audio of a consistent format which is written 

to a file. The Java application on the other side can handle the pipe as a normal file . What is left to 

do is to start the Java process. 

Starting the Java process requires another thread to run the JVM and a second pipe for communi

cation between the two processes. Since the initialization of the Sphinx process takes a while, the 

voicexml application needs to wait before proceeding with the VoiceXML interpretation. The ini 

tiali zation penalty can not be avoided, and thi s means that there is a pause before the VoiceXML 

begins executing, which is not desirable. The voicexml application now looks like this: 

voicexml_exec (channel , data) 

/* deal with the parameters */ 

if we have a URL 

/* set up the speech recogn it io n */ 

create a pipe for the audio 

create a pipe for other communication 

create a thread to manage t he JVM 

/ * to sy nchronize the processes we can simply 

* read from the communication pipe - this read 

* will block until the Java app licat i on wr ites 

* to the pipe 

*/ 

read f r om the communication pipe 

start an audio th read 

/* set up and r un the interpr eter */ 

initialise the interpreter, passing URL and channel 

allocate the interpreter resources 

interpret the VoiceXML 

/* once we get he re we are done with the VoiceXML 

* application , for whatever reason , and can shut down 

*/ 
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shut down the inte rpreter 

stop the th r eads 

remove the pipes 

clean up memory 

e lse there i s no URL 

show an error message and exit 

/* J VM thread */ 

start the \...TVM 

start the Sphinx application - passing, as fil es , b oth pipes 

/* audio th read */ 

read from the channel 

write a stream to the pipe in wav f ormat 
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The Sphinx application simply wrote to the communication pipe once initialized and then read audio 

from the audio pipe, treating it as a wav file. Finally, the JNI API was used to link the Sphinx 

application with the rec API and set the input. Adding native libraries to a Java application is 

relatively simple, as described by Schuermann [79). The native method is declared, without a body, 

in the Java application and the library is loaded in a static block following the declaration, as follows: 

private native void setResu l t(String result) ; 

static ( System . loadLibrary( "VXIrec "); 

j ayah, a C header file generator, is then used to create a C header file from the Java application which 

is included in the native library. The Sphinx application can now theoretically call setResult to 

interface with the rec API. 

Once the solution was implemented and tested it was found that not only did it not work, but it 

had managed to break the DTMF recognition. While the main symptom of failure was that the 

ast_writefile call continuously gave an error, there are also a number of issues which would 

ensure that the solution would not have worked. We will first discuss the ast_wr i tefile issue 

before discussing the related issues. 

Studying the Asterisk file writing process we saw that, after every frame was written, the header of 

the wav file was updated. Looking at the header structure of a wav file we saw that it included a 

chunksize field used to indicate the size of the wav file [95). After each write Asterisk attempts 

to update thi s header, and this fails. Since a pipe is a file of size zero, the wav header does not exist, 



CHAPTER 5. BUILDING THE GATEWAY: PHASE 2 85 

and has already been read by the Sphinx process. In fact, it is not possible to lsee k on a pipe [51]. 

(lseek is used to change the position in the file where writing (or reading) occurs [50].) Since the 

process of writing to the wav file cannot update the file size header, because the wav file is actually a 

pipe, it gives an error. The Java program on the other end is being blocked by the behavior of the pipe, 

as it attempts to read while there is no corresponding write. While this could be changed, it involves 

altering the Asterisk source code to blindly write to the pipe and neglect updating the wav header. 

Since we are attempting to avoid altering the Asterisk source, the method of sending the audio to the 

pipe needed to be revi sed. 

Had the streaming worked, or a suitable alternative been found, the solution still would have failed. 

The JNI call to a native library is not able to call a particular instance of that library, and so the Sphinx 

application would not interact with the instance of the rec API associated with the call, and the input 

would have been lost. Similarly, there is no way to handle concurrent calls, and there is no way to 

associate an executing instance of a library with a JNI call. 

Finally, because there were two process concurrently reading from the channel , on average only half 

of the DTMF input would be received by the prompt API, as the other half is read by the process 

streaming to the audio file. While this is unacceptable, any solution to the Sphinx integration problem 

requires a separate thread to send all the audio to the Sphinx process and so this must be solved. 

These errors caused a re-consideration of the problem, and a new solution was created based on the 

client-server architecture. 

5.3.3 The client-server approach 

Since the first solution was not feasible we had to investigate another approach. It was decided to 

use a client-server architecture whereby a client, the voicexml application, streams the audio to a 

Sphinx server. Before we begin discussing this approach it is worth reviewing some XP principles 

which come into play due to the change. Besides using the test based and scope-driven development 

approaches prescribed by XP, a conscious attempt has continuously been made to keep the code as 

simple as possible. The effect of this is to minimize the cost of change over time as well as to 

reduce the possibility of errors in the system. Combining the two separate processes that read from 

the channel into a single one represents a large change to the design of the system, as the DTMF 

input solution has to be reworked. Fortunately, because the code has been kept as simple as possible, 

making the alterations does not affect the progress of the project drastically. 

The solution to the channel access problem is to only read from the channel at a single point - when 

sending the audio to the Sphinx application. Any DTMF input received is simply sent to the prompt 

API where it is dealt with, as before, by the VXlpromptHandlelnput function. 
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It was decided to create first a simple Asterisk recognition application to see whether the client-server 

approach was viable, and therefore another application module, app_recognize . c, was created, 

in the same manner as app_vo icexml . c. Should the new approach work, it would provide a 

speech recognition system for Asterisk itself, as well as for the gateway. 

Fortunately, the recognize application was very similar to the voicexml application discussed 

in the previous section without, of course, the OpenVXI integration. Instead of writing to a pipe 

audio had to be written to a socket. (Due to Unix file abstraction, sockets and pipes are essentially 

equivalent, and can be treated in the same manner.) So, instead of opening a file stream we now 

opened a socket and connect to the server. 

Once a connection to the server was made, the client had to synchronize with the Sphinx process, 

like before. The synchronization was necessary to ensure that audio was only sent once the server 

was ready to accept it and that the VoiceXML application did not begin execution before such a time. 

Once the server was ready, the client could send the audio. 

As with the previous approach, the problem of audio formats had to be addressed. The client had to 

ensure that the same format was consistently sent to the server, and that the format was one which 

could be handled by the server. The native audio format used by Asterisk is PCM SLINEAR, which is 

8Khz, signed, big endian audio with 160 bytes per sample, and any Asterisk supported audio should 

be able to be converted into this PCM SLINEAR format. Since we had already chosen an 8Khz 

acoustic model , we simply had to configure the front-end pipeline to accept this audio, as it can be 

seen in Appendix F. 

The recognize application behaves as follows: 

recognize_exec (channel, data) 

open a socket to the sphinx server 

create a thread to listen for results 

connect to the sphinx server 

wait for the sphinx server to initialize 

for ever 

if the audio is not PCM SLINEAR 

convert the audio 

send the audio to the socket 

1* result thread *1 

for e ver 
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li s t en to the socket 

log a n y r esult s to the eL I 

Now that we have a client that can connect to a server and send correctly formatted audio, we can 

look at implementing the corresponding server. Since the responsibility of the server is to simply 

farm out Sphinx processes , it was called SphinxFarm. 

5.3.4 SphinxFarm 

SphinxFa r m is a Java TCP server which farms out Java processes, in our case Sphinx applications, 

to any incoming connections. As seen previously, the main issue associated with integrating Sphinx 

and Asterisk is the transport of the audio from the C application to the Java application. The device 

used in this scenario, a socket, is again easily accessible by a Java application. 

The choice of Java as an implementation language was made because we are farming out Java pro

cesses. It was also found that because of the way in which Java handles exceptions, a great deal of 

robustness could be easily built into the server. 

TCP has been chosen because it encapsulates the notion of a connection, while UOP is connection

less. We need to ensure that the client is sending the audio to the correct Sphinx process, and that 

the Sphinx process in return is sending the results to the correct client, and providing this behavior 

using TCP is simpler than using UDP. If UOP was used we would have had to create some form of 

connection, either by using another TCP connection to negotiate a separate port for communication 

between the client and the thread associated with it, or by manipulating the UOP packets to provide 

some TCP functionality. 

The final issue affecting the design of the SphinxFa r m application is the issue of time penalties. 

SphinxF a r m must attempt to minimize any Sphinx related time penalties - in particular the ini

tialization delay. This has been done by pre-initializing the Sphinx processes at start up. The server 

initializes a number of Sphinx processes before opening a socket and waiting for connections. 

The pre-initialization process works as follows. Each Sphinx process is run in a separate thread, 

and can be in one of three states - INITIALIZED, CONNECTED or WAITING. The INITIALIZED state 

refers to a thread containing a Sphinx process, which has been initialized but has not yet been run. 

(Specifically, its run method has not been called.) A thread in the CONNECTED state is one which 

is busy recognizing speech, and is connected to a client. The WAITING state refers to a thread which 

has already been run and has dealt with at least one client connection, but is currently idle. A WAIT

ING thread, in other words, is one which has been in the CON NECTED state at least once, while an 
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INITIALIZED thread has never been. Because the number of connections is theoretically unbounded. 

a vector has been used to keep track of the threads. A load argument. passed to the server at start up. 

is used to determine the amount of Sphinx processes to pre-initialize. 

Once initialization is complete. the server opens a socket and listens for connections. On an incoming 

connection the server first attempts to find a thread in the INITIALIZED or WAITING state before 

creating a new thread as follows : 

for each thre a d i n the vector 

synchronized 

if the th r ead is i nitia l i zed a nd i s n ot connecte d 

use this threa d 

1* t he re are n o s uch t hrea d s *1 
create a new thread 

Since both the server process and the client process itself can change the state variables. any access 

of the variables is done in a synch ronized block statement. Once a suitable thread has been 

selected. the server passes the socket to the Shpinx process and executes the thread . Executing the 

thread involves either running it for the first time. in the case of an INITIALIZED thread. or waking 

a thread. in the case of a WAITING thread. To wake a thread a process simply calls the notif y 

method. 

On the Sphinx side. on initialization the Sphinx front-end must load and configure the components 

and allocate the resources. This is what takes time. and means that the value of the load argument 

should be carefully selected. Setting the value too low means that calls will. at first. take an initial

ization penalty. as not enough processes have been initialized. Setting the value too high will result 

in useless consumption of system resources. If the load value is never exceeded (the value is greater 

than the highest number of concurrent calls). there should never be any time penalties. and a client 

process will have immediate access to a voice recognition service. Initialization was timed on two 

separate machines . A and B. A had an Intel Pentium 4 CPU 3.00 GHz with I GB RAM and B had 

an Intel Xeon CPU 2.40 GHz CPU with 1 GB RAM. A is a desktop PC which was running many 

other processes at the time. It was observed that initialization on A took around 1 minute. while on B 

initialization took around 8 seconds. which illustrates that the initialization time can be substantial. 

and therefore it is well worth avoiding. 

Once the process is initialized. it waits for the server to pass it a socket. at which point the socket's 

input stream is set as Sphinx's data source. and the process can be activated. 

Upon activation. the process must indicate to the client application. using the socket. that it is ready 

to receive audio. This is done to synchronize with the client process. as in the event of the load 
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value being exceeded the client has to wait for the new process to initialize before proceeding. After 

confilmation, the recognition process can continue as normal , obtaining results and sending them to 

the client process over the socket. 

When a client disconnects, the connection is closed, the thread's state is updated to WAITING and the 

thread calls the wa i t method, which causes the thread to wait until the server calls not i fy. 

The client-server approach has a number of advantages over the wav file approach. Firstly, and most 

importantly, it works, as will be shown in the following section. Secondly, being able to pre-initialize 

threads means that we can eliminate the initialization time penalty. Finally, being able to suspend 

threads and change their input streams means that initialized processes can be assigned to many 

different clients. The thread is immediately available after a client disconnects. 

5.3.5 Testing the recognize application 

This test has been designed with a number of issues in mind. Firstly, it must test the integration 

between the two systems. This involves checking that the audio is sent to Sphinx and that the client 

is getting recognized tokens back: this can be done by logging the result from the Sphinx application. 

Testing that the result of the recognition is returned to the Asterisk application is done by simply 

di splaying text read from the socket to the CLI . 

Secondly, the transitioning of the thread states must be tested . The following scenarios must be tested 

for: 

• a single call connecting to an INITIALI ZED process 

• a single call connecting to a WAITING process 

• the load value being exceeded 

• concurrent calls 

Finally, an indication of the word error rate is required . Comparing this error rate with the native 

error rate of Sphinx in identical conditions helps determine whether the audio transfer mechanism, 

the socket, has been implemented correctly. In what follows, [n J represents the thread's index in 

the vector. Since the Asterisk server and the SphinxFarm server are both running on the same 

machine, all the connections are from 127 . 0 . 0 . 1. 

Testing for a single call connecting to an initialized thread and then to a waiting thread: 
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[OJ --> Initialising 

Server initialization successful! 

Bound to : 127 . 0 . 0 . 1 :1 315 

Pre - loaded clients: 1 

[OJ --> Connected . 

[OJ --> Hang up - pausing thread 

New connection from /127 . 0 . 0 . 1 

[OJ --> Connected. 
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Testing for the load value being exceeded. This tests simply did not initialize any processes, and 

so the first connection (at index 0) results in the load being exceeded. The following output was 

observed: 

Server initialization successful! 

Bound to: 127 . 0 . 0 . 1:1315 

Pre-loaded clients : 0 

New connection from /127 . 0 . 0.1 

load e xceeded - initializing 

[OJ --> Connected . 

Finally, testing with concurrent calls: 

[OJ --> Initializing 

[lJ --> Initializing 

Server initialization successful! 

Bound to : 127 . 0 . 0 . 1 : 1315 

Pre-loaded clients: 2 

New connection from /127 . 0 . 0 .1 

[0 J --> Connected . 

New connection from /127 . 0 . 0 .1 

[1 J --> Connected . 

[ 1 J --> Hang up - pausing thread 

[0 J --> Hang up - pausing thread 

New connection from /127 . 0 . 0 .1 

[0 J --> Connected. 
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I TEST A I TEST B I TEST C I 
First Utterance 100% 95% 75% 

Second Utterance 90% 80% 65% 
Full Utterance 90% 80% 65% 

Table 5.1: Sample test results 

As we can see from the tests, the mechanism for minimizing initialization time penalties is working 

correctly. There are no initialization time penalties when the number of clients is less than the given 

load value and when the load is exceeded a new process is created properly. We can now move on to 

assessing the recognition performance of the system. 

Three very simple tests were run using a variety of speakers and grammars. The test subject for test 

A was a South African male and test B an Australian female. Tests A and B made use of the same 

grammar, while test C introduced a different grammar, the speaker being the same as in test A. The 

grammars were as follows: 

grammar testAB ; 

public <greeting> 

( (Hello I Good Morning) (Adam I Bradley I Will I Rita) ) ; 

grammar teste ; 

public <direct> 

( call to I move to ) ( quick f o x I Bradley I Adam ); 

The speaker's actual utterance was evaluated against the result produced by SphinxFarm. The test 

results can be seen in Table 5.1, and give some indication of the word error rate that can be expected. 

Unfortunately, the word error rates of between J 0% and 35% that have been observed are very large. 

Since the value is expected to be around 7% (Table 3. J) this is a disappointing result. 

The discrepancy between the different values can be due to a number of things, one of which may be 

the integration mechanism - incorrectly formatted audio being sent to the Sphinx process for example. 

In an attempt to rule out the integration, another test was conducted. Using the same telephone, we 

recorded a set of utterances, conforming to the grammars above, to file using Asteri sk's recording 

functionality. A Sphinx front-end was created to recognize utterances from a file and the recorded 

files were passed to the Sphinx system. An example of the front end output was as follows: 

Loading Recognizer ... 

Decoding 

/usr/src/sphinx4/s r c/demo/sphinx /wavfile/test.wav 
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WAVE ( . wav) file , byte l ength : 62924 , 

data forma t : PCM_SI GNED 8000 . 0 Hz, 

16 bit , mono , 2 bytes/frame , little-endian , 

frame length : 31 440 

RESULT : good morn ing rita 
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It was observed that saving the utterances as files before decoding them resulted in an error rate 

of approximately 30%, which falls within the range of the SphinxFarm test results. This result 

strongly indicates that the problem does not lie in the integration, but somewhere else instead. 

While it is not been determined what is causing the poor recognition performance, the fact that the 

WSJ acoustic model comprises of American accented voices, while our accent is South African must 

account for at least some of the discrepancy. Creating our own acoustic model would clarify thi s 

problem. This was, however, outside the scope of the thesis. 

Finally, since we can assume that the process itself is correct, we can integrate Sphinx into the 

voicexml application in a similar manner to what has been done in the recogn i ze applica

tion. The recogn ize application also extends the Asterisk system independently of the gateway 

implementation. 

5.4 Results 

Running the test described in Section 5.1 we can observe the following logging excerpts from the 

CLI: 

NOTICE[30189] : app_voicexml. c : 125 voicexml_ exec : 

voicexml ca l led successfu l ly 

NOTICE[30189] : app_ voicexml. c : 126 

voicexml_e xec : argument is : http: //king .rucus . net/test . v xml 

saying : We l come t o Ada m Ki ng ' s Voi ce XML pag e . bargein = 1 

/* fetch and play pressOne */ 

NOTICE [1 1 261] : 

app_voicexml.c : 301 asr_stream : DTMF input received 1 

setting dtmf input as 1 

saying: Congratulations , you pressed one bargein = 1 

/* fetch and play test */ 
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NOTICE[1l331] : 

app_voicexml . c : 286 asr_ stream : Sphin x recognized: --> hello 

setting speech input as hello 

saying: Hello use r bargein = 1 
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Of course. if the user did not provide any input or the input was not correct (which it will be for 

speech input approximately 10-35 % of the time) nomatch or noinput errors were thrown and the 

VoiceXML default behavior was observed, as can be seen in the following example: 

saying : Welcome to Adam King ' s Voice XML page. 

bargein = 1 

app_voice xml . c : 301 asr_stream : DTMF input received 2 

saying : Sorry , I didn ' t understand you . 

barge in = 1 

sa y ing : Welcome to Adam King ' s Voice XML page. 

bargein = 1 

saying : Welcome to Adam King ' s Voice XML page . 

bargein = 1 

saying : Sor ry, I didn ' t hear you. bargein = 1 

saying : Welcome to Adam King ' s Voice XML page. 

bargein = 1 

saying : I didn't hear you that time either . 

bargein = 1 

Looking at the tests we can see that the DTMF collection is reliable and, while perhaps not quite 

suitable for real world purposes , speech input can be received and handled correctly. 

The final architecture can be seen in Figure 5.1. It can be seen that the architecture is slightly different 

from the architecture shown in Figure 3.2, as the initial architecture assumed that Sphinx would only 

be integrated into OpenVXI's rec interface. One can see, however, that this is not the case, and there 

is interaction between Asterisk and Sphinx. The audio is being passed from the voicexml module to 

the Sphinx process, which represents the integration of Sphinx and Asterisk as well. 

5.5 Final testing 

After creating a complete gateway we needed to test the system a little more thoroughly. To do thi s 

we used tests similar to those created for testing the various steps taken in the integration process 
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Sphinx 

Asterisk OpenVXI 

estival 

Figure 5.1: The final gateway architecture 
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and run them with concurrent call s. We also executed successive calls, to show that the system was 

stable. The unique channel name, provided by Asterisk, was added to the logging infonnation to 

discriminate between the different call s. 

Output from the eLI is as follows (to improve readability, the unique identifier representing the first 

call is shown in bold and italics, and the second call just in bold): 

app_ voicexml . c : 121 voicexml_exec : 

SIP/ I001-flfl - voice xml cal l ed successfully 

app_voice xml .c:1 22 voicexml_exec: 

SIP/ I001-flfl - argument is : 

http : //f r og . ict . ru .ac . za/helloWorld.xm1 

SIP/ I001-flfl - saying : 

Press or say one , t wo, three or hash . bargein = 1 

app_voicexml.c : 121 voicexml_exec: 

SIP/IOOO-4282 - voi cexml cal l ed successfully 

app_voicexml . c : 122 vo i ce xml_e xe c : 

SIP/IOOO-4282 - argument is: 

http : //frog .ict . ru . ac . za/helloWorld .xml 

SIP/IOOO-4282 - saying : 

Press or say one , two , three or hash. bargein 1 

SI P/IOOO-4282 - setting dtmf input as 1 

SIP/IOOO-4282 - saying: 

Congratulations , you pressed one bargein = 1 

SI P/IOOO-4282 - playing audio file : test.gsm 

fetchtimeout=7000 fetch i nit=2 ba rge in = 1 

http://frog.ict.ru.ac.za/test . gsm 

=> ' /tmp/app_voicexml/SIP/IOOO-4282 /test . gsm ' 

' /tmp/app_voicexml/ SIP/IOOO-4282 /test.gsm' 

saved [18810/18810] 

Playing' /tmp/app_vo i cexml/SIP/IOOO-4282 /test . gsm ' 

(language ' en ') 

SIP/ I001 - flfl - setting dtmf input as 2 

SIP/ IOOl - flfl - saying: 

Congratulations , you p r essed one ba rge in = 1 

SIP/ lOOl - flfl - playing audio file : test.gsm 

fetchtimeout=7000 fetchinit =2 bargein = 1 
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http : //frog .ict.ru.ac.za/test.gsm 

=> '/ tmp/app_voice xml/ SIP/lOOl-flfl /test.gsm ' 

' /tmp/app_voice xml/ SIP/lOOl-flfl /test.gs m' 

saved [18810/18810J 

- - Playing ' /tmp/app_voi cexml/ SIP/lOOl-flfl /test . gsm' 

(language ' en') 

SIP/IOOO-4282 - app_voicexml . c : 286 asr_stream: 

Sphinx recognized: - -> hello 

SIP/IOOO-4282 - setting speech i nput as hello 

SIP/IOOO-4282 - saying: Hello user bargein = 1 
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We can see two calls accessing the same VoiceXML document. Call A (1001 - fl fl) and call B 

(1000-4282) happen simultaneously. B enters 1 before any input is received from A. B then goes 

on to play an audio file. During the playing of B's audio prompt A inputs 2, and the audio prompt is 

played to A. Finally, B says "hello" and the corresponding prompt is played. A does not enter any 

more input. 

As can be seen, the system can handle concurrent calls, accepting input from each, and we can 

therefore conclude that the expected gateway functionality is finally available. 

5.6 Summary 

This chapter described extending the system to handle input. In particular we discussed adding DTMF 

support and integrating Sphinx, which is Java-based. 

Adding DTMF functionality involved obtaining the token representing the DTMF tone from Asterisk 

and setting thi s value in the rec interface. Since Asterisk provides DTMF tone recognition, obtaining 

the corresponding token was a simple matter of reading from the channel, during the execution of a 

prompt which could be interrupted, and collecting any frames containing DTMF tokens . These tokens 

were passed to the rec interface using a VXIMap, and, if appropriate, the execution of the prompt 

was interrupted. Any input received during the execution of a prompt which can not be interrupted is 

ignored. 

Linking Sphinx system required integrating a Java application into Asterisk, which is written in C. 

Initially the Java Native Interface (INI) and Unix file abstraction were tried. The Sphinx process was 

started by the Invocation API. A wav file (represented by a Unix pipe) was then used to transfer the 

audio from the Asterisk application to the Sphinx process. The voice xml application wrote all the 
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audio from the call to the pipe. This approach failed, because the writing process could not update 

the wav file header, and so we investigated another approach. 

The second approach, based on a client-server model, was successful. We created SphinxFarm, 

a Java server which serves Sphinx processes. The voicexml application was extended to connect 

to an initialized Sphinx process and send audio over a socket. SphinxFarm is responsible for 

managing the processes, in such a way as to minimize any initialization time delays, associating a 

client request with an initialized Sphinx process. 

While this approach has been found to be successful, a poor word error rate of between 65% and 

90'70 was observed. This will have to be improved before this solution can be used in a real world 

application. 



Chapter 6 

Conclusion 

The purpose of this chapter is to review and summarize the work that has been done in this thesis. 

The completed work will then be compared to the aims of the project as discussed in Chapter I to 

show that we have achieved our goal. We will also discuss future work and extensions to the project. 

6.1 Completed work 

The work that has been done can be broadly organized into four distinct categories: methodologies 

were chosen to aid the construction process, the concepts of voice-enabled applications, VoiceXML 

and the Asterisk system were explored, components were selected and discussed and, finally, these 

components were integrated to create the gateway. 

Due to the time constraints involved with the project, building the gateway from scratch was un

feasible. We therefore needed to select a software engineering methodology which could reduce 

development time. As seen in Section 1.2.1 , the CBSE approach is designed to do exactly that. A 

system is built by integrating a set of components. This approach drastically reduces development 

time while improving the flexibility and maintainability of the system. Next a methodology gov

erning the implementation process was chosen. eXtreme Programming, discussed in Section 1.2.2, 

was used. Scope-driven development gave us the order of implementation, ensuring that the most 

important parts of the system were implemented first. 

Once the methodologies were selected, voice-enabled applications, the VoiceXML standard and As

terisk were discussed in Chapter 2. We saw that voice-enabled applications are being used in call 

centers, in the health sector, for example to assist the elderly and impaired, and, in general, as an 
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information interface. These applications can all be created using VoiceXML. The VoiceXML spec

ification, first released in 2000, can be used to create voice-enabled applications. It was found that a 

VoiceXML gateway consists of a VoiceXML interpreter and an input and output component. Inputs 

can either be DTMF tones or speech fragments and outputs are either synthesized speech or audio 

files. We have seen how the VoiceXML interpreter interprets a VoiceXML document by implement

ing the FIA. We defined a VoiceXML gateway as a VoiceXML browser which is able to interface with 

the PSTN. Finally, Chapter 2 discussed the Asterisk telephony platform. It was shown how Asterisk 

has the potential to be used as the starting point to create a low-cost PSTN gateway, and how the 

Asterisk system can be extended using the Application Module API. 

Next, the component selection process was discussed in Chapter 3. The main requirements for a 

VoiceXML gateway were found to be an interpreter, a TIS system and an ASR system. OpenVXI, 

Festival and Sphinx 4 were selected to provide these required units of functionality. OpenVXI is 

a framework for building VoiceXML gateways. It provides a set of APIs which have to be " filled

out" to create a functional gateway. The APIs represent the gateway's input, output and telephony 

capabilities. Festival was selected to provide text synthesis functionality and the Java based Sphinx 

4 was selected as the speech recognition engine. Spinx 4 was selected over the C++ based Sphinx 3 

because of its better performance. 

Finally, Chapters 4 and 5 discussed the actual implementation of the system. Chapter 4 discussed 

the creation of the gateway's prompting functionality. This involved creating an Asterisk application, 

voicexml, linking the OpenVXI libraries and adding audio file playback and speech synthesis func

tionality. Asterisk was used to play audio files and the Festival system was integrated into OpenVXI's 

prompt API to provide text synthesis. 

Chapter 5 discussed the second half of the implementation effort, adding input functionality. DTMF 

support was added using Asterisk's DTMF recognizer. Integrating the Sphinx system with Asterisk 

was more difficult and required two attempts. In the second, we made use of a client-server structure, 

where a server, SphinxFarm, served Sphinx processes to individual voicexml processes. This 

allowed the Java and C processes to interact using a socket, which was also used to pass the audio 

between the two processes. 

Integrating all the components resulted in a proof-of-concept VoiceXML gateway. Revisiting the 

thesis aims, we can evaluate the system created by the implementation process to gauge whether or 

not the goals have been met. 
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6.2 Achievements 

In Section 1.1 the question was posed as to whether it was possible to create a low cost, open source 

VoiceXML gateway using the Asterisk telephony platform. To this we added the request to create an 

open COTS-based system, to decrease the time required for implementation, and to maintain clear 

boundaries for each component. 

This thesis has described the construction of a low-cost, open-source, proof-of-concept VoiceXML 

gateway. Asteri sk can be used to create a PSTN gateway for as little as R360 (in addition to the cost 

of a PC), and so the main cause of high-cost VoiceXML gateways (the expensive PSTN hardware) 

has been avoided. Asterisk was then extended by adding open-source COTS systems to create the 

proof-of-concept gateway. 

Tests have shown that system is capable of rendering prompts represented as SSML documents. It is 

able to fetch audio files from a remote web server and play them to a user as weB as synthesizing text 

and outputting the resulting waveform. 

Support for both DTMF and speech input has been provided. The speech-recognition component 

of the system has a high word elTor rate. Tests have shown, however, that this is not due to an 

implementation error, but is instead due to some other factor, possibly the lack of a comprehensive 

South African acoustic model. 

We can therefore positively answer the question from Section 1.1: it is possible to create a low-cost 

open-source proof-of-concept VoiceXML gateway. 

6.3 Future work and extensions 

There are a number of areas where further work can be done. 

Firstly, the gateway must be made fully standards compliant. The transfer and record tags have to be 

supported, and dynamic grammar handling and n-best recognition must be added to the Sphi nxF arm 

system. The functionality required for the transfer and record tags is provided by Asterisk, and since 

Asteri sk is already linked to OpenVXI, supporting these tags should not require much effort. Dy

namic grammars and n-best recognition are also supported by Sphinx, and they should be integrated 

into the gateway. FinaBy, the system must be extended to handle SSML documents. Since Festival 

can already handle SSML this simply involves updating the commands sent to the Festival server by 

the client. 
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The second area requiring work is the speech-recognition perfonnance. The use of speech recog

nition in voice-enabled applications can improve customer satisfaction, and providing this feature 

adequately is important, besides being required to be compliant. The cause of the poor recognition 

rate must be identified and repaired . 

Thirdly, the system must be tested for robustness and scalability. A large amount of telephone calls 

must be made to the system, simulating a real world scenario, which will indicate whether or not the 

system is robust and can scale appropriately. 

Finally, being South African, it would be nice to include better language support - specifically for 

African languages. Adding voices to Festival is a relatively simple task, and to extend the system 

to be able, at least, to prompt in a multi-lingual fashion, is desirable. This can improve access to 

information for a larger section of the population. 

6.4 Conclusion 

VoiceXML is capable of creating voice-enabled applications. In addition to this, VoiceXML gateways 

can be used to bridge both IP and PSTN networks, from the point of view of infonnation distribution 

and collection. 

We have proved, through the building of a proof-of-concept prototype, that Asterisk can be extended 

to create a low-cost, open-source VoiceXML gateway, which can be used to render these VoiceXML

based voice-enabled applications. Before this system is used in the real world, it must be made fully 

standards compliant. 
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Appendix A 

VoiceXML 2.0 elements 

Element Purpose 

<assign> Assign a variable a value 

<audio> Play an audio clip within a prompt 

<block> A container of (non-interactive) executable code 

<catch> Catch an event 

<choice> Define a menu item 

<clear> Clear one or more form item variables 

<disconnect> Disconnect a session 

<else> Used in <if> elements 

<elseif> Used in <if> elements 

<enumerate> Shorthand for enumerating the choices in a menu 

<error> Catch an error event 

<e x it> Exit a session 

<field> Declares an input field in a form 

<filled> An action executed when fields are filled 

<form> A dialog for presenting information and collecting data 

<goto> Go to another dialog in the same or different document 

<grammar > Specify a speech recognition or DTMF grammar 

<help> Catch a help event 

<i f> Simple conditional logic 

<initial> Declares initial logic upon entry into a (mixed initiative) form 

<link> Specify a transition common to all dialogs in the link's scope 

<log> Generate a debug message 
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Element Purpose 

<menu> A dialog for choosing amongst alternative destinations 
<meta> Define a metadata item as a name/value pair 

<metadata> Define metadata information using a metadata schema 
<noinput> Catch a noi nput event 
<nomatch> Catch a nomatch event 
<object> Interact with a custom extension 
<option > Specify an option in a <field> 
<param> Parameter in <object> or <subdialog> 

<prompt> Queue speech synthesis and audio output to the user 
<property> Control implementation platform settings 

<record> Record an audio sample 
<rep r ompt> Playa field prompt when a field is re-visited after an event 
<return> Return from a subdialog. 
<script> Specify a block of ECMAScript client-side scripting logic 

<subdialog> Invoke another dialog as a subdialog of the current one 
<submit> Submit values to a document server 
<throw> Throw an event 

<transfer> Transfer the caller to another destination 
<value> Insert the value of an expression in a prompt 

<var> Declare a variable 
<vxml> Top-level element in each VoiceXML document 

Table A.I : VoiceXML elements in the VoiceXML 2.0 specification 



Appendix B 

VoiceXML 2.1 elements 

Element Purpose I EnhancedlNew I 
<data> Fetches arbitrary XML data from a document server New 

<disconnect> Disconnects a session Enhanced 

<grammar> References a speech recognition or DTMF grammar Enhanced 

<foreach> Iterates through an ECMAScript array New 

<mark> Declares a bookmark in a sequence of prompts Enhanced 

<property> Controls platform settings Enhanced 

<script> References a document containing client-side ECMAScript Enhanced 

<transfer> Transfers the user to another destination Enhanced 

Table B.I: Elements added or enhanced in the VoiceXML 2.1 specification 
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Appendix C 

Sample zaptel configuration files 

Example zaptel configuration files. This sample configuration represents a single PRI interface con

nected either to the PSTN. 

The zaptel . conf file. This file is not Asterisk specific and is used to configure the interface itself. 

# use US indication tones 

loadzone=us 

defaultzone=us 

# configure the span - a span usually corresponds 

# to an interface format is 

# span= (spannum) , (timing) , (LBO) , (framing) , (coding) 1 

# ccs and ami indicare an EI PRI as opposed to a TI 

span=l , l , O, ccs , ami 

# confugure the bearer channels - these channels carry the voice 

bchan=1-15 

bchan=17-3I 

# configure the data channel 

dchan=16 

The zapta . conf fi le, which is Asterisk specific and is used to configure Asterisk's zap channel. 

This example shows only a small subset of the available configuration options. 

I http://www. voip-info.org/wikilindex. php ?page=Zaptel.conf +span+syntax 
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switchtype=euroisdn 

singalling type - specifies that we are on 

the customer premises side of a connection, 

essential if we are connecting to the PSTN 

signalling=pri_cpe 

pridialplan=unknown 

echocancel=yes 

; do not answer the channel immediate ly 

immediate=no 

available channels can be divided into 

groups - different groups can be used 

for different purposes, there is 

one group in this example 

group = 1 

; this group enters the dial plan at the pstn context 

context=pstn 

; assign some channels to the group ' 

channel => 1-15 

channel => 17-31 
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Appendix D 

Application module skeleton 

The voicexml application skeleton. Of interest here is the naming of the variables and functions. 

II descriptions for the Asterisk CLI help system 

static char *tdesc = "vo icexml" ; 

static char *app_ voicexml = II vo icexml " ; 

static char *voicexml _synopsis = " VoiceXML Application "; 

static char *voicexml _descrip = 

"voicexml (urI [I sphinxhost I [port]]) \n " 

" urI: VoiceXML url\n " 

" sphinxhost : SphinxFarm host - default is 127.0.0.1\n " 

" port : 

" 

Port to connect to the SphinxFa r m on -

default is 1315\n\n" 

"The voicexml app renders a 

"voicexml document with Festival \n " 

" for Voice Synthesis and Sphinx 4 for voice recognition ."; 

STANDARD_LOCAL_USER; 

LOCAL_ USER_DECL ; 

static int voicexml_exec 

(struct ast_channel *chan , void *data) 

II execution begins here 

II Asterisk housekeeping 

int unload_ module (void) 

int res ; 
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STANDARD_ HANGUP_ LOCALUSERS ; 

res = ast_unregister_ app l ication(app_ voicexml) ; 

return res ; 

int load_ module (void) 

int res ; 

res = ast_register_ application 

(app_ voice xml , voicexml_ e xec , 

voicexml_ synops i s , voicexml_ desc r ip) ; 

return res ; 

c har *description(void) 

return tdesc ; 

int usecount(void) 

int res ; 

STANDARD_ USECOUNT(res) ; 

return res ; 

char *key () 

return ASTERISK_ GPL_ KEY ; 
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A Sphinx 4 application 

Exerpts of the Sphinx process used to recognize speech. 

/* configure the components */ 

URL urI = new File (conf) .toURI (). toURL (); 

ConfigurationManager em = ne w ConfigurationManager(url); 

recognizer = (Recognizer) cm.lookup( " recognizer " ); 

reader = (StreamDataSource) cm .lookup ( " strea mDataSource " ) ; 

/* allocate the resource necessary for t he recognizer */ 

recognizer . allocate(); 

/* grab the r esults */ 

while (true) 

Result r esult = null; 

String result String = null ; 

result = recognizer .recogn i ze() ; 

if (result != null) 

result String = result . getBestResultNoFiller(); 

System . out .println 

("[ " + id + "J --> " + resultString); 
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setResult (resultString); 

else 

System . out.println 

( " ( " + id + "J --> Hang up - pausing thread " ); 

try { 

conn. close () ; 

synchronized (this) 

this . connected = false; 

this.wait () ; 

catch (InterruptedException e) 
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Sphinx configuration 

Excerpts from the Sphinx configuration fi le 

<'-- the dictionary configuration , set to WSJ BKhz --> 

<component name= "dictionary " 

type="edu . cmu . sphinx . linguist . dictionary . FastDictionary " > 

<property name= "dictionaryPath " 

value= " file : 

/home/adam/sphinxfarm/ 

WSJ_Bgau_13dCep_BkHz_31mel_ 200Hz_ 3500Hz/dict/cmudict . O.6d" /> 

<property name= "fillerPath " 

value= " file : 

/home/adam/sphinxfarm/ 

WSJ_Bgau_13dCep_BkHz_ 31mel_ 200Hz_3500Hz/dict/fillerdict " /> 

<property name= " addSilEndingPronunciation " value="false " /> 

<property name= " allowMissingWords " value=" false " /> 

<property name= "unitManager " value= "unitManager " /> 

</component> 

<! -- the acoustic model configuration , set to WSJ BKhz --> 

<component name= "wsjBk " 

type= 

"edu.cmu.sphinx.model.acoustic. 

WSJ_Bgau_ 13dCep_ BkHz_31mel_200Hz_ 3500Hz . Model " > 

<property name= " loader " value= "wsjLoader " /> 
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<property name= " unitManager " value= "u n itManager " /> 

</component> 

<component name= "wsjLoader " 

type= 

"edu . cmu . sphinx . model . acoustic. 

WSJ_Sgau_13dCep_SkHz_ 31mel_200Hz_ 3500Hz . ModelLoader"> 

<property name= " logMath " value = " logMath " /> 

<property name= "unitManager " v a lue= "unitMan a ger " /> 

</component> 

< !-- the front-end pipeline - - > 

<component name= " streamDataSource " 

type= " edu.cmu . sphinx .frontend . util.StreamDataSource " > 

<property name= " sampleRate " value= " SOOO " /> 

<property name= "bitsPerSample " value= " 16 " /> 

<proper t y name= "bigEndianDa t a " value= "true " /> 

<property name= " signedData " value= " t r ue " /> 

<property name =" bytesPerRead " value= "1 60 " /> 

</component> 


