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Abstract

Audio Engineers are required to design and deploy large multi-channel sound systems which meet
a set of requirements and use networking technologies such as Firewire and Ethernet AVB. Band-
width utilisation and parameter groupings are among the factors which need to be considered in these
designs. An implementation of an extensible, generic simulation framework would allow audio en-
gineers to easily compare protocols and networking technologies and get near real time responses
with regards to bandwidth utilisation. Our hypothesis is that an application-level capability can be
developed which uses a network simulation framework to enable this process and enhances the audio
engineer’s experience of designing and configuring a network. This thesis presents a new, extensible
simulation framework which can be utilised to simulate professional audio networks. This framework
is utilised to develop an application - AudioNetSim - based on the requirements of an audio engineer.
The thesis describes the AudioNetSim models and implementations for Ethernet AVB, Firewire and
the AES- 64 control protocol. AudioNetSim enables bandwidth usage determination for any network
configuration and connection scenario and is used to compare Firewire and Ethernet AVB bandwidth
utilisation. It also applies graph theory to the circular join problem and provides a solution to detect
circular joins.
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Chapter 1

Introduction

1.1 Introduction

The use of digital multimedia networks for the distribution of professional audio and video is in-
creasing. The advantages of less cables, dynamic routing and flexible command and control make
digital multimedia networking attractive. This is leading manufacturers to adopt digital networking
technologies rather than using analog patch bays and large quantities of cables. The use of digital
networks introduces a number of questions such as:

• Is there sufficient bandwidth for all audio streams?

• Can the delivery of audio from a source to a destination be guaranteed?

• Are the grouping relationships between parameters on a network valid?

Audio engineers need to be able to answer these questions before committing to a large and expensive
installation. Our hypothesis is that Network simulation can be used to simulate the activity of the
network and provide answers to these questions. Furthermore, the use of network simulation can
enhance the configuration and design of a professional audio network. This chapter serves as an
introduction to this thesis. It begins by introducing professional audio networks. It then presents
the problem statement and introduces network simulation. This is followed by an outline of some
important research questions which we set out to answer and a layout of the rest of this thesis.

1.2 Professional Audio Networks

Professional audio networks are large audio networks which are often used in locations that require
sound distribution, such as convention centers, production studios and stadiums. They consist of a
number of devices, such as amplifiers, mixing desks and routers, which are connected together using
networking technologies such as Firewire or Ethernet and use various protocols to provide connection

1



CHAPTER 1. INTRODUCTION 2

management, command and control. There are a number of examples of networked audio solutions.
These include: CobraNet [44], Dante [11], Ravenna [53], EtherSound [35], mLAN [26] and the
recently standardised AES-67 [100].

Instead of traditional patch bays, workstation applications are used to direct the streams and perform
connection management. Connection management, as well as control and monitoring can be per-
formed by using a high level protocol. Protocols such as HiQNet [47], OCA [4], IEC 62379 [59],
OSC [121], IEEE 1722.1 [92], SNMP [45], AV/C [8] and AES64 [99] can be used. An overview and
comparison of these protocols is given in Chapter 5. This chapter also describes why AES64 is the
chosen control protocol for this research.

The Open Systems Interconnection (OSI) model is traditionally used as an abstract model of network-
ing. The model is divided into layers, where each layer performs a certain function on the networked
device and each layer provides services to the layer above it. The combination of the layers is referred
to as the OSI stack. Each layer in the OSI stack has a specific function. For example, the protocol
defined in IEEE 802.3, which is used for media access control (MAC) in Ethernet resides in Layer 2
and is therefore referred to as a layer 2 protocol [108].

7 Application Layer

6 Presentation Layer

5 Session Layer

4 Transport Layer

3 Network Layer

2 Data Link Layer

1 Physical Layer

Table 1.1: OSI Stack

Table 1.1 shows the different layers in the OSI stack. The data link layer can be divided into two
sublayers - Logical Link Control (LLC) and Media Access Control (MAC). The LLC sublayer is
responsible for error detection and retransmission of packets, while the MAC sublayer provides ad-
dressing and access control mechanisms for transmission using the physical layer. The LLC sublayer
is usually only used in wireless networks [108]. It is not used in Ethernet networks and Firewire
networks, hence in this thesis we will refer to the MAC sublayer as the MAC layer. This term will be
used synonymously with layer 2. Braden [19] describes a four layer model for the internet. This is
commonly known as the IP stack or IP suite. This is shown in Table 1.2.

4 Application Layer

3 Transport Layer

2 Internet Layer

1 Link Layer

Table 1.2: IP Stack
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Transport protocols such as IEEE 1722, EtherSound, CobraNet, and the IEEE 1394 Link and Trans-
action layers reside within layer 2 of the OSI stack and are referred to as layer 2 transport protocols.
IP-based transport protocols such as Ravenna, AES-67 and Dante reside at layer 3 of the IP stack and
are referred to as layer 3 transport protocols. Application-based control protocols such as AES64,
HiQNet and OCA reside at layer 7 within the OSI stack.

1.3 Problem Statement

The equipment used in professional audio networks is expensive, so these networks need to be care-
fully planned by Audio Engineers before deploying them. Audio Engineers need to ensure that the
correct number of audio channels can be transmitted. There is also a need to be able to pre-configure
a network virtually and then deploy this configuration onto a real network. This includes aspects such
as grouping relationships which enhance the control over digital audio networks.

An extensible, generic simulation framework would allow audio engineers to easily compare proto-
cols and networking technologies and get near real time responses with regards to bandwidth utilisa-
tion.

Our hypothesis is that an application-level capability can be developed which uses network simulation
to enable this process and enhance the audio engineer’s experience of designing and configuring a
network. This requires an application to:

• Employ an accurate model of the network and for it to be designed for an audio engineer.

• Provide an audio engineer with real-time feedback regarding how a change in configuration or
creation of a connection alters the network state.

• Be easy to use and have a Graphical User Interface (GUI) which is suited for an audio engineer.

• Be able to handle large configurations with multiple subnets.

This research will focus on two aspects of an audio network that are of concern to audio engineers:

• Bandwidth utilisation

• Grouping relationships

This research aims to investigate bandwidth utilisation on both Firewire and Ethernet AVB networks
and to use the simulation framework to compare them. It also aims to explore graph theory as an
approach to be used to determine whether the grouping relationships are valid. Two other issues
which are essential for designing audio networks - robustness (what happens if devices or links fail)
and system delay - are not addressed in this research, however future work may utilise the simulation
framework to investigate these issues.
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1.4 Network Simulation

Network Simulation is a well researched topic. Large amounts of work have been done modelling
protocols such as TCP [80, 57, 25, 16]. Simulation is essentially the imitation of the operation of
a real-world process or system over time. In the case of network simulation, it is the imitation of a
given network’s activity over time. One of the most important questions in network simulation is how
much detail is necessary to accurately represent the network and obtain the required information. As
the level of detail increases, the resource requirements increase, which can lead to scalability issues.
This introduces a tension between large-scale simulation and realistic simulation.

Since simulation can occur at many levels, different levels of abstraction can be used. To provide an
accurate simulation, we therefore need to consider only those aspects of the system that affect the
problem under investigation. This is tailored to the requirements of the simulation - i.e. the metrics
which we are interested in. Network Simulation will be discussed further in Chapter 3.

1.5 Research Questions

There are a number of research questions which need to be investigated and answered. This thesis
sets out to answer the following questions:

• What would make it easy for an audio engineer to use a simulated network?

• What is missing from the currently available audio network simulation and design applications?

• Can a system be created that provides an accurate and usable simulation of an audio network?

• Can this system be used to compare audio network technologies?

• What level of abstraction should be employed to provide accurate simulation of an audio net-
work?

1.6 Thesis Layout

1.6.1 Chapter 2 - Introduction to Firewire and AVB Networks

This chapter introduces Firewire and AVB Networks. It provides the context for the rest of the thesis
and introduces concepts specific to these networks. These concepts are used throughout the rest of
the thesis.
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1.6.2 Chapter 3 - Network Simulation

This chapter takes a closer look at network simulation. It introduces the concepts which are used in
the field of network simulation, discusses the nature of models which can be used and then reviews a
current network simulation implementation using NS-2, which can be applied to professional audio
networks. It also discusses the various simulation approaches, simulation requirements for the project,
and the way forward.

1.6.3 Chapter 4 - Network Design Applications

This chapter takes a look at existing professional audio network design packages. It describes and
compares each of the applications and presents the usability requirements for the network simulator
based on their current user experience and the features present in these applications.

1.6.4 Chapter 5 - Overview of Sound System Control and AES64

This chapter gives an overview of sound system control in professional audio networks. It discusses
a number of different protocols, highlighting briefly how they are used, their capabilities and their
limitations. It also discusses AES64, highlighting the reasons why it is the chosen control protocol for
this research, as well as providing a detailed overview of the protocol and the stack implementation.

1.6.5 Chapter 6 - Network Simulator Design

Based on the findings in the previous chapters, this chapter discusses the design of a network simulator
which meets the requirements of an audio engineer. It discusses how each layer of the network is
modelled and shows how it is a representation of the real network. It also elaborates on the AES64
protocol and how this is simulated.

1.6.6 Chapter 7 - Modelling and Analysing Joins

The AES64 protocol allows for the joining of parameters. A network simulation can be a useful tool
to evaluate these joins, since circular joins can cause problems such as feedback loops where two
parameters constantly adjust each other’s value. This chapter discusses how the join mechanism is
modelled and methods which can be used to evaluate whether joins are valid.

1.6.7 Chapter 8 - Bandwidth Calculation for Firewire and AVB Networks

In order to provide metrics for an audio engineer, bandwidth utilisation needs to be calculated. This
chapter discusses how bandwidth utilisation is calculated for Firewire and AVB networks. It also
discusses how these calculations are used in the network simulator.
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1.6.8 Chapter 9 - Comparison of Firewire and AVB Networks

This chapter uses the results from our simulation and discusses the differences between Firewire
and AVB networks. It takes a look at the capacity and bandwidth utilised by the two networking
technologies.



Chapter 2

Introduction to Firewire and AVB Networks

2.1 Introduction

Firewire and Ethernet AVB Networks are the two core networking technologies which are investigated
in this thesis. Both of these networking types are rather different from traditional Ethernet networks.
Firewire is a serial bus networking technology which provides support for both real-time streams
and non-real time data with acknowledged delivery. Ethernet AVB is a set of specifications which
augments traditional Ethernet networks to enable guaranteed quality of service for real-time streams.
This chapter provides an introduction to these technologies and highlights the concepts which are
used throughout this thesis.

2.2 Firewire Networks

Firewire (otherwise known as IEEE 1394 - these terms will be used interchangeably) is a high speed
serial bus which has been standardised by the IEEE. It is based on the ISO/IEC 13213 (ANSI/IEEE
1212) specification “Control and status registers (CSR) architecture for microcomputer buses” [102].
This specification defines a common set of features which are implemented by a variety of buses.
Firewire is essentially a serial bus specific extension to the CSR architecture. Since the development
of Firewire, there have been a number of improvements. It was standardised by the IEEE as IEEE
1394 in 1995 [103]. Subsequent revisions occurred in 2000 (IEEE 1394a) [104], 2002 (IEEE 1394b)
[101] and 2006 (IEEE 1394c) [105].

Firewire has been used in a number of professional audio device implementations. Examples include
Yamaha devices used in mLAN networks [32] and breakout boxes such as the TerraTec PHASE 24
FW [113] which uses the BridgeCo DM-1000 chip.

This section describes Firewire networks. It begins by describing the nature of the Firewire bus
and the various components of a Firewire bus. It then describes the Asynchronous and Isochronous
transmission modes and the IP over 1394 protocol which can be used to transmit IP datagrams over a
Firewire network. This protocol is used to transmit AES64 messages.
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2.2.1 The nature of the Firewire bus

2.2.1.1 CSR Architecture

As mentioned, The IEEE 1394 specification is a serial bus extension of the ISO/IEC 13213 specifica-
tion. The goals of IEC 13213 are to provide a common specification which buses can follow to reduce
the amount of customised software needed to support the bus standard, simplify and improve inter-
operability across platforms, support bridging between different types of buses and improve software
transparency between different buses [5].

IEC 13213 defines an architecture which is followed by the devices which are attached to the bus.

It defines the following aspects:

Module This is the physical device which is attached to the bus. A module contains one or more
nodes. Within this thesis, the term device is used synonymously with this term.

Node A node is a logical entity within a module. A node contains Control and Status Registers and
ROM entries.

Unit A unit is a functional component of a node - for example processing, memory or I/O function-
ality.

Figure 2.1 shows an example from Anderson [5] of a module connected to a serial bus.

Figure 2.1: Architecture of devices in a bus following the CSR architecture

This module consists of three nodes, which in turn consist of a number of units (functional compo-
nents). Within our Firewire simulation detailed in Section 6.2.2, we are concerned with modules and
nodes. The unit functionality is encapsulated by nodes within our simulation. A bus can contain up
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to 63 nodes. These nodes are logical entities on Firewire devices (which are also termed modules).
Each node can in turn contain a number of ports, which can be used to daisy chain devices.

Within a bus, there is an address space defined, which is used by all the nodes. The IEEE 1394
specification uses 64-bit fixed addressing for this address space, which means that 16 exabytes can
be addressed. The address space is divided into space for 65536 nodes - that is 64 nodes within 1024
possible buses.

Figure 2.2 shows how the address space of a node is divided up.

Figure 2.2: Serial Bus Address Space

Each node has 256 terabytes of address space allocated to it. This is further divided into blocks which
are used by the node for different purposes. There are:

• Initial memory space

• Private space - reserved for a node’s local use

• Register space - standardised locations used for serial bus configuration and management

The register space can be further divided into the initial node space and the initial units space. The
initial node space contains the following:

• Core control and status registers (CSRs) - Examples of Core registers include the Node ID and
Clock value

• Serial bus space - The serial bus space includes serial bus dependent registers such as the cycle
time, bus time, bandwidth available and channels available registers
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• Configuration ROM space - This can be of one of two formats - minimal (just the vendor
identifier) and general (vendor ID, bus information block, root directory containing information
entries and/or pointers to another directory or to a leaf)

The initial units space then contains other information entries which are specified by the root directory
in the configuration ROM. More information on these can be found in Anderson [5].

The CSR Architecture defines two transaction types - Asynchronous and Isochronous - and a message
broadcast mechanism to send to all nodes or to units within a node. A broadcast to all nodes will occur
when sent to node 63. The Asynchronous and Isochronous transaction types are explained in Section
2.2.2.2 and Section 2.2.2.1.

2.2.1.2 Firewire Bridges and Routers

Since a Firewire network can only consist of up to 63 Firewire nodes on a single bus, multiple buses
are utilised to construct larger networks. These buses are connected using Firewire bridges. Figure
2.3 shows a conceptual view of the operation of IEEE 1394 bridges. A bridge consists of two IEEE
1394 nodes, which are also known as portals, which are connected to separate buses. Each of the
bridge portals forward asynchronous and isochronous packets to the bus on the other portal. More
information can be found within Okai-Tetty [93]

Figure 2.3: IEEE 1394 Bridge Operation [93]

The company Universal Media Access Networks (UMAN) have developed a Firewire router which
utilises these concepts and contains four portals which may have traffic forwarded between them. This
router will be utilised within this research and will be referred to later as a Firewire router. Within the
UMAN router, the number of devices which can be daisy chained and connected to a portal is limited
to 16 [94].
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2.2.1.3 Firewire Communications Model

The Firewire communication model consists of four protocol layers - the bus management layer, the
transaction layer, the link layer and the physical layer. Their purpose is as follows:

Bus Management Layer Bus configuration and management

Transaction Layer The request-response protocol used for Asynchronous data (this is described in
Section 2.2.2.2)

Link Layer Translation of transaction layer request or response into a packet. This layer provides
address and channel number decoding for asynchronous and isochronous packets. CRC error
checking is also performed in this layer.

Physical Layer The electronic hardware mechanism which transmits digital packet data

Figure 2.4 shows the interaction between the four protocol layers.

Figure 2.4: Protocol Layers

The bus management layer consists of four parts - the cycle master, the isochronous resource manager
(IRM), the bus manager and the node controller.

• The cycle master is responsible for specifying the 125us interval and marks the beginning of the
next series of isochronous transactions by broadcasting a cycle start packet. The cycle master is
usually the root node, unless the root is not cycle master capable. In this case, other nodes are
checked. Once a node is found which is cycle master capable, it becomes the new root node.
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The cycle start packet contains the value of the CYCLE_TIME register and is used for timing
and synchronisation.

• The IRM is responsible for managing resources on the network and ensuring that sufficient
bandwidth is available for all the nodes to transmit their data. This is done by maintaining
the BANDWIDTH_AVAILABLE and CHANNELS_AVAILABLE registers. When a device
wishes to transmit, it first checks if there is enough bandwidth to transmit. This is done by
reading the BANDWIDTH_AVAILABLE register of the IRM, which contains the number of
allocation units which are available (This is discussed further in Section 8.3.1). It requests a
channel by performing a lock (compare and swap) operation on the CHANNELS_AVAILABLE
register. This is a 64bit bitmap which indicates which channels are available to use for transmis-
sion. It then updates the BANDWIDTH_AVAILABLE register by performing a lock (compare
and swap) operation. The IRM, in this way, makes sure that the bandwidth requests do not
exceed 80 percent of the available bandwidth and ensures that bandwidth is available before
allowing a device to transmit isochronous data. The IRM is the Node with the highest Physical
ID that is isochronous resource manager capable.

• The bus manager provides bus management services to the bus. These services include: pub-
lishing a topology map and speed map, enabling the cycle master, power management control
and optimizing bus traffic.

2.2.1.4 Operation of a Firewire Network

When the network is powered up or a bus reset occurs, a self identification process (Self-ID phase)
occurs and each node is assigned a Node ID. During this process, a device node tree is built within
each device and a root node (also called the cycle master) is identified. This node is responsible
for sending out CYCLE_START packets at regular intervals. A CYCLE_START packet denotes
the start of the isochronous interval during which the transmission of isochronous data occurs. The
isochronous interval is ended by an idle gap which is called a sub-action gap. A sub-action gap
occurs when no devices have transmission requests for this cycle. These idle gaps also occur between
asynchronous transmissions. The length of these gaps is determined by the GAP_COUNT register,
which is a PHY register in a device that indicates the maximum number of cable hops between nodes.
As mentioned, certain nodes are assigned management roles within the IEEE 1394 network. These
are the Bus Manager and the Isochronous Resource Manager (IRM) (these roles can be assigned to a
single node).

To ensure that there are no collisions on the bus, an arbitration mechanism needs to be used. This is
of particular interest to bandwidth calculation since it influences the time when the nodes are able to
transmit. It also means that additional gaps and communication might be necessary to obtain use of
the bus.
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2.2.1.5 Physical Layer

IEEE 1394 [103] uses Data Strobe Signalling for data transmission at the Physical layer. This is a
half-duplex transmission method which transmits the data on one pair and a strobe on another pair to
enable synchronisation. This transmission method is constrained to small distances.

IEEE 1394a [104] was created to clarify the initial specification and add additional features and per-
formance improvements. IEEE 1394b [101] defines further improvements and uses a new signalling
method. It introduces beta mode signalling, which uses 8B/10B signalling and provides full duplex
data transmission.

The physical medium and the types of transmission are beyond the scope of this thesis. We only need
to consider the limitations which are in place. In IEEE 1394 and IEEE 1394a, the maximum cable
length between two nodes is 4.5m.

With the IEEE 1394b project, the IEEE aimed to overcome the limitations of IEEE 1394a (short cable
length and bandwidth wasted by the use of idle gaps) in order to broaden the scope of IEEE 1394 and
make the interface more valuable to the end user. To enable the use of longer cables, IEEE 1394b uses
a form of 8B/10B encoding for signalling [119], which was developed by IBM to enable transmission
over longer distances. The use of this signalling method is termed beta mode signalling. The use
of beta mode signalling rather than data strobe signalling also means that full duplex transmission is
possible, since a strobe does not need to be transmitted on the second pair. IEEE 1394b still maintains
the ability to do data-strobe signalling to ensure legacy compatibility.

2.2.2 Transmission Modes

Firewire supports dual transmission modes - Asynchronous and Isochronous transmission. This al-
lows Firewire to support live streaming with guaranteed quality of service and packet transmission
with acknowledged receipt. This section takes a look at these two transmission modes and details
their packet structures.

2.2.2.1 Isochronous Transmission

The isochronous transmission mode allows devices to perform real-time streaming of data by sending
data every 125µs. Isochronous data can use up to 80 percent of the available bandwidth (100µs).
Each device is able to transmit a number of sequences within isochronous streams. The isochronous
period begins after the transmission of a CYCLE_START packet and ends when a sub action gap
has occurred (in IEEE 1394 [103] and IEEE 1394a [104]) or a token has been transmitted (in IEEE
1394b [101]). Each isochronous stream is identified using a channel number. This is obtained from
the isochronous resource manager, which as mentioned, maintains the CHANNELS_AVAILABLE
and BANDWIDTH_AVAILABLE registers. Once a node has successfully reserved bandwidth, it can
begin isochronous transmission. During the isochronous period, after waiting for what is termed an
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isochronous gap, nodes arbitrate for use of the bus to transmit their stream. The arbitration technique
is described further in Section 2.2.3.

Figure 2.5 shows the transmission of Isochronous Data for IEEE 1394 and IEEE 1394a - legacy
mode. Figure 2.6 shows the isochronous period for IEEE 1394 or IEEE 1394a (legacy mode) and
IEEE 1394b (beta mode). This figure shows how the gaps are eliminated by using BOSS arbitration
rather than legacy arbitration.

Figure 2.5: Isochronous Data Transmission

Figure 2.6: Isochronous period for legacy mode and beta mode

Isochronous packets are used for the transmission of multiple ’sequences’ of audio. The general
packet format used for the transmission of audio is the common isochronous packet (CIP) format and
the data block within the isochronous packet is formatted using this format. Packets using this format
are known as CIP packets. More details on the structure of these packets can be found in Section B.1
of Appendix B which contains diagrams of the packet structures.

The CIP header contains the source identifier (SID), data block size (DBS), count of data blocks
(DBC), format (FMT), and the time that the packet should be presented at the receiver (SYT). More
than one sample must be packaged into the CIP data section before transmission.

The protocol used for the transmission of audio and music data in Firewire networks is specified in
IEC 61883-6 - “Audio and Music Data Transmission Protocol” [58]. A format known as AM824 is
used to format the audio samples.
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Figure 2.7 shows the AM824 format. The label is used to identify the audio format, while the data
section is used for the sample.

Figure 2.7: AM824 format

These audio samples can be transmitted using either blocking or non-blocking transmission. When
using the blocking transmission mode, the device waits until a fixed number of events have arrived
before transmitting the CIP packet, whereas with a non-blocking transmission method, if there are
one or more events, the CIP packet is transmitted.

Figure 2.8 shows the use of blocking and non-blocking transmission methods for transmitting audio
samples.

Figure 2.8: Blocking and Non-blocking transmission methods

The maximum data payload for isochronous packets is constrained according to the speed at which
the packets are being transmitted. Table 2.1 shows the maximum payload for isochronous packets for
each of the packet transmission speeds.

Speed Isochronous Data

S100 1024

S200 2048

S400 4096

S800 8192

S1600 16384

S3200 32768

Table 2.1: Maximum data payload
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2.2.2.2 Asynchronous Transmission

The Firewire standard provides a means for a node to read data from and write data to an address
location on a different node. These are termed asynchronous transactions. An asynchronous trans-
action consists of two parts - a request subaction and a response subaction. The request is initiated
by the requester node, while the response is sent by the targeted node (also termed the responding
node). The request subaction may be a read, write or lock to an addressed location, while the re-
sponse subaction may be an acknowledgment or the content of the requested address location. In
this manner, asynchronous transactions provide guaranteed delivery. Once the isochronous period
has concluded (either by the transmission of a token in 1394b or the occurrence of a subaction gap
in 1394a), the transmission of asynchronous data may commence. As mentioned, 20 percent of the
bandwidth available is reserved for asynchronous transmission.

In order to ensure that every node is able to transmit, the concept of a fairness interval is introduced.
Within a fairness interval, each node is able to transmit once. Once a node has transmitted a request
or response, it has to wait until the next fairness interval before it is able to transmit. In 1394a, the
fairness intervals are separated by an arbitration reset gap (which is equivalent to two subaction gaps).
In 1394b, this is indicated by the transmission of a token. Each asynchronous request or response
is also separated by a subaction gap. To indicate that the packet has been received by a node, an
acknowledge packet is sent to the requesting node by the responding node. Before this may be sent,
an acknowledgment gap is timed to ensure that there are no collisions. An acknowledgment is sent
for all asynchronous transactions with the exception of broadcast packets such as CYCLE_START
and asynchronous stream packets which are asynchronous packets used for data streaming when
guaranteed latency is of little concern. More information about asynchronous stream packets can be
found in Section B.2 of Appendix B..

One of the asynchronous transaction types is a lock operation. A lock operation is used in cases where
the memory location is to be only read or changed by one node at a time. The responder ensures that
this location is not accessed or modified by any other node until the transaction has been completed.
A lock request’s payload consists of an argument value followed by a data value. There are many
types of lock requests. We are particularly interested in the compare and swap lock request since this
is used to update the CHANNEL_AVAILABLE and BANDWIDTH_AVAILABLE registers. For this
lock transaction, the argument value is the current value of the register which was read, while the data
value is the value which the requester wishes to write to the register. The responder checks the value
of the register against the argument value and if it is the same, it writes the data value to the register
and returns a lock response that contains the previous value of the register. If the argument value was
not the same as the value of the register, the data value is not written to the register and the current
value is returned in the response packet. To verify if the compare and swap lock was successful, the
requester must check the argument value against the value returned in the lock response packet. If it
is the same, then the operation was successful, otherwise it wasn’t.

Before commencing an asynchronous transaction, the node has to arbitrate with the root node or the
BOSS for use of the bus. This is discussed further in Section 2.2.3.
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The maximum data payload for asynchronous packets is constrained according to the speed at which
the packets are being transmitted. Table 2.2 shows the maximum payload for asynchronous packets
for each of the packet transmission speeds.

Speed Asynchronous Data

S100 512

S200 1024

S400 2048

S800 4096

S1600 8192

S3200 16384

Table 2.2: Maximum data payload

More information about asynchronous transmission - including the details on the packet structures -
can be found in Section B.2 of Appendix B.

2.2.3 Arbitration

Arbitration is an important process to consider, since it can effect the amount of bandwidth by in-
troducing time gaps onto the bus. This section discusses the processes for legacy arbitration, the
improvements in IEEE 1394a and the improvements for BOSS arbitration.

2.2.3.1 Legacy Arbitration

Figure 2.9 shows the technique used for arbitration in IEEE 1394 and IEEE 1394a networks. This
technique is termed Legacy Arbitration. The process is as follows:

• Each node wishing to arbitrate sends a request to its parents. In Part 1 of Figure 2.9, Node #0
and Node #2 send arbitration requests.

• The parents forward the request towards the root and send a deny to the other children. This
can be seen in Part 2 of Figure 2.9 in which Node #3 (which is the parent of Node #2) sends a
deny on its other port (to which Node #1 is connected) and forwards the request to Node #4.

• Eventually the request gets to the root (which is responsible for handling arbitration) - which
can be seen in Part 2 of Figure 2.9 where Node #4 is the root. Node #4 also receives a request
from Node #0 and hence sends a deny to Node #3. This causes Node #3 to withdraw its request
and send a deny to Node #2 (which can be seen in Part 3 of Figure 2.9). Node #3 then sends the
deny to Node #2, which withdraws its request and waits until the next round to arbitrate. The
root node sends a grant to the node which wins arbitration. The node closest to the root wins
arbitration, which, in this case, is Node #0. This can be seen in Part 3 of Figure 2.9.
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Figure 2.9: Legacy Arbitration [112]

• Once the grant reaches the node which made the request, it sends out a DATA_PREFIX packet
which gets sent to all the nodes. This can be seen in Part 4 and 5 of Figure 2.9.

• Once the all the other nodes see this packet, the nodes are ready to receive the data transmission
from Node #0.

• The other nodes (in this case Node #2) who lost arbitration need to then wait for a gap to retry.

This technique is designed for a bus in which bi-directional transmission is only possible using a
half-duplex implementation. Idle gaps are used in IEEE 1394 to mark the end of the self-ID phase,
terminate the isochronous interval and separate asynchronous transmissions.

2.2.3.2 1394a Enhancements

IEEE 1394a [104] was created to clarify the initial specification as well as to add additional features
and performance improvements.
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A number of arbitration enhancements are included in IEEE 1394a [5]. These are as follows:

• Fly-by concatenation - If the packet being transmitted does not require an acknowledgment
from the target node (which restricts it to asynchronous and isochronous packets), a node can
concatenate their packet to a packet which they are forwarding. This is called Fly-by concate-
nation. It can only be performed when a packet is moving towards the root.

• ACK accelerated arbitration - If a node has a packet to transmit and is sending an acknowledg-
ment packet, it can concatenate its packet to the acknowledgment packet which it is sending.
This is termed ACK accelerated arbitration.

• Priority Arbitration - This allows a node to arbitrate more than once within a fairness interval.
This was previously used for the root node to ensure that a cycle start packet is transmitted to
begin the isochronous period. The number of times a node can arbitrate during the fairness
interval is specified in the FAIRNESS_BUDGET register.

These enhancements do not effect the fairness interval, since once the nodes have transmitted, they
are required to wait until the next fairness interval before transmitting additional packets. While these
enhancements do reduce the amount of gaps due to the arbitration techniques, there are still sub action
gaps when using IEEE 1394a and hence there is not optimal use of the available bandwidth.

IEEE 1394b [101] defines further improvements and uses a new signalling method. BOSS Arbitration
is used in IEEE 1394b to take advantage of the full duplex nature of beta mode signalling and remove
the possibility of arbitration gaps. This will be discussed in the next section.

2.2.3.3 BOSS Arbitration

IEEE 1394b defines a new arbitration technique which takes advantage of the full duplex nature of
beta mode signalling. This technique is called Bus Owner/Supervisor/Selector (BOSS) arbitration. In
BOSS arbitration, the request signalling is overlapped with data transmission, which removes the need
for idle gaps. By removing these idle gaps, extra bandwidth is made available for data transmission.

In legacy arbitration, each device sends a request to a fixed root, which determines the winner of
arbitration. This means that devices which are further away from the root have to wait longer for
arbitration requests to be completed. The last node to transmit is usually in the proximity of the next
node to transmit, so instead of having a fixed root which determines the winner of arbitration, BOSS
arbitration uses a variable node. When a node begins transmission, it becomes the BOSS. It is the
only node in the bus that can be receiving arbitration requests on every active port and is therefore in
the best position to decide which node to issue a grant to. The BOSS is initially the root node.

Figure 2.10 shows an example of requests being sent to the BOSS in one direction while data is sent
from the BOSS in the other direction.
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Figure 2.10: BOSS Arbitration with Data being sent from the BOSS and requests being sent to the
BOSS [112]

When a node begins transmitting a packet then it becomes the BOSS immediately. This means that
the transmission of an acknowledgment packet or a PHY response packet establishes a node as BOSS.
A node can also become BOSS by receiving a grant. There are two different types of grants which
can be issued: an explicit grant and an implicit grant. An explicit grant occurs when a PHY receives
a packet whose packet end consists of GRANT or GRANT_ISOCH symbols, or when these symbols
have been sent to a node in response to an arbitration request to the BOSS. In this case, the current
BOSS is explicitly granting the node control of the bus and hence this is termed an explicit grant.
An implicit grant occurs when a node independently determines that the sub action has concluded
and that it is able to become BOSS. In this case it is implied that the node can transmit and hence
it becomes BOSS when it begins transmission. After an extended period of inactivity, the root node
assumes the role of BOSS.

BOSS arbitration also introduces the ability to pipeline requests. This is made possible by introducing
the concept of a phase. Both the isochronous and asynchronous intervals have phases which are
independent of each other. These phases oscillate between EVEN and ODD (in the case of a bus
reset both phases become EVEN). In this way, the nodes are able to send arbitration requests for the
current phase (ISOCH_CURRENT) or the next phase (ISOCH_NEXT_EVEN/ODD). When a node
has no more requests for the current phase or the next phase, it transmits a “none” request indicating
the current phase (NONE_EVEN/ODD). This informs the BOSS that the node has no more requests
for the current phase.

Figure 2.11 shows an example of BOSS arbitration with three nodes (A, B and C). This figure il-
lustrates the process described above. It shows the requests being received by the BOSS (1), the
data/tokens being transmitted by the BOSS (2) and the three nodes (node A, B and C) transmitting
data (3). It also shows who is the BOSS at various points (4), the use of pipelining requests (5) and the
change of phase when there are only “none” requests and requests for the next phase being transmitted
(6).
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Figure 2.11: BOSS arbitration with 3 nodes [112]

BOSS arbitration uses tokens to communicate with the devices on the bus. These tokens are trans-
mitted for the minimum amount of time which ensures that everyone on the bus receives the token.
These tokens include: CYCLE_START_EVEN/ODD and ASYNC_EVEN/ODD which are used to
indicate the start of the isochronous interval and asynchronous interval respectively. As mentioned, in
IEEE 1394a the isochronous interval begins after a cycle start packet and ends when a sub action gap
occurs (at which point asynchronous data can be transmitted). When using beta mode signalling, the
isochronous interval begins with a CYCLE_START_EVEN/ODD token and a cycle start packet and
ends when the BOSS has no more in-phase isochronous requests pending (i.e. only “none” requests
and requests for the next phase). When this is the case, an ASYNC_EVEN/ODD token is transmitted
to indicate the start of the asynchronous interval.

Figure 2.12 (a) shows a typical cycle using legacy arbitration, while Figure 2.12 (b) shows the cy-
cle structure using BOSS arbitration.This shows the removal of the gaps between sub actions and
isochronous packets. Figure 2.12 (b) also shows the use of CYCLE_START_EVEN/ODD tokens
and ASYNC_EVEN/ODD tokens to indicate the start of the isochronous interval and asynchronous
interval respectively.
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(a) Legacy Cycle

(b) Beta Cycle

Figure 2.12: Typical Cycle when using Legacy arbitration and BOSS arbitration [112]

2.2.4 Configuration

The configuration of IEEE 1394 devices, regardless of revision, occurs locally on the serial bus be-
tween the nodes. The configuration process consists of three procedures:

• Bus reset (also termed bus initialisation)

• Tree identification

• Self identification

A bus reset occurs when a node is added or removed from the IEEE 1394 bus. During a bus reset, all
of the nodes are returned to their initial state and all topology information is cleared. The bus reset
initialises the bus and prepares each node for the tree identification process in which the root node is
identified. More information on this process can be found in Section B.3 of Appendix B.

A standard bus reset assumes that the state of the bus is unknown and hence requires time for the
longest transaction to complete, as well as time for the reset procedure. With an arbitrated bus reset
(or short bus reset), the node performing the reset first arbitrates for control of the bus before asserting
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a reset. This significantly shortens the time taken for the bus reset, since it gains control of the bus
and hence doesn’t have to wait for transactions to complete.

Once the root has been identified, each port is identified as being a parent or a child. It is possible to
force a node to become the root node by setting the ’force root’ bit in the PHY register.

During the self identification process, all nodes are assigned addresses and specify their capabilities
by broadcasting Self ID packets. They are each assigned Physical IDs (also termed node IDs) in this
process. More information on this process can be found in Section B.4 of Appendix B.

The Self ID packet contains the following information:

• Current value for the Gap Count (this is defined in Section 2.2.1.4)

• Whether the node is Isochronous Resource Manager Capable (is a contender)

• Power Characteristics

• Port Status

• Whether the node initiated the bus reset

• PHY speed and PHY delay

Nodes which can fulfill the role of bus manager determine the topology map and speed map, using
the information obtained from the Self ID packets, which are broadcast throughout the network.
During the Self ID process, the Isochronous Resource Manager and Bus Manager (optionally) are
also identified.

The node IDs, tree structure and the root node within a configuration are important within the network
simulation, since they affect the distance to the root (which affects arbitration time) and may alter the
transmission order.

2.2.5 Timing and synchronisation

Timing and synchronisation are important in professional audio networks. In an IEEE 1394 bus,
each node has a CYCLE_TIME register that is incremented by a clock on the node. This clock
has a frequency of 24.576MHz. The cycle start packet contains the root node’s cycle time register
value. When a node receives the cycle start packet, it updates its CYCLE_TIME registers to the
value obtained from the CYCLE_START packet. In this manner, the clock times are synchronised
throughout the bus.

The CYCLE_TIME register is composed of three fields: a 7 bit second count field, a 13 bit cycle
count field and a 12 bit cycle offset field. The cycle offset field is updated until it reaches a value of
3071. At this point it rolls over to zero and the cycle count field is updated by one. The roll over
happens every 125us and is used to trigger the transmission of cycle start packets. Once every 125us,
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the root node broadcasts a cycle start packet onto the bus. The cycle count field is updated until it
reaches a value of 7999. At this point it rolls over to zero and the second count field is updated by
one. This happens every second. The second count field is updated until it reaches a value of 127. At
this point it rolls over to a value of zero. The BUS_TIME register contains the number of seconds.

To account for transmission delay and ensure synchronisation, each isochronous packet is time stamped
with a presentation time. This value is a combination of the cycle time register and the transmission
offset calculated by the transmitter. This offset is known as the TRANSFER_DELAY. The TRANS-
FER_DELAY takes into account the maximum delay incurred in the transfer of an isochronous packet
on its path from transmitter to receiver. It also takes into account the potential of a short bus reset
that might occur during its transmission. The default value for the TRANSFER_DELAY is 354.17
us. The presentation time is contained in the SYT field of the CIP header.

2.2.6 IP over 1394

Command and control packets are sent using IP datagrams. An IP datagram is an internet message
which conforms to the format specified by STD 5, RFC 791 [37]. RFC 2734 [74] describes standard-
ised methods that can be used to transport Internet Protocol Version 4 (IPv4) datagrams over a serial
bus, which conforms to the IEEE 1394 standard [103] and which can be described as IP-capable. It
also specifies the unit directory and textual descriptors which are included in the node (these can be
found within the specification and are not mentioned here since they are beyond the scope of this
thesis).

All of the Firewire nodes detailed within this thesis are IP-capable. IP datagrams sent over IEEE 1394
are contained within asynchronous write request packets. Some IP datagrams, as well as 1394 ARP
requests and responses, may also be contained within asynchronous stream packets. The IEEE 1394
Address Resolution Protocol (1394 ARP) determines the Node ID of an IP node from the IP address
of the node [74]. The Node ID can then be used when transmitting packets to that specific node us-
ing asynchronous requests. Asynchronous Stream Packets are utilised for IP broadcast. For this to be
possible, a channel needs to be obtained from the IRM. This channel number is stored in the BROAD-
CAST_CHANNEL register of the node. Responses are either transmitted using asynchronous stream
packets or as block write requests to the address specified in the request packet. More information on
IP over 1394 and 1394 ARP may be found in Section B.5 of Appendix B.

2.3 Ethernet AVB Networks

The IEEE 802.1 Audio Video Bridging Task Group [46] has been developing a set of standards to
provide quality of service at the data link layer (layer 2 in the OSI Stack). These standards are
commonly referred to as Audio Video Bridging (AVB). Ethernet AVB is an extension of current
bridged Ethernet (802.3) networks [48]. Before AVB, there were proprietary Ethernet solutions such
as Dante [11], CobraNet [44] and EtherSound [35] that provide quality of service. Quality of Service
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has also been made possible in Ethernet using higher level protocols such as the Resource Reservation
Protocol (RSVP) [38]. In order for quality of service to be provided, there has to be guaranteed
resource reservation, as well as timing and synchronisation.

The IEEE 802.1 AVB task group is responsible for developing specifications that will allow for time-
synchronised low-latency streaming services to take place through bridged IEEE 802 networks. These
standards augment the current bridging standards to provide quality of service. These standards pro-
vide a layer 2 method of ensuring that there is sufficient bandwidth within a network. The following
standards form part of AVB:

• 802.1Qat - resource reservation [67]

• 802.1Qav - forwarding and queueing of time sensitive streams [68]

• 802.1 AS - timing and synchronisation [66]

• 802.1 BA (which is currently still under standardisation) - features, options and configurations
for AVB systems [69]

This section introduces Ethernet AVB networks and discusses the various protocols which are used to
ensure that audio will be delivered with Quality of Service (QoS). Foulkes and Foss [42] and Foulkes
[41] provide an extensive review of Ethernet AVB and will be referred to extensively in the upcoming
sections of this chapter.

2.3.1 Ethernet AVB

AVB Networks are an extension of standard bridged ethernet networks. Ethernet AVB networks
provide the following:

• Precise synchronization

• Traffic shaping and resource allocation to ensure that media streams are delivered and only
utilise the resources allocated to them

• Admission controls for devices, and the identification of non-participating devices.

These are provided by introducing extra features into the MAC layer.

Ethernet AVB networks are a form of bridged ethernet networks [64]. Bridges are used to connect
together different LANs which may be using different physical layers or media access control entities.
A bridged LAN refers to a number of these LANs which are interconnected using bridges. A bridge
in the network can also be referred to as a switch (these terms are used interchangeably within this
thesis). Figure 2.13 shows an example of a bridged LAN taken from [64]. In this example there are
five different LANs that are interconnected using five bridges. Note that the MAC technology of these
LANs does not have to be the same.
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Figure 2.13: Bridged LAN [64]

Ethernet AVB uses Virtual LAN (VLAN) networks. In a VLAN, the end points communicate with
each other as if they are attached to a single broadcast domain regardless of where they are situated on
the network or how many bridges are between them in the bridged LAN. These VLANs are uniquely
identified by a VLAN identifier (VID). Information about the VLAN is contained in a VLAN tag
which is inserted into an Ethernet frame. An Ethernet frame with a VLAN tag is shown in Figure
2.14.

The use of VLAN tags allows priority information to be carried within the frames. This is done using
the VLAN tag’s priority code point (PCP) field. These priority values are used to classify traffic into
different traffic classes, which makes it possible for transmission requirements to be met. Ethernet
AVB frames are transmitted on VLANs, with the default value of the VID being 2.

The Ethernet AVB specifications also detail a number of protocols which are used to register streams,
manage streams and broadcast their characteristics throughout the network. A protocol called the
Multiple Registration Protocol (MRP) is defined in an amendment (802.1ak) to the original 802.1Q
specification [65]. This will be discussed further in Section 2.3.4.1. A number of MRP applications
- Multiple Stream Reservation Protocol (MSRP), Multiple VLAN Registration Protocol (MVRP)
and Multiple MAC Registration Protocol (MMRP) are used to facilitate the allocation of bandwidth
for realtime streams. MSRP is defined in 802.1Qav [68], while MVRP and MMRP are defined in
802.1ak [65]. MSRP and MVRP will be discussed in Section 2.3.4.3 and Section 2.3.4.2. MMRP is
not discussed since it is optional and it is not used in the network simulator.
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Figure 2.14: Ethernet Frame with a VLAN tag [41]

The terms Talker and Listener are used for the endpoint that sends a stream and the endpoint that
receives a stream, respectively. 802.1QAS [66] defines mechanisms to ensure timing and synchroni-
sation of audio across an AVB network.

Using these MRP applications and the timing and synchronisation mechanisms, AVB networks are
capable of transmitting both realtime and non-realtime data, while guaranteeing quality of service
for streams which are time sensitive. Ethernet AVB limits the amount of bandwidth which can be
allocated for realtime streams by default to 75 percent of the total available bandwidth. This ensures
that bandwidth is still available to transmit other traffic (such as command and control data) on the
network.

2.3.2 Queues, Priorities and Packet Types

The PCP field within the VLAN tagged frames is used to place frames into priority queues that support
stream data, whilst non-stream data is placed into other queues. This provides a mechanism for
mapping the priorities of received frames. A traffic class has a one-to-one association with a specific
queue on an outbound port of a bridge. There is a fixed mapping between the priority associated with
each frame and the traffic class which each frame belongs to.

2.3.2.1 Traffic Classes

A number of traffic classes are defined within an Ethernet AVB network. Each traffic class is associ-
ated with a particular queue, which uses a given selection algorithm - credit shaper or strict priority
(these will be explained in the next section). These are mapped to a number of priority values (there
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are eight priority values which can be used). For example: if there are four traffic classes, then each
traffic class will have two of the eight priority values assigned to it. Each traffic class is assigned an
amount of bandwidth to ensure Quality of service. Traffic class zero is used for traffic which doesn’t
require Quality of Service, while the non-zero traffic classes are used for traffic which requires Qual-
ity of Service. Traffic classes are numbered from 0 to N-1 where there are N queues available on the
device. The specification defines a fixed mapping between priorities and traffic classes for a given
number of traffic classes and available selection algorithms.

A special type of traffic class is a Stream Reservation (SR) class. A SR class is a traffic class that
allows bandwidth to be reserved for its stream data. SR classes are denoted using a letter (A-G). Each
SR class has a priority associated with it that is used to map frames to the appropriate traffic class.
By default, SR classes are numbered using the highest traffic class numbers that are associated with
a bridge port’s queues. If, for example, a bridge port implements six traffic classes and two of those
traffic classes are SR classes, the SR classes will use traffic class four and traffic class five.

2.3.2.2 Selection Algorithms

Two selection algorithms are defined in 802.1Qav [68] - Strict priority and credit-based shaper. The
strict priority transmission selection algorithm allows a queue with the highest priority and a frame
available for transmission to transmit its frame.

The credit-based shaper algorithm is more complex than the strict priority selection algorithm and is
used to shape the transmission of stream-based traffic in accordance with the bandwidth that has been
reserved on an associated queue. In this algorithm, a credit parameter is defined that represents the
transmission credit (in bits per second) that is available to the queue. The algorithm determines if a
frame within a queue can be transmitted by looking at whether the amount of credit associated with
the queue is positive or zero. The credit value starts at zero and is updated according to parameters
that are associated with a particular queue. The parameters are as follows:

Idle slope The value of the idle slope parameter represents the rate of change of the credit parameter
when a frame is not being transmitted out of the associated queue.

Send slope The value of the send slope parameter represents the rate of change of the credit param-
eter when a frame is being transmitted from the associated queue.

When no frame is being transmitted, the credit value increases according to the idle slope and when a
frame is being transmitted, the credit value decreases according to the send slope. If at any time there
are no frames in the queue, the value of the credit parameter is set to zero. Transmission may only
begin when the credit value is positive or zero, so if a traffic class has transmitted a packet at a higher
speed and a different traffic class with the same priority has packets to transmit, the first traffic class
will have to wait until it has resources to transmit the next frame in the queue. In this manner, the
credit-based shaper algorithm ensures that a traffic class is not able to utilise more resources than it is
allocated.
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2.3.2.3 Queue Types

There are two different types of queues implemented within an AVB switch - queues which utilise
the strict priority transmission selection algorithm and queues which utilise the credit-based shaper
algorithm.

Any traffic classes that support the credit-based shaper algorithm have a higher priority than those
traffic classes that support the strict priority (or any other) transmission selection algorithm. Within
an AVB capable switch, at least one traffic class should support the credit-based shaper algorithm,
and at least one traffic class should support the strict priority transmission selection algorithm. The
class that supports the strict priority transmission selection algorithm allows for data that is not part
of a reservation to be transmitted (e.g., best-effort traffic).

SR classes are mapped to queues which support the credit-based shaper algorithm.

2.3.3 Timing and synchronisation

The timing and synchronisation techniques used by Ethernet AVB are defined within the 802.1 AS
specification. A protocol called the Generalised Precision Time Protocol (gPTP) is defined to enable
end points to all share a common sense of time. This time can be obtained from either an endpoint or
a switch.

End stations and bridges are defined as being either time-aware or not time-aware. A time-aware end
station is one which is capable of acting as a source or destination of synchronised time using the
gPTP protocol. A time-aware bridge is a bridge that is capable of communicating a synchronised
time which it has received on one of its ports to the other ports on the bridge using the gPTP protocol.
A time-aware system may be either a time-aware end station or a time-aware bridge.

In an Ethernet AVB network, the grandmaster is the device to whom all other devices synchronise
their clocks.

The gPTP protocol uses an algorithm called the best master clock algorithm (BMCA) to select one of
the time-aware systems (usually the one with the best clock) as the grandmaster. This is described in
more detail in Section C.1 of Appendix C.

Once the grandmaster has been determined, time synchronisation is performed with the selected
grandmaster sending its current time (amongst other information) to all of the time-aware systems
directly attached to it. Each one of the time-aware systems that receives this information corrects the
received time by adding the propagation time needed for the information to transit the communication
path from the grandmaster.

A time-aware bridge will forward the corrected synchronised time information (including additional
delays in the forwarding process) to all of its attached time-aware systems. For this mechanism to
work, two time intervals need to be determined: The time taken to transmit information between
the two time-aware systems and the forwarding delay through bridges (called the residence time).
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The measurement of the residence time is local to a bridge and must be less than or equal to 10ms
according to the specification [66].

2.3.4 The Multiple Reservation Protocol (MRP) and its applications

2.3.4.1 MRP

MRP is defined in 802.1ak [65]. It is a distributed, many-to-many generic protocol that allows partic-
ipants in an MRP application (for example MSRP) to declare attributes, and to have those attributes
registered within other participants on a bridged LAN. In an AVB network, an end point has a single
MRP participant per MRP application and a switch has one MRP participant per MRP application per
port. MRP is the protocol used in Ethernet AVB networks to distribute information about streams,
VLANs and multicast MAC addresses. Using MRP, attributes are registered on an endpoint or on a
port of a switch. These attributes are used to convey information and may be composed of one or
more fields. An example of an attribute would be the ’talker advertise’ attribute that is used by MSRP
(an MRP application described in Section 2.3.4.3). This attribute indicates that a particular endpoint
is a talker and has a number of streams that can be received by a potential listener. It contains an eight
byte identifier to identify a stream, and fields that defines the maximum frame size and frame rate of
the stream. These can be used by a potential listener to determine if it is able to receive the stream,
given its available resources, and the network between the talker and listener.

An MRP participant consists of three components - an MRP application component, an MRP attribute
declaration (MAD) component, and an MRP attribute propagation (MAP) component (which is only
utilised in bridges). The application component is responsible for the semantics associated with at-
tribute values and attribute registrations. It is responsible for encoding and decoding its attributes. For
example, the MSRP application is aware of the semantics associated with the registration of ’talker
advertise’ attributes. The MAD component is responsible for executing the MRP protocol. It keeps
track of attributes, and marks whether each one is declared or registered. It generates MRP messages
for transmission, and it processes messages it receives from other participants. The MAP component
is used to propagate attributes between MRP participants. Attributes are sent between MRP partic-
ipants using MRP Data Units (MRPDU), which contain the attribute type, the attribute value, the
attribute events and optionally additional values.

Figure 2.15 shows the MRP architecture. In this figure, each of the components described above is
shown.
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Figure 2.15: MRP Architecture [65]

An example can be used to show how these components interact with each other to fulfill the MRP
protocol.

1. When an attribute is created or removed, the MAD component is signalled.

2. The MAD component declares the attribute on the device.

3. The MAP component is utilised to propagate it to the other MRP components.

4. When an attribute cannot be located, it is created and registered on the device.

In the specification, MRP is defined as a number of state machines. They are as follows:

• ’applicant’ - The declaration of an attribute by an MRP participant is done using the ’applicant’
state machine.

• ’registrar’ - The registration of an attribute is recorded by its ’registrar’ state machine.

• ’leave all’ - The ’leave all’ state machine is responsible for periodically ensuring that all partic-
ipants on a LAN deregister any stale attribute registrations.
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• ’periodic transmission’ - The ’periodic transmission’ state machine periodically causes the
states of its declared attributes to be sent to a LAN to ensure that the attributes are registered on
other participants.

For an MRP participant, each attribute (which can be defined as declared, registered or tracked) has
an ’applicant’ and ’registrar’ state machine associated with it. The participant also has a ’leave all’
and ’periodic transmission’ state machine associated with it.

Various timers are used to cause actions to take place after a defined period of time:

• The join period timer is used to control the time between transmit opportunities that are granted
to ’applicant’ and ’leave all’ state machines that requested transmit opportunities. There is a
join period timer per MRP participant.

• The leave period timer is used to control the amount of time that a registrar state machine will
wait in the “previously registered, but is now being timed out” state before it transitions to the
“not registered” state.

• The ’leave all’ period timer controls the frequency at which the leave all state machine generates
leave all messages. One of these timers exists per MRP participant.

• The periodic transmission timer controls the frequency at which the periodic transmission state
machine indicates to the applicant state machines that its timer has expired. This timer is used
to stimulate periodic transmission and ensure that current attribute declarations are registered
on all participants on a LAN. One of these timers exists on a per-port basis.

Table 2.3 shows the default values for the MRP timers described above. These values are important
when creating a simulation because it determines when packets will be sent on the network.

Timer Value (ms)

Join period 200

Leave period 600-1000

Leave all period 10000

Periodic transmission 1000

Table 2.3: The default MRP timer values

Each specific MRP application uses a unique EtherType in order to identify the application protocol
(for example MSRP uses an EtherType of 0x22EA).

AVB Networks always use the MSRP application and MVRP application and optionally use the
MMRP application. Since MMRP is optional, we do not use it in the network simulator. The next
two sections describe MVRP and MSRP.
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2.3.4.2 MVRP

In Section 2.3.1, it was noted that Ethernet AVB networks are a form of bridged networks and that they
use VLANs. VLANs allow for the construction of a number of separately manageable virtual bridged
LANs to run above bridged LANs. A VLAN is composed of a set of stations that communicate as
if they were attached to a single broadcast domain regardless of their location on a bridged LAN.
A bridged LAN may contain a number of VLANs which are configured in software. A VLAN is
identified by a VLAN identifier (VID).

The MVRP application allows for dynamic VLANs to be created. It allows end stations to perform
source pruning (if an end station has frames to transmit on a particular VLAN, but that VLAN does
not consist of any members, the frames will not be transmitted onto the LAN). The MVRP application
allows the user to register and deregister VLAN membership. It configures bridges such that they will
forward frames that are part of the requested VLAN. To do this it updates the filtering database on the
bridges.

In our simulated network, we use a single VLAN with a VID of 2, and hence it is not necessary to
model MVRP.

2.3.4.3 MSRP

MSRP is utilised to allocate resources and set up streams on an Ethernet AVB network. This means
that an understanding of MSRP is critical to be able to determine whether resources are allocated.
This is necessary to be able to perform bandwidth calculation. This section will describe the different
MSRP attributes, when they are declared, and will give an example.

IEEE 802.1 Qat [67] defines the multiple stream reservation protocol (MSRP). This is an MRP appli-
cation and is the signalling protocol used by Ethernet AVB devices to communicate information about
streams and reserve network resources on the network. A talker declares an attribute that provides
information about the streams which it can transmit. Each stream is uniquely identified by a stream
identifier (stream ID). When such an attribute is declared, it propagates through the network using the
mechanisms provided by MSRP (MAP and MAD components). This allows end stations and bridges
(also referred to as switches) to have information about the streams which the talker can send. As
mentioned, in an AVB network, an end point has a single MRP participant per MRP application and
a switch has one MRP participant per MRP application per port. Each endpoint has a single MSRP
participant which communicates to the MSRP participant for the port on the switch to which the end-
point is connected. The MSRP participants within the switch communicate with each other using the
switch’s MAP component and in this manner, attributes are propagated.

There are two types of talker attributes in MSRP:

• Talker advertise - This is sent out initially by a talker to inform other end stations about the
streams which it is able to transmit.
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• Talker failed - A ’talker advertise’ is altered by a switch to a ’talker failed’ attribute and passed
on to the attached end point if the outbound port is not able to support a particular stream.

When a talker has a stream to offer, it invokes MSRP’s ’register stream request’ service which requests
its MAD component to declare a ’talker advertise’ attribute.

When a bridge receives the ’talker advertise’ attribute declaration sent by an endpoint, it is registered
by the MSRP participant on the port that receives the attribute declaration. The MSRP MAP function
assesses whether there are sufficient resources on each of the other ports of the bridge for the stream.
If it is found that an outbound port is not able to support a particular stream, MSRP’s MAP component
will change a ’talker advertise’ attribute to a ’talker failed’ attribute before propagating it to the MSRP
participant on that port.

If an endpoint wishes to receive a stream from a talker, then it invokes MSRP’s ’register stream attach’
service, indicating the listener declaration type. This causes its MAD component to declare a listener
attribute to request the reception of the talker’s advertised streams. Transmitted data that conforms
to a successful stream reservation will not be discarded by any bridge due to congestion on a LAN.
In this manner QoS is guaranteed. There is a single listener attribute which can have one of three
declaration types:

• Ready - this is declared by the endpoint wishing to receive the stream when all the listeners
along a path from a desired talker to the endpoint have enough resources.

• Asking Failed - this is declared by an endpoint wishing to receive the stream when one or more
listeners are requesting attachment to the same stream, but none of those listeners are able to
receive the stream because of network resource allocation problems.

• Ready Failed - this is declared by an endpoint wishing to receive the stream when two or more
listeners are requesting the same stream and at least one of the listeners has sufficient resources
along the path to receive the stream, but there are one or more other listeners that are are unable
to receive the stream because of network resource allocation problems.

If the end point receiving the stream has a ’talker ready’ attribute registered for the stream on the
listener’s port, the listener will also request membership to the VLAN using MVRP and then declare
a listener attribute with a declaration type of ’ready’ for the stream. If an endpoint has a ’talker failed’
attribute registered for the stream, it will declare a listener attribute with a declaration type of ’asking
failed’ for the stream.

When this listener attribute is declared, it will be registered on the port of the switch to which the
endpoint is attached. The MAP component will propagate this declaration to the other ports on the
switch using the following rule set:

• If there are no corresponding talker attributes on any of the ports, the listener attribute will not
be propagated.
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• If there is a corresponding talker attribute:

– If the declaration type was ’ready’ or ’ready failed’ and a ’talker failed’ attribute is regis-
tered on that port, the declaration type will be modified to ’asking failed’ before propagat-
ing the listener attribute to that port.

– If the declaration type was ’ready’ or ’ready failed’ and a ’talker advertise’ attribute is
registered on that port, the declaration type will not be modified and the listener attribute
will be propagated to that port as is.

This rule set is summarised in Table 2.4.

None Talker Advertise Talker Failed

Ready None Ready Asking Failed

Ready Failed None Ready Failed Asking Failed

Asking Failed None Asking Failed Asking Failed

Table 2.4: Declaration type when propagating of listener attributes

A bridge’s MSRP MAP function will use the stream ID field of the talker and listener attributes to
associate listener attributes with talker attributes. This allows listener attributes to be forwarded only
on the ports on which the talker attributes are registered (this is referred to as listener pruning). If
any bridge along the path from a stream talker to a stream listener does not have sufficient resources
available to support a stream, its MSRP MAP function will change a ’listener ready’ attribute to a
’listener asking failed’ attribute. If it is found that there is no talker attribute declaration to associate
with a listener attribute declaration, the listener attribute will not be propagated. If a bridge receives
a listener ready attribute declaration and it associates it with a talker failed attribute declaration, the
bridge will transform the listener attribute declaration into a ’listener asking failed’ declaration before
forwarding it.

When a talker registers a listener attribute, it examines the stream ID and the declaration type of the
listener attribute to determine if it should start transmission of the stream. If the listener attribute
declared on the port matches the stream ID of an advertised stream and the declaration type for the
listener attribute is either ’ready’ or ’ready failed’, then the stream will be transmitted. If the stream
is currently being transmitted and the declaration type for the listener attribute with matching stream
ID is ’asking failed’, then the talker stops transmitting the stream.

Figure 2.16 shows an example of the propagation of talker and listener attributes.
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Figure 2.16: Talker-Listener MSRP example [41]

The talker sends out a ’talker advertise’ attribute, which propagates to the other two end stations and
is registered (R:TA). These stations each declare a ’listener’ attribute with the declaration type ’ready’
(D:LR) which propagates to the talker through the port and the MAP component of the switch. Once
the talker receives the ’listener ready’ (R:LR), it is able to transmit its stream. A detailed example of
all of these attributes and their use can be found in Foulkes [41].

Table 2.5 shows the structure of a ’talker advertise’ attribute. The only difference between a ’talker
advertise’ and a ’talker failed’ attribute is that failure information is added to the structure.

Description

Stream ID This is the unique ID of the stream

Data frame parameters Destination MAC address and VLAN ID

TSpec Traffic specification - contains max frame size, max interval frames

Priority and Rank Priority is used to determine the queue

Accumulated Latency The amount of latency from the talker to this point

Table 2.5: Packet Structure of a Talker attribute

The data frame parameters contain information about the destination MAC address and the VLAN
ID. These parameters are used to configure the filtering database within the bridge, which is used to
determine what traffic is sent to which port of the bridge. The traffic specification and the accumulated
latency are used by the listener to determine if there are sufficient resources and whether the latency is
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acceptable for the desired level of service. In the case of a transmission failure, the failure information
contains the bridge and port where the failure occurred, so that the other listeners can be aware of
where the problem is in the network.

A listener attribute just contains the Stream ID and the type (’ready’, ’asking failed’ or ’ready failed’).

2.3.5 Transmission of Streaming Data

Ethernet AVB supports the transmission of both streaming and non-streaming data. The streaming
data has bandwidth reserved for it using MSRP. To ensure interoperability between end stations trans-
mitting audio on an AVB bridged LAN, the IEEE 1722 specification is used. IEEE 1722 [70] specifies
a protocol, packet formats, and presentation time procedures which can be used on Ethernet AVB net-
works. The protocol defined in IEEE 1722 is known as the audio/video transport protocol (AVTP).
It allows audio that is transmitted by a talker to be reproduced by a listener. This protocol uses the
services defined in Ethernet AVB (these are discussed in the previous sections). MSRP is used to
communicate AVTP stream resource requirements to a bridged LAN and to reserve resources for the
streams, while gPTP is used to ensure a common sense of time and convey timing information from
talkers to listeners.

IEEE 1722 is capable of transmitting many different audio and video formats (including AVTP).
AVTP allows for the transportation of a subset of the IEC 61883 family of protocols [70]. This
research is concerned with the transportation of IEC 61883-6 audio data [58]. Figure 2.17 shows the
packet structure used by AVTP when transporting IEC 61883-6 audio data. It shows the common
header (the CD field is set to zero to indicate that AVTP is transmitting stream data), common stream
data header and CIP header. This is followed by audio samples that are formatted according to AM824
(see Section 2.2.2.1) which is the same format that is used by Firewire. The data sent to transmit
audio samples via Firewire does not include the AVTP header but does make use of a CIP header
(described in Section 2.2.2.1) and the AM824 format. In Firewire, the CIP header and audio samples
are encapsulated within an isochronous stream packet.
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Figure 2.17: Packet structure used by AVTP transporting IEC 61883-6 audio data

2.4 Conclusion

Firewire and Ethernet AVB Networks are the two core networking technologies that are investigated
in this thesis. Both of these networking types are rather different from traditional Ethernet networks.
Firewire is a serial bus networking technology which provides support for both real-time streams and
non-real time data with acknowledged delivery. Ethernet AVB utilises a set of bridging specifications
(AVB) to augment traditional Ethernet networks to enable guaranteed quality of service for real-time
streams. This chapter has provided an introduction to these technologies and highlighted the key
concepts which are used throughout this thesis.



Chapter 3

Network Simulation

3.1 Introduction

A core goal of this study was to produce a configuration and design tool that uses network simulation
to provide an audio engineer with information about bandwidth utilisation and grouping relationships.
This chapter investigates network simulation and aims to determine the best approach for simulating
a professional audio network. It describes the different types of network simulation and evaluates an
existing Firewire network simulation.

3.2 Network Simulation

The aim of network simulation is to produce an accurate representation of a system’s activity and sta-
tus so that inferences can be made about the use of different network designs and the use of different
protocols in that network. Breslau [20] outlines three themes of network simulation research - choos-
ing between different network options, exploring complex behaviour and exploring multiple protocol
interaction. With professional audio networks, we are concerned with choosing between options with
different configurations, protocols or network types, and exploring complex behaviour such as group
interactions and different routings of audio streams.

Either an analytical model can be constructed using a set of equations or a computer-based model
can be constructed which mimics the activity of the network [25]. When creating a model, different
levels of abstraction can be used depending on the level of detail and accuracy required and what
information the simulation needs to produce [20].

This section begins by introducing the definitions and concepts involved in network simulation. Some
of the existing network simulators are then reviewed. This is followed by a discussion of network
simulation requirements and the tension between abstraction and accuracy.

39
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3.2.1 Definitions and Concepts

Simulation can be defined as the imitation of the operation of a real-world process or system over
time. In the case of network simulation, it is the imitation of a given network’s activity over time.
When modelling a network, it is important to consider the system and the boundaries of that system.
A system consists of a group of objects which are joined together and interact with each other to
accomplish a purpose. The boundary of a system is determined by the line between the system and its
environment [81]. In modeling a system, it is necessary to determine this boundary. This is dependent
on the complexity of the model and what is required of the model. A system is often affected by
changes occurring outside the system. Such changes are said to occur in the system environment. A
system can be viewed as containing a number of components [81]:

Entities - An entity is an object of interest in the system.

Attributes - An attribute is a property of an entity.

Activities - An activity represents a number of actions which occur in a time period of specified
length.

System State - The state of a system is defined to be that collection of variables necessary to describe
the system at any time.

Events - An event is defined as an instantaneous occurrence that may change the state of the system.

A model is a representation of a system created for the purpose of studying the system. Within a
simulation model, usually only those aspects of the system that affect the problem under investigation
are considered. This is important when determining the level of abstraction (This will be discussed in
Section 3.2.4).

A simulation can be classified according to a number of categories:

Static - the simulation is concerned with a system at a particular point in time

Dynamic - the simulation is concerned with how the system changes over time

Deterministic - the system has no random variables, only known inputs and known outputs

Stochastic - the system has one or more random variables as input

Discrete - attributes of the system change at discrete points in time

Continuous - the attributes of the system change continually and these changes cannot be isolated to
discrete points in time

For professional audio network simulation, we are concerned with a discrete, dynamic system, as we
are interested in the system as changes occur over time, at particular points in time, particularly in
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terms of bandwidth utilisation. The architecture of the network is known, as is the topology and the
activity of the network (the activity is defined by specifications). For example: consider a Firewire
network of two nodes sending isochronous streams to each other. This network has a defined topology
and defined activity.The IEEE 1394 specifications describe mechanisms which are used to determine
which node will transmit as well as the headers which will be attached. Based on the specifications,
it is possible to show accurately when each node will transmit and what the resulting traffic will be
on the bus. Hence, the system is deterministic.

There are two types of simulation models - analytical and representational. Analytical modelling is
also referred to as mathematical modelling and modelling [55] in literature. Representational mod-
elling is also referred to as discrete event [84], computer simulation [25], simulation [55], packet-
based or flow-based modelling in the literature. With analytical models, equations are used to model
the system. The metrics in the network are represented as a set of equations which can be evaluated.
With representational models, a virtual model of the network is created. Three different approaches
are often used for representational modelling [81]:

Activity-orientated - Activities are set and they start when conditions are satisfied. This is often
used for simulating physical devices.

Event-orientated - Similar to activity-orientated, however the system is divided into events and rou-
tines which are invoked when each kind of event occurs.

Process-orientated - The system is modelled in terms of interacting processes.

The type of approach used is largely the preference of the person implementing the simulator. Any
model can be used to represent a particular system.

3.2.2 Existing Network Simulation

There are many different types of simulators which exist in both the academic and commercial world.
These simulators use different techniques to model networks. These include mathematical techniques
such as Markov Chains (State transitions), Queueing Theory and Graph Theory, as well as Packet-
based or Flow-based (usually for TCP streams) models of the traffic travelling over the wire.

A number of simulation programs have been developed. Academic Examples include: REAL [75];
NEST [14]; INSANE (IP over ATM) [86]; NetSim [17] (detailed simulation of ethernet); GlomoSim
[122]; PARSEC [79] (which is a C-based language); Maisie [15]); NS-2 [117]; VINT [78]; Harvard
Simulator [118]; NIST Network Emulation Tool (NIST Net) [23]; FlowSim [1]; and SSFNet [90].
Commercial examples include: OPNET [25] and CSIM [80]. These simulation programs are either
designed as generic simulations (such as NS-2) or specialised network simulators (such as GloMoSim
which is a simulator for wireless networks and NetSim which is a simulator for ethernet networks).
Most network simulation research has been done using ethernet networks [57], wireless networks or
the TCP/IP protocol [16].
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Broadly these simulators can be broken down into two different types: robust (or generic) network
simulators, which can simulate many different types of networks; and specialised network simulators,
which are designed to simulate a specific network. There has been much work done on Ethernet
simulators and there are a number of different simulators which have been created.

3.2.3 Network Simulation Requirements

The Virtual Inter-Network Testbed (VINT) Project is a collaborative project which aims to build a
network simulator that will allow the study of scale and protocol interaction in the context of current
and future network protocols [78]. While developing this project, a number of key factors were
identified by which a network simulation can be evaluated. Breslau [20] highlights five key factors
which need to be considered:

Abstraction - The network protocol of a given system can be studied at many different levels of
detail. For example, within a TCP/IP network, the system can be studied at the following
levels:

• Flow level - simulation of the flow between two devices during a TCP session

• Packet level - looking at the IP packets being transferred between the two devices

• Physical level - looking at the zeros and ones being transmitted and considering the physics of
the transmission medium

Emulation - To introduce additional real world factors which may not be possible to simulate accu-
rately (such as noise and network activity for a particular environment), it can be useful for the
simulation to interact with a real network. This is termed emulation.

Scenario Generation - It needs to be easy to generate scenarios, which can be used to compare
different protocols.

Visualisation - Once the simulation has been concluded, it is useful to have a visual representation
of behavior of the network and of the metrics which the user performing the simulation is
interested in.

Extensibility - The simulation needs to be easy to extend and it needs to be simple to add new
functionality.

3.2.4 Tension between Abstraction and Accuracy

One of the most important questions in network simulation is how much detail is necessary to ac-
curately represent the network and obtain the required information. As the level of detail increases,
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the resource requirements increase, which can lead to scalability issues. This introduces a tension
between large-scale simulation and realistic simulation [20].

Abstraction can be performed by making certain assumptions (for example: the packets are always
delivered or there is a certain percentage of packet loss), and focusing on those aspects related to the
purpose of the simulation. Since simulation can occur at many levels, different levels of abstraction
can be used to provide differing levels of accuracy. To provide an accurate simulation, we therefore
need to consider only those aspects of the system that affect the problem under investigation. This is
tailored to the requirements of the simulation - i.e. the metrics which the user is interested in.

Consider creating a network simulation which aims to calculate the bandwidth utilised by a particular
protocol with a defined behavior. Packet-level, representative models would be significantly more
detailed and hence require significantly larger computational overhead than analytical models. This
is because in a representational model, the entire packet, its contents and the path travelled are con-
sidered rather than just the size of the packets and the defined behavior. Memory and processing time
can constrain the number of network objects which can be simulated. Simpler models may require
less memory and processing power and also take less time to perform the simulation, but if they do
not consider enough detail, the simulation may not be able to provide accurate results. The essential
question is: what level of detail is required to obtain a desired level of accuracy?

For example, consider a wired network. There are many levels of abstraction - from electromagnetic
propagation, to bit, packet and flow level simulation [57]. If we are interested in the bandwidth of a
flow between two different devices, the system can be modeled using simple queues with a bandwidth
limit and propagation delay [57] rather than modelling the actual physical propagation.

The simulation model is typically a simplification of the system, however the model should be suffi-
ciently detailed to permit valid conclusions to be drawn about the real system in order to be useful.
It must be noted that while networks in general may consist of a wide mix of traffic and topologies
[16], this is not true for audio networks, since usually a given technology and control protocol is used
throughout the network.

There are three approaches to enabling a simulator to support large networks - optimising the sim-
ulation’s implementation, removing unnecessary simulation detail and supporting parallelism in the
simulation [20]. Within this thesis, we use the approach of removing unnecessary detail, since we
have a defined scope, namely audio networks. There are specific protocols and defined metrics which
we are interested in, namely bandwidth and consistency of parameter groups. By using a higher level
of abstraction and removing detail which is not necessary for our scope, we can enable the simulator
to support large audio networks.

3.2.5 Concluding Remarks

The rest of this chapter focuses on determining the best approach for audio network simulation, either
an analytical or a representational model, based on the requirements for the network simulator. The
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following section describes a simulation of Firewire networks. It describes a Firewire implementa-
tion created for NS-2, which is a robust network simulator that uses a representational approach to
modelling a network, and presents an evaluation against the requirements for a network simulator, as
indicated in Section 1.3.

3.3 A Representational approach to modelling Firewire

Network simulation is often conducted to test protocols which are to be deployed on the internet,
where there is a large variety of traffic patterns, topologies and protocols. These simulations have
the disadvantage that they often don’t provide the wide range of topologies and protocols which are
found in real networks such as the internet and hence cannot always be used to accurately determine
the performance of the protocol in real life situations. In Firewire audio networks, however, the
varying traffic patterns can be realistically modeled since the expected traffic is based on parameters
which can be specified and they don´t have such a wide range of topologies. In this section we take
a look at an existing Firewire network simulation to evaluate the effectiveness of a robust network
simulator that uses a representational model to simulate professional audio networks.

Not much work has been done simulating Firewire networks. Holst [54] created a module for NS-
2 for simulating Firewire networks to investigate the differences between isochronous and asyn-
chronous data transmission. Lee et al. [80] used CSIM to perform a study of TCP performance
on small Firewire networks (which would typically be used in homes to deliver multimedia to differ-
ent sources). The next section presents an overview of the NS-2 simulation and discusses whether the
representational approach to modelling used by NS-2 is appropriate for simulating professional audio
networks based on the requirements of an audio engineer.

3.3.1 NS-2

NS-2 is a robust network simulator which is freely available [117]. It has been widely used in the
academic community to perform research on different protocols. It is a packet-level simulator - i.e.
it simulates the actual packets which get transferred and does not abstract them to flows of packets.
NS-2 is version 2 of a simulator known as NS which is derived from the REAL (Realistic and Large)
network simulator [75], which in turn is a modification of NEST (Network Simulation Testbed) [14].
The development of NS-2 was supported by Defense Advanced Research Projects Agency (DARPA)
and also includes substantial contributions from leading researchers and companies such as Sun Mi-
crosystems.

NS-2 contains a number of modules to perform simulations on wired and wireless networks and can
simulate a number of protocol implementation - including FTP and TCP. It also contains a network
animator and is able to create trace files showing the activity of the simulated network. It has been
used extensively in research and has been shown to be highly scalable [91, 89].
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NS-2 uses a split-programming model. It uses both the C++ programming language and the Tcl
scripting language. C++ is used to implement the simulation kernel but Tcl expresses the definition,
configuration and control of a simulation [20]. C++ is used to implement the main simulation compo-
nents since it is fast, while Tcl is used to create simple scripts which access the components created
in C++. This combines the power and speed of C++ with the ease of Tcl scripts.

3.3.2 NS-2 Firewire implementation

As noted in the previous section, Holst created an NS-2 module for IEEE1394 to perform a study
of the bandwidth utilization of the asynchronous and isochronous data transmission schemes. This
module is not included within the NS-2 source code by default but can be added. Holst created this
module for version 2.1b8a of NS-2. With a few minor modifications, this NS-2 IEEE1394 module
was compiled and installed on the latest version of NS-2 at the time of writing (version 2.33). The
rest of this section describes the implementation of this module.

Table 3.1 shows the files which are included in the module’s source code, which language they are
written in (since NS-2 uses a split programming model with both C++ and Tcl code), and what their
purpose is.

File Language Purpose

agent-1394.{cc,h} C++ This contains the implementation of the Agents
which are used for Isochronous and

Asynchronous data transmission

link-1394.{cc,h} C++ This contains the implementation of the Link
Layer

mac-1394.{cc,h} C++ This contains the implementation of the MAC
Layer

packet-1394.{cc,h} C++ This contains the definition of the 1394 packets

Firewire-lan.tcl Tcl This contains procedures to set up the Firewire
network

Table 3.1: Filename, Programming Language and Purpose of file contained in Firewire implementa-
tion

Holst’s module is based on the LAN implementation contained in NS-2. Firewire-lan.tcl

is the file which is used to conduct the testing of the bandwidth for asynchronous and isochronous
streams. This file contains the code to set up the network and make connections between Firewire
nodes. It is done in a similar manner to the addNode and make-lan functions which are contained
in vlan.tcl (part of the LAN Implementation in NS-2). Firewire-lan.tcl also contains the
definitions of the LanNode and LaniFace classes, which are used by this Firewire module. These
classes abstract the LAN node and the LAN interface which is used to connect different nodes.

The Firewire module contains code written in C++ for:
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• The Agents - Async and Isoch (both in agent-1394.{cc,h}) - which are used to create the
asynchronous and isochronous data transmission methods

• A link layer (link-1394.{cc,h}) which models the link layer of Firewire.

• A MAC layer (mac-1394.{cc,h}) which models the MAC layer of Firewire

• An IEEE 1394 packet definition (packet-1394.{cc,h}).

The Firewire simulation is implemented by using the NS-2 LAN modules to create nodes and inter-
faces and then using the link layer and MAC layer modules, which are Firewire specific. The MAC
layer ensures that aspects such as arbitration, timing, gaps etc. are handled correctly. The Agents are
used to simulate the two different transmission modes - asynchronous and isochronous. The next two
sections expand on the Tcl code and the C++ code respectively.

3.3.2.1 Tcl code

As mentioned, Firewire-lan.tcl contains functions for creating a Firewire network, adding
nodes to this Firewire network and connecting the nodes together. The Tcl code creates objects for
the link layer and MAC layer of the Firewire network. These are defined within the vlan.tcl file
of NS-2 using the Link layer and MAC layer which is written in C++ (these are described in Section
3.3.2.2). This section examines the Tcl code which is contained in Firewire-lan.tcl - particu-
larly the following three important functions: create_ieee1394LanNode; create_ieee1394Node_fromNode;
and connect_ieee1394Nodes.

create_ieee1394LanNode

This function creates and returns a LanNode using the IEEE 1394 Link Layer and MAC Layer (dis-
cussed in Section 3.3.2.2). The function takes three parameters which specify the bandwidth of the
network, the transmission delay and whether or not a trace file is being used to output the results of
the simulation.

The LanNode which is returned by this function is the node to which all the other nodes are connected
to create a LAN. Consider a link between two nodes (say A and B). In NS-2, this link is divided in
half and turned into two links, one from Node A to the LAN Node and the other from the LAN
Node to Node B. This creates a virtual central point, which is used to manage the traffic flow and the
connections between interfaces. The example of a link between two nodes (A and B) is illustrated in
Figure 3.1. Figure 3.1 (a) shows what the link looks like logically, while Figure 3.1 (b) shows how it
is split in NS-2 with the LanNode in between.
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(a) Logical Link between two nodes (b) Links between two nodes with LanNode

Figure 3.1: Link between two nodes in NS-2

The LanNode created by this function is used by the other Tcl functions, which are described below.
As mentioned, LanNode is part of the NS-2 LAN implementation and is defined in vlan.tcl.

An example of the use of the function is as follows:

set lan [eval create_ieee1394LanNode $bw $delay $trace]

This code associates the variable lan with the LanNode which is created using the bandwidth and
delay parameters in the variables bw and delay. trace is a boolean variable which is set to true when
a trace file is being used to output the results of the simulation.

create_ieee1394Node_fromNode

This function creates an IEEE 1394 node and associates it with the LanNode which was created by
create_ieee1394LanNode. This function takes five parameters which specify the LanNode, the 1394
node, the bandwidth for the LAN interface, the link delay and whether or not a trace file is being used
to output the results of the simulation.

This function does the following:

1. Creates a LaniFace (LAN interface) between the 1394 node and the LanNode

2. Sets the link layer delay to the given parameter

3. Sets the bandwidth for the LaniFace (using the Phy object on the interface which represents the
physical layer)

4. Sets the interface for the 1394 Node on the LAN to the LAN interface which has been created

5. Creates two links - one between the 1394 Node and the LanNode and the other LanNode and
1394 Node. This enables data transmission in both directions - in and out of the 1394 node.

6. Connects the relevant links to the output and input interfaces of the node

7. Sets the delay of each link to the given delay/2 (since 2 links make the 1 logical link)

An example of the use of this function is as follows:
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for {set i 0} {$i < $num_nodes} {incr i} {

set iface($i) [eval create_ieee1394Node_fromNode

$lan $node($i) $bw $delay $trace]

}

This code iterates through each node in the array node and performs the procedure discussed above.
lan is the LanNode created by create_ieee1394LanNode, bw specifies the bandwidth for the LAN
interface, delay specifies the link delay and trace is a boolean variable which is set to true when
a trace file is being used to output the results of the simulation. create_ieee1394Node_fromNode

returns the Laniface (LAN interface) associated with that node on the LAN.

connect_ieee1394Nodes

This function creates a physical connection between 2 LaniFaces (LAN interfaces). It takes four
parameters which specify the first interface, the second interface, the bandwidth for the LAN interface
and the link delay.

connect_ieee1394Nodes uses the NS-2 channel object which is an abstraction of the medium
used to transmit the messages in NS-2. It begins by creating a new channel object, and then does the
following for both the parent and child node (where the parent node is closest to the root node):

1. Creates a new wired physical layer (Phy)

2. Creates a HandlerRecv (receive handler) using the MAC layer. This will handle data which is
received by the MAC layer.

3. Connects the new Phy to the MAC layer

4. Sets bandwidth, channel (to the channel created), node and interfaces for the new Phy

An example of how this function is used is as follows:

set num_children 2

for {set i 1} {$i < $num_nodes} {incr i} {

connect_ieee1394Nodes

$iface([expr int(floor(($i - 1) / $num_children))])

$iface($i) $bw $delay

}

This code connects the interfaces together into a tree structure at the physical layer. It utilises the
connect_ieee1394Nodes function described above. The parameters used are the two interfaces -
(floor(($i-1)/$numchildren) and $i) - the bandwidth ($bw) and the delay ($delay).
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The floor function rounds the result down to the nearest integer - For example: floor(6.9)=6. Figure
3.2 shows the tree which is generated by the code above when there are six nodes.

Figure 3.2: Tree of Nodes which is generated

If there were seven nodes, then the tree would also contain node number 7 attached to node number
3. If there were eight nodes, then node number 8 would be attached to node number 4. Each node can
have 2 children (specified in num_children) and a new node is attached to the lowest node which has
less than two children. It utilises an array of LaniFace called iface.

3.3.2.2 C++ code

As mentioned, in NS-2, the Tcl code utilises the modules which have been built in C++. In the case of
the Firewire module, it consists of agent-1394.{cc,h}, link-1394.{cc,h}, mac-1394.{cc,h}
and packet-1394.{cc,h}. These files contain code that implements the agents (Isoch and
Async), the link layer, the mac layer and the packets for Firewire.

Figure 3.3 shows the process that occurs when a packet is transmitted on an NS-2 LAN.

Figure 3.3: NS-2 LAN
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1. It enters a Queue

2. It gets passed to the Link Layer, which in this case is the link layer implemented in link-1394.cc
and link-1394.h.

3. It gets passed to the Mac Layer, which in this case is the mac layer implemented in mac-1394.cc
and mac-1394.h.

4. It gets passed to the channel which passes it to the classifier. The classifier then sends it back up
the stack. The classifier is a function which receives a packet, examines its destination address,
and then maps the values to the outgoing object that is the next recipient of the packet.

The next four sections describe each of the four C++ files in detail.

link-1394

The packet is either passed onto the link layer from the queue or received by the link layer from the
MAC layer. In Holst’s implementation, the link layer does not include much functionality. In fact, it
simply passes the packet directly to the MAC layer or the node (depending on whether the packet is
travelling up or down the stack).

Figure 3.4 shows a class diagram of all the classes involved in the Link Layer.

Figure 3.4: link-1394 Class Diagram

The IEEE1394 Link Layer Class (ieee1394LL) is defined as an extension of the LL class which in
turn inherits from the LinkDelay class. These are classes which are defined in the NS-2 source code
to create link layer objects. ieee1394LL declares sendDown, sendUp, recv and channel functions.
The channel function returns the PHY’s channel (downtarget from the MAC layer). The recv function
checks the direction and then calls either sendUp or sendDown, which schedules the packets to be
sent to the downtarget (MAC) and uptarget (node) respectively.

mac-1394

The packet is passed from the link layer to the MAC layer and then passed to the channel (in the
physical layer) by the MAC layer. The MAC layer contains most of the implementation for the
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Figure 3.5: mac-1394 Class Diagram

Firewire simulation. As mentioned, the link layer in Holst’s implementation passes on the packet to
the MAC layer or up to the node depending on whether it is an input or output packet.

Figure 3.5 shows a class diagram of all the classes involved in the MAC Layer.

The mac-1394 code contains three different components, which are represented using three different
classes. These are:

• The Mac Handler (ieee1394MacHandler)

• The Mac State (ieee1394MacState)

• The ’Main Part’ which co-ordinates (ieee1394Mac).

The ieee1394MacHandler class is extended by five different classes: ieee1394MacHandlerSend;

ieee1394MacHandlerRecv; ieee1394MacHandlerSubactionGapTimer; ieee1394MacHandlerIsochGapTimer;

and ieee1394MacHandlerFairnessGapTimer. These are used to schedule the sending of packets, and
hence they are used to simulate the sending and receiving of packets based on the intervals and gaps
defined in IEEE1394.

The main class (ieee1394Mac) extends the Mac class, which is part of the NS-2 source code. The Mac

class is used to simulate media access protocols in NS-2. The ieee1394Mac class adds the mac header
and transmits onto the channel according to the IEEE1394 specification. ieee1394MacHandlerRecv
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handles the receipt of packets by the MAC layer. It calls the recv function of the link layer when
receiving from the link layer and recv_from_phys when receiving from the physical layer.

The send method within ieee1394MacHandler uses the MAC protocol txtime() function to calcu-
late the transmission time on the physical medium, then Channel::send() sends the packet. The
ieee1394MacHandler class resumes activity after transmission time has elapsed.

The 1394MacState class is used to model the states which a Firewire node can be in. There are a
number of different states which are defined in Holst’s implementation. In each state, a response to
an event is defined. Within the source code, each state is represented as a new class which inherits
from 1394MacState and defines functions for events which occur when in these states. This is shown
in the class diagram in Figure 3.5.

Table 3.2 shows a list of the possible event functions and when these events are triggered. When an
event occurs, the corresponding function is called to cause a transition into a different state.

Event Function When it is called

eventBecomeCurrentState() after this instance becomes the current state.

eventRequestSendData(p,h) when the LL wants to send a packet p with handler h.

eventSendCompleted() after a sent packet (any type).

eventSendCanceled() after a sent packet (any type).

eventRecvCompleted() after a recv packet (any type).

eventRecvCanceled() after a recv packet (any type).

eventIncomingData(p,r) when receiving a packet p via interface r.

eventReceivedData(p,r) after receiving a packet p via interface r.

eventIncomingArbReq(p,r) when receiving a packet p via interface r.

eventReceivedArbReq(p,r) after receiving a packet p via interface r.

eventIncomingArbGrant(p,r) when receiving a packet p via interface r.

eventReceivedArbGrant(p,r) after receiving a packet p via interface r.

eventIncomingAck(p,r) when receiving a packet p via interface r.

eventReceivedAck(p,r) after receiving a packet p via interface r.

eventIncomingCycleRestart(p,r) when receiving a packet p via interface r.

eventReceivedCycleRestart(p,r) after receiving a packet p via interface r.

eventSubactionGap() after a gap length for async.

eventFairnessGap() after a gap length for the fairness interval.

eventIsochGap() after a gap length for isoch.

eventTimeToRestartCycle() after cycle length timer expires.

Table 3.2: Event functions defined and when they are called

Figure 3.6 shows the State transition diagram of these states, while the inset table - 3.6a - shows the
description of the various states represented in this diagram.
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LETTER DESCRIPTION

B TransactionSend
C Idle
D WaitReqArb
E WaitGrantArb
F ArbCompletion
G WaitActionComplete
H AsyncSendData
I IsochSendData
J WaitForAck
K CycleRestartSend

(a) State Transition Diagram Key

Figure 3.6: State Transition Diagram
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The State transition diagram for an IEEE 1394a node as given in the IEEE 1394a specification [104]
has seven states:

• Idle (A0)

• Request Test (A1)

• Request Delay (A2)

• Request (A3)

• Grant (A4)

• Receive (A5)

• Transmit (A6)

The model used by Holst is, in fact, not an exact representation of the states given in the IEEE 1394a
specification. The state transition diagram from Holst’s implementation, shown in Figure 3.6, con-
tains ten different states. The state machine in Figure 3.6 has states corresponding to WaitRequestArb
(A3), WaitGrantArb (A4) and Idle (A0). It also contains a state called Receive (A5). Holst’s imple-
mentation contains three states for sending data (TransactionSend, AsyncSendData, IsochSendData,
CycleRestartSend) which model the Transmit state (A6) and also contains two states for ’waiting’
which return to Idle once done (WaitforAck, WaitActionComplete). These are used to model the
Request Delay (A2) and Request Test (A1) states.

packet-1394

packet-1394 is used to define the packets for Firewire. There are a number of different types of
Firewire packets. The packet types are used in the MAC layer to determine states and transitions.

Table 3.3 shows, for each packet type, its name, a description of the packet type, and the code associ-
ated with each packet type.

Name Code Description

ACK 0 Acknowledgment Packet

ASYNC 1 Asynchronous Data Packet

ISOCH 2 Isochronous Data Packet

REQ_ARB 3 Request Arbitration Packet

GRANT_ARB 4 Grant Arbitration Packet

CYCLE_RESTART 5 Cycle Start Packer

Table 3.3: Packet Types
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agent-1394

In NS-2, Agents are defined to use different protocol types to transmit data. The code in agent-1394 is
used to define an Asynchronous Agent and Isochronous Agent, which can be used to send data using
the particular data mode.

Figure 3.7 shows a class diagram of all the classes associated with Agents.

Figure 3.7: agent-1394 Class Diagram

There are three classes defined in agent-1394: ieee1394agent; ieee1394agentAsync; and ieee1394agentIsoch.
ieee1394agent extends the Agent class which is an NS-2 class used to create Agents. The Agents set
up the packet sizes and the packet type of the packets to be transmitted. ieee1394agentAsync and
ieee1394agentIsoch extend the ieee1394agent class.

3.3.3 Evaluation of NS-2

This section has detailed Holst’s module which can be used to simulate a Firewire network using
NS-2. This module is not included in the distribution of NS-2. There are a number of assumptions
which were made in this implementation. Holst’s aim was to study the effective bandwidth utilization
of different arbitration schemes and determine how they behave under increasing load and varying
topologies. Holst makes an assumption that the user will not use more than 80% of the bandwidth for
Isoch traffic. There is no Isochronous Resource Manager (IRM) and a fixed tree topology is assumed
(this can be seen in Section 3.3.2.1). Different speed capabilities are also not taken into consideration
so it cannot build a network with different PHY speeds on different nodes.

A great advantage of using NS-2 is that once a module has been created, there is access to a large
number of protocols which can be run on any given network and also a network animator which can
be used to view the activity on the network. It is a robust network simulator (this is defined in Section
3.2.2), which means that it includes modules for other network types and hence the interaction with
other networks can be tested using NS-2.

This section evaluates NS-2 as a possible base for a network simulator for audio engineers.
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3.3.3.1 The network animator

Figure 3.8 shows an example of the network animator in action when using Holst’s Firewire imple-
mentation.

Figure 3.8: NS-2 Network Animator

In other network implementations, the network animator displays packets moving along the network
connections. Since Holst’s implementation uses a LanNode (which is a type of node implementation
in NS-2), it displays solid lines, rather than showing moving packets between nodes, as this is how
packets transmitted using a LanNode are displayed by the network animator. The Time interval
between packets is rather small and the network animator is only able to slow down to a point of
displaying 10 simulated microseconds per real second, which results in 12.5 seconds per isochronous
cycle at the slowest speed. Since it cannot be slowed down further and displays solid lines (due to the
way the module is implemented), the network animator does not give a good picture of how traffic is
travelling on the network and is hence not very useful for an audio engineer as it only displays solid
lines.

3.3.3.2 Tracefile output

Given below is an extract from a trace file produced by NS-2 when using the Firewire module and
transmitting isochronous data on a four node network from node 3 to the rest of the nodes. Each line
in the trace file contains the following fields:

• Classification - whether the packet is entering the queue, exiting the queue, on its way to another
node (hop) or being received

• Time - the time of arrival of the packet at the given point in seconds - the timestamp starts at 0
at the beginning of the simulation

• Source_Node - the node which is sending the packet

• Destination_Node - the node for which the packet is destined

• Packet_Name - the type of packet (eg. ieee1394)
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• Packet_Size - the packet size in bytes

• Flags - various NS-2 specific flags (not used in this module)

• Flow_ID - the flow identifier (this is also not used in this module)

• Source - the source address - port and node

• Destination - the destination address - port and node

• Sequence_Number - the sequence number of the packet (not used in this module)

• Packet_ID - a unique identifier for the packet

The Classification is as follows:

h hop

+ Enter queue

- Exit queue

r received

h 0.1 1 0 ieee1394 1024 ------- 0 1.1 2.0 -1 2397

h 0.1 2 0 ieee1394 1024 ------- 0 2.1 3.0 -1 2398

h 0.1 3 0 ieee1394 1024 ------- 0 3.1 4.0 -1 2399

h 0.1 4 0 ieee1394 1024 ------- 0 4.1 1.0 -1 2400

+ 0.1 1 0 ieee1394 1024 ------- 0 1.1 2.0 -1 2397

- 0.1 1 0 ieee1394 1024 ------- 0 1.1 2.0 -1 2397

+ 0.1 2 0 ieee1394 1024 ------- 0 2.1 3.0 -1 2398

- 0.1 2 0 ieee1394 1024 ------- 0 2.1 3.0 -1 2398

+ 0.1 3 0 ieee1394 1024 ------- 0 3.1 4.0 -1 2399

- 0.1 3 0 ieee1394 1024 ------- 0 3.1 4.0 -1 2399

+ 0.1 4 0 ieee1394 1024 ------- 0 4.1 1.0 -1 2400

- 0.1 4 0 ieee1394 1024 ------- 0 4.1 1.0 -1 2400

r 0.100094 0 2 ieee1394 1024 ------- 0 1.1 2.0 -1 2397

r 0.100183 0 4 ieee1394 1024 ------- 0 3.1 4.0 -1 2399

r 0.100272 0 1 ieee1394 1024 ------- 0 4.1 1.0 -1 2400

h 0.12 1 0 ieee1394 1024 ------- 0 1.1 2.0 -1 2887

h 0.12 2 0 ieee1394 1024 ------- 0 2.1 3.0 -1 2888

h 0.12 3 0 ieee1394 1024 ------- 0 3.1 4.0 -1 2889

h 0.12 4 0 ieee1394 1024 ------- 0 4.1 1.0 -1 2890
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This extract from the trace file shows packets from the four nodes entering and exiting the queue to
be sent (as indicated by the pluses and minuses). The concept of a queue in NS-2 is explained in
Section 3.3.2.2. In this example, node 3 is sending packets to nodes 1, 2 and 4. This extract shows
the data being received between 0.100094 and 0.100272 seconds. After that, one can see that there
is bandwidth free between 0.100272 and 0.12 and using this knowledge, the percentage of bandwidth
utilised can be calculated by observing when the packet was sent and when it was received. Note
that this shows the packets entering and exiting the queue to complete the process of sending from
the LanNode to the receiving node. Hence the important part of the packet trace (shown in italics) is
when the packet was transmitted (the hops from the LanNode to the node) and when it was received by
nodes. Since Node 3 is transmitting, it does not receive it. This is handled within the implementation.

3.3.3.3 Setting up a network scenario

An important question for an audio engineer is how easy it is to set up a network scenario and simulate
it.

Section 1.3 states that in order for the network simulator to satisfy the requirements of a professional
audio network simulator, the configuration needs to be created using a GUI, there must be support for
multiple subnets and the use of routers, and the simulator must provide information in real-time as
configurations and streams change.

In NS-2, networks are setup by writing Tcl code, rather than via a GUI. The audio streams within
a configuration need to be setup in advance with details of when to start and stop the streams. The
stream setup is specified in terms of Asynchronous and Isochronous packet data, which the audio
engineer should not be concerned with. An audio engineer should preferably work at a higher level
of connection management and control.

Once the Tcl script has been written, the simulation needs to be run before any information can be
extracted. A GUI can be created which outputs Tcl code and performs the necessary configuration,
however this will still not give results in real time. Each time a parameter (such as a a new stream
or a connection being made) is changed, the simulation will have to be re-run to return the required
information. This time will depend on the size of the network, the number of packets being sent and
the duration of the simulation. In the example given - sending a single stream in a four node network
with a simulation duration of 10 seconds - NS-2 took on average 3.495 seconds to run the simulation
(this was measured using the Unix time command and averaged over five iterations). Only after this
point can an analysis be performed to determine the values of the required metrics. An important goal
of an audio network simulator is to evaluate the bandwidth associated with a given configuration in
near real-time, since the audio engineer will be using this information to edit the configuration and
evaluate various options. When using NS-2, this requirement cannot be fulfilled. Another goal is to
be able to evaluate grouping relationships to determine if there are circular joins. Since NS-2 is a
packet-based simulator and has no knowledge of parameter grouping, this can not be evaluated using
NS-2.
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Holst’s NS-2 Firewire simulation is for a single bus. This limits the size of the network. The IEEE
1394 specification [103] describes IEEE 1394 bridging and the use of multiple busses. This is de-
scribed further in Okai-Tettey [93]. This would enhance the size of the simulated network, however
Holst’s implementation does not provide support for multiple busses.

3.3.3.4 Outputting required information

A further question is whether NS-2 can be used to output the bandwidth information required by an
audio engineer. A professional audio network simulator is required to give information on the band-
width available. As mentioned, the bandwidth available can be calculated using the trace files.The
time between sending and arriving can be calculated from the trace output.

3.3.4 Concluding Remarks

A representational approach using a packet-based simulator model results in a large amount of detail
which may be useful for certain applications. For example, if one was interested in packet traffic
distribution or simulating packet latency, a representational approach, using a packet-based simulator
model may provide a good solution. For the information required by an audio engineer, however,
the packet-based approach provided by NS-2 is not viable. It is therefore proposed that an analyt-
ical model which uses calculations based on given parameters - such as the network topology and
the number of streams running - and a knowledge of how the system operates, would better suit the
requirements of an audio network simulator. Analytical techniques, such as graph theory, could also
be used to evaluate groups. The design of a network simulator (AudioNetSim) that utilises an analyt-
ical approach will be presented in Chapter 6. This design incorporates the graphical construction of
the networks to be tested and assumes the use of a particular sound control protocol. Chapter 4 will
provide an overview of current graphical network design tools, while Chapter 5 will describe sound
control protocols. The analytical approaches for evaluating groups and calculating bandwidth will
be described in Chapter 7 and Chapter 8. These methods produce results in near real-time for large
networks and are used in the AudioNetSim simulation framework

3.4 Conclusion

A core goal of this project was to produce a configuration and design tool which uses network simula-
tion to provide an audio engineer with information about bandwidth utilisation and evaluate grouping
relationships. This chapter has introduced concepts and definitions used in network simulation and
detailed previous work done on Firewire networks using the robust network simulator NS-2. NS-2
uses a representational approach to modelling networks. It has detailed the Firewire implementation
created for the NS-2 by Holst and has presented an evaluation against the requirements for a network
simulator which can be utilised by an audio engineer (which are laid out in Section 1.3). This evalu-
ation showed that a robust network simulator that uses a representational approach to modelling the
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network is not ideal as a platform for creating a professional audio network simulator. A representa-
tional approach using a packet-based simulator model results in a large amount of detail which may
be useful for certain applications. For example, if we were interested in packet traffic distribution
or simulating packet latency, a representational approach using a packet-based approach may pro-
vide a good solution. For the information required by an audio engineer, however, the packet-based
approach provided by NS-2 is not viable.



Chapter 4

Network Design Applications

A number of programs have been created by various manufacturers to aid the design of audio net-
works. These include: CobraCAD, mLAN Installation Designer, Harman System Architect and BSS
London Architect. In these applications, the Audio Engineer is able to insert devices and create con-
nections between them to build a configuration. In order to design a network simulation application
which suits an audio engineer, it is necessary to evaluate existing applications that are used for the
design of audio networks. This is also necessary to ensure that the application level capability which
this project aims to produce does not exist within other tools. This chapter takes a look at these four
network design applications, discusses their features and limitations, and relates them to our require-
ments. Based on the how these applications operate, a list of requirements is also determined which
makes a network design program ’easy to use’.

4.1 CobraCAD

CobraCAD is a CobraNet Modeling tool[83]. CobraNet is a technology which utilises Ethernet and
provides isochronous data transport and sample clock distribution. SNMP [52] is usually used for
monitoring and control [82]. A comparison between mLAN (which uses Firewire) and CobraNet can
be found in [76]. In CobraNet, the isochronous traffic is subdivided into bundles, where each bundle
comprises up to 8 audio channels.

61
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Figure 4.1: CobraCAD User Interface

Figure 4.1 shows a screen shot of the CobraCAD user interface. In this figure, an Ethernet device
(3Com 3300 12 port switch) and two CobraNet devices (both BSS BLU-32 CobraNet devices with
8 analogue inputs and 8 analogue outputs) have been added to the canvas (this is the term used to
describe the area in which the audio network is built).

In CobraCAD, a user can design a network by adding different devices to a configuration, where the
devices are grouped into different categories - Ethernet devices and CobraNet devices. It also allows
the user to add generic audio devices such as a CD player, headphones or a PC. This can be done by
either selecting the device from the bottom pane in the window, which lists the capabilities, or from
the “Devices” menu where the devices are ordered according to manufacturer. The devices are added
to the canvas where they can be moved around and connections made between them.

CobraCAD has four different editing modes – Edit, Wire, Zoom and Pan – which can be chosen by
either using a keyboard shortcut, clicking on an icon, or selecting the option from the top menu. The
wire mode is used to insert cables between devices. The application supports zooming in and out, as
well as zooming to fit (in the zoom mode). It also allows the user to save and print the installation
diagram. Multiple pages are possible for large installations with multiple components.

The user can toggle which devices are shown in the canvas. The application allows the user to show
all devices, only the CobraNet devices or only the Ethernet devices.
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CobraCAD allows the user to check the design in order to see whether it is valid or not and display
information such as link utilisation, the devices, the number of different networks and the different
bundles. As mentioned, CobraCAD allows the user to include a number of generic audio devices
when designing a system. These are ignored during the design check, but are displayed to give a
clearer picture of general system flow. Figure 4.2 shows a design check being performed on this
simple audio network, which consists of two devices and a switch.

Figure 4.2: Design Check with CobraCAD

In this example, the first output bundle on the first device has been connected to the first input bun-
dle on the second device. The design check also performs a simple simulation and shows the link
utilisation - as shown in the Figure.

CobraCAD is unable to determine latency and doesn’t take into account control data when calculating
link utilisation. A further limitation of CobraCAD is that it can’t create a connection from one page
to the next. In order to do this, symbol points need to be inserted on each page and connected
together. CobraCAD supports very limited configuration of the devices. It is possible to configure the
internal routing between analogue ports and CobraNet bundles for a device, however no additional
configuration is possible. Figure 4.3 shows an example of a window which can be used to configure
the internal routing of the first BLU-32 device.
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Figure 4.3: Configuring Internal Routing of a CobraNet device in CobraCAD

CobraCAD does not provide the ability to do offline editing and synchronization with a real network.
It does, however support the ability to alter the internal routing of devices by double clicking on the
device. CobraCAD is limited to designing CobraNet networks.

4.2 mLAN Installation Designer

The mLAN Installation Designer [43] is a tool which can be used to design networks which consist of
mLAN Firewire devices (such as Yamaha MOTIF, O1V, etc.). mLAN (Music Local Area Network)
is a network designed by Yamaha for synchronized transmission and management of multi-channel
digital audio and multi-port MIDI. mLAN networks utilise Firewire for transmission of audio and
provide connection management capabilities, while MIDI is used for command and control [26].

Figure 4.4 shows the user interface for the mLAN Installation Designer.
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Figure 4.4: mLAN Installation Designer User Interface

In this figure, 2 Yamaha 01V devices have been added to the canvas and are connected to each other.
Figure 4.4 also shows the library manager dialog.

The mLAN Installation Designer has a library of components such as mixing consoles and bridges.
Devices are inserted by either selecting them from the library or selecting them from a drop down
menu. There are three different types of devices - device, repeater and bridge. These devices are
defined in the Library manager. When inserting a device, it is added to the canvas, where it can be
moved around and cables added.

As in CobraCAD, the mLAN Installation Designer has different editing modes which are used to
create a configuration. The mLAN Installation Designer has three different modes, which are as
follows:

Selecting - In this mode, devices can be selected, moved and their port positions can be altered.

Adding a device - In this mode, devices can be added to the design canvas.

Cabling - In this mode, cables can be inserted between the various ports of the devices.

When inserting a cable, the Installation Designer checks to see that this connection does not cause a
circular connection between the source and target device. This is the only analysis, design check or
simulation which is performed.

Configurations can be saved as mLAN installation documents. An XML representation of the config-
uration can also be viewed and exported.
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The mLAN Installation Designer allows the user to alter a few aspects of a device, however it does
not support the ability to configure internal routing. It also does not provide any ability to perform
offline editing and synchronization with a real network. It does not provide the facility for the user to
perform connection management between the devices. It is only able to check whether the physical
configuration is valid.

4.3 HiQNet London Architect

HiQNet London Architect is a program created by BSS [21] to design networks using their devices.
These networks use HiQNet as the monitoring and control protocol and are connected together using
Ethernet technologies such as Ethernet AVB or CobraNet.

HiQNet is a monitoring and control protocol defined by the Harman group, which uses a Microsoft
Universal Plug and Play compliant architecture [47]. This control protocol is described further in
Section 5.5.

HiQNet London Architect is an enhancement of SoundWeb Designer, which is a network design
and control application created by BSS for their ’SoundWeb Original’ series of devices. Accord-
ing to BSS, the ’SoundWeb Original’ series was “the first large-scale system to offer a distributed,
programmable DSP system with robust capabilities and simple controls on a single Cat 5 cable.” [22]

HiQNet London Architect was built as a design, maintenance and control application for their ’SoundWeb
London’ series of devices, which are an evolution of the ’SoundWeb Original’ series of devices.

Figure 4.5 shows the user interface for HiQNet London Architect. It uses a drag and drop approach
to designing the system. The user can select a device from an extensive library of devices - including
representations of Microphones, DSP devices, Amplifiers, Consoles and speakers - and drag it onto
the design canvas. This library includes many devices from the Harman Pro group, such as Crown
amplifiers and JBL speakers. The devices are classified according to manufacturer. The device de-
scriptions are stored in XML format and the user can create a custom device by creating an XML file
for that device. The user can include switches, wall controllers and serial servers in a network design.



CHAPTER 4. NETWORK DESIGN APPLICATIONS 67

Figure 4.5: HiQNet London Architect’s User Interface

Features of HiQNet London Architect include:

• The ability to group devices into “zones” - this can be used to group devices which would be in
a certain area such as a rack room or on stage.

• The user may use different colours to show the different types of connections (such as CobraNet
connections or physical connections).

• The user can give names to the CobraNet bundles and it performs intelligent signal naming
throughout the network.

• Support for primary and secondary CobraNet devices as well as the use of multicast and unicast
bundles within the network.

• Support for both CobraNet and Ethernet AVB.

• The user is able to create custom control panels with multiple pages to control a device - in this
manner, HiQNet London Architect allows offline editing of an existing system.

HiQNet London Architect does not include facilities to perform bandwidth calculation or determine
the latency of audio and control data. It is also limited to Ethernet devices which use HiQNet for
command and control. It provides facilities for managing and controlling a network once it has been
designed and installed. Since it doesn’t provide feedback such as the bandwidth used and latency in
a given configuration, it is not effective for experimenting with different configurations and designs
and performing comparisons between them.
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4.4 Harman System Architect

Harman System Architect [51] is a system design and configuration program for devices that use the
HiQNet protocol for command and control. It uses a design philosophy centered on the procedures
followed by an audio engineer when designing a network and uses a diagrammatic representation of
the installed or live sound venue.

It divides the design process into different stages. It doesn’t start at the device level, but rather starts
by letting the user define the layout of the venue. Figure 4.6 shows the user interface for Harman
System Architect which allows the user to define the layout of the venue. In this Figure, 3 rooms are
drawn.

Figure 4.6: Defining the layout of the venue in System Architect

The next stage in the design process allows the user to arrange devices by both their physical and
logical placement within the configuration. This is done by firstly adding the devices to their location.
A drag and drop approach is used to add devices. The user drags the device from a pane next to
the design canvas into the appropriate location. Devices are grouped according to manufacturer and
shown pictorially in a pane next to the design canvas. Figure 4.7 shows three devices (2 BSS BLU-32
devices and a Crown Amplifier) which have been added to Room 2. It also shows the devices in
the left pane which can be dragged into a room. Once device arrangement is complete, the user can
associate amplifiers with different channel numbers in the ’associate amplifiers’ section (this can be
found in the top left of Figure 4.6 - it is the third option in the design workflow). This facilitates easy
connection management.
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Figure 4.7: Adding Devices in System Architect

Harman System Architect allows the user to associate the devices in the system architect design with
devices in a live network. This allows a user to perform offline editing and also allows easy monitoring
and control of the designed system when connected to the live network. Figure 4.8 shows an example
of the command and control capability that System Architect provides.

Figure 4.8: Command and Control in System Architect

This window allows the user to monitor and control the Crown amplifier which was added to the
design. Custom control panels can be defined for monitoring and controlling multiple devices in a
single window. Figure 4.9 shows the design of a custom control panel (Figure 4.9 (a)) and an instance
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of this custom control panel (Figure 4.9 (b)). This particular custom control panel allows the user to
alter the level of input channel 1 of the Crown amplifier using the fader. Harman System Architect
is able to detect devices in a live network and allows the user to place the devices according to the
layout of the venue, monitor them and control them.

Harman System Architect is very easy to use. The procedure followed when designing an audio
network is designed specifically for an audio engineer and it automates many tasks, such as the con-
nections between the devices. Although the ease of use is advantageous, it can also be a disadvantage.
It doesn’t give the user an understanding of how the configuration is physically connected together.
Since it automates many tasks, it takes control away from the user. Like HiQNet London Architect,
System Architect does not include facilities to perform bandwidth calculation or determine the latency
of audio and control data. It is limited to Ethernet devices which use HiQNet for command and con-
trol. System Architect does, however, provide good facilities for managing and controlling a network
once it has been designed and installed. At the time of analysis, it didn’t provide feedback such as
the bandwidth used and latency in a given configuration, and hence was not considered effective for
experimenting with different configurations and designs, and performing comparisons between them.

4.5 Comparison of Existing Configuration and Design Programs

The previous four sections have investigated the different applications which can be used to design
audio networks and discussed their features and limitations. In this review, a number of capabilities
of audio network design software have been discussed.

Table 4.1 shows a summary of the four applications discussed. It shows which of the capabilities are
present in each of the applications.
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(a) Designing a Custom Control Panel

(b) The custom control panel

Figure 4.9: Custom Control Panel in System Architect
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mLAN

Installation

Designer

CobraCAD
HiQNet London

Architect

Harman System

Architect

Custom Control Panels N N Y Y

Offline Editing N N Y Y

Configuration Validation Y Y N N

Determine Latency N N N N

Calculate Bandwidth N Y N N

Use HiQNet Protocol N N Y Y

Use AES64 Protocol N N N N

Synchronise with a Real Network N N Y Y

Device Library Available Y Y Y Y

Firewire Networks Y N N N

AVB Networks N N Y Y

CobraNet Networks N Y Y Y

Table 4.1: Summary of Applications

4.6 Usability Requirements for Network Simulator Application

Based on the four applications presented in the previous section, the following usability requirements
have been determined for the configuration and design component of a network simulator application:

• Representation of a large network - The network simulator needs to be able to handle large
configurations without creating a cluttered window. Harman System Architect facilitates this
by allowing users to insert devices into particular physical locations and enables zooming into
a location to see the devices. CobraCAD facilitates this by allowing the user to use multiple
pages to design their network.

• Canvas with Drag and Drop capabilities - Each of the network design packages presented in this
chapter has a design canvas into which devices are inserted. Once the devices are on the canvas,
the user is able to drag and drop them into different locations and connect them together.

• Ability to group devices - HiQNet London Architect includes the ability to group devices into
“zones”. This can be used to group devices which would be in a certain area such as a rack
room or on stage. This is one method which can be used to aid the representation of a large
network.

• Library of Devices - All the applications include a library of devices where a user can view the
capabilities of each device and where the users can browse the available devices.
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• Different Modes of Operation - CobraCAD and mLAN Installation designer utilise different
modes of operation for different capabilities such as cabling (for inserting cables between de-
vices) and editing (selecting and moving devices on the design canvas). Harman System Ar-
chitect has different modes of operation for each of its design phases - Venue Layout, Adding
Devices and Associating Amplifiers.

4.7 Conclusion

Responding to the need for an audio engineer to effectively design networks, a number of programs
have been created by various manufacturers to aid the design of audio networks. These include: Co-
braCAD, mLAN Installation Designer, Harman System Architect and BSS London Architect. This
chapter has evaluated these applications and compared their features. Based on this evaluation, this
chapter has highlighted the usability requirements which need to be taken into account when design-
ing the configuration and design component of a network simulator.



Chapter 5

Sound System Control Protocols

5.1 Introduction

For an audio engineer to interact with a simulated audio network, there need to be a graphical user
interface that will allow for connection management and grouping and a control protocol via which
the user interface can communicate with the simulated network. This chapter briefly reviews and
compares current sound control protocols and then provides a description of the chosen protocol
AES64.

The control protocol should have the following characteristics:

• Connection management capabilities - When connections are made, stream transmission can be
simulated and bandwidth utilisation determined.

• Ability to control internal routing within a device - Internal connections provide the sources and
sinks for the simulated streams and also determine how many audio streams are transmitted.

• Ability to group parameters across devices - This research explores how parameter groups can
be validated within the simulated network.

• Have a device discovery mechanism - Simulated devices have to be discovered.

• Be transport agnostic - This research investigates both Firewire and Ethernet AVB.

• Have accessible implementations, documentation and control applications - The intention was
to incorporate the simulation into a current control application.

The choice of control protocol also needs to take into account the protocol requirements of the control
application that hosts the simulation. For this reason, the ability to control and monitor parameters is
added as a required characteristic.

The next section gives a comparison of the following sound system control protocols:
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• Open Sound Control (OSC) (see Section D.1 of Appendix D for more details)

• Simple Network Management Protocol (SNMP) (see Section D.2 of Appendix D for more
details)

• IEC 62379 (see Section D.3 of Appendix D for more details)

• HiQNet (see Section D.4 of Appendix D for more details)

• Audio/Video Control (AV/C) (see Section D.5 of Appendix D for more details)

• Open Control Architecture (OCA) (see Section D.6 of Appendix D for more details)

• IEEE 1722.1 (see Section D.7 of Appendix D for more details)

• AES64 (See Section 5.3 for more details)

The protocols are compared using the characteristics described above. This chapter highlights why
AES64 is the chosen protocol for this research and concludes by presenting details on the AES64
control protocol which will be referred to in this thesis. More details on each of the other protocols
can be found in Appendix D. The relevant section in the appendix presents an overview of the protocol
and how it operates, followed by how connection management can be achieved, how parameters are
controlled and monitored, a description of the grouping capabilities present in the protocol, and finally
a description of how device discovery is performed.

5.2 Comparison of Protocols

Table 5.1 shows a summary of each of the control protocols whose details can be found in Appendix
D.

As this table shows, most of the protocols meet most of the requirements. This section presents a
comparison of the protocols with the required characteristics in mind and explains why AES64 was
the protocol chosen for this research.

5.2.1 Device Model and Parameter Addressing

All of the protocols use a hierarchical model for the parameters of a device. OSC, SNMP, IEC 62379
and AES64 use a tree structure to store parameters. AES64 is the only protocol with a fixed number of
levels, it uses a 7 level hierarchy. OCA utilises an object oriented model with an inheritance structure.
HiQNet, AV/C and IEEE 1722.1 use a modular structure to represent devices. IEC 62379, OCA and
AES64 provide guidelines for manufacturers to follow when implementing a parameter hierarchy, so
as to ensure compatibility between devices. The parameters are accessed in all the protocols by using
an address which points to the position of the parameter within the hierarchy. AES64 provides the
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ability for a parameter to be accessed by using a parameter index rather than the full address of its
position in the tree, so that less bandwidth is utilised.

The object oriented nature of OCA allows it to provide upwards compatibility in a unique manner
through inheritance. In this manner, it can incorporate non-standard devices in a maximally com-
patible manner. OSC, SNMP and HiQNet provide flexible structures, however interoperability is
sacrificed at the expense of flexibility.

5.2.2 Transport independence

All the protocols are transport independent with the exception of AV/C and IEEE 1722.1, which are
designed for IEEE 1394 and Ethernet AVB networks specifically. IEEE 1722.1 provides the ability
to transport AV/C messages. IEEE 1722.1 is the only protocol which enables the tunnelling of other
control protocol messages. The only criterion is that the device receiving the message is able to
understand it.

5.2.3 Monitoring and Control

All of the protocols provide the ability to control individual parameters within a device by using
their addresses. OSC and AES64 also provide the ability for the audio engineer to control multiple
parameters with a single message by using a wildcard mechanism. AES64 provides a mechanism
called USG to push and pull multiple parameters from a device and a ’Desk Items’ feature which
allows a graphical representation of the controls to be stored on the device.

SNMP is traditionally used for monitoring and controlling bridges and routers, and as a result provides
flexible monitoring capabilities. The parameter hierarchy is specified by using user defined MIBs.
IEC 62379 is essentially a set of MIBs for SNMP. There are other protocols which use SNMP, such
as the SNMP version of AVBC defined by Gross [45].

In terms of monitoring, SNMP, IEC 62379, HiQNet, OCA, IEEE 1722.1 and AES64 can all provide
periodic status updates of the value of a parameter. The AVBC specification [77] suggests an extension
to OSC which provides a subscription mechanism so that a device can receive periodic updates. In
IEEE 1722.1, the value does, however still need to be retrieved by the device as it is simply notified
with a list of parameters which have been updated. AV/C, OCA and IEEE 1722.1 provide event based
status update mechanisms. All the protocols with the exception of OSC are able to receive immediate
updates when a parameter is modified.

5.2.4 Device Discovery

For device discovery, most of the protocols utilise Bonjour with the exception of AES64, IEEE 1722.1
and HiQNet. AES64 utilises an IP broadcast mechanism, while IEEE 1722.1 and HiQNet use their
own device discovery protocols. All of the protocols provide methods for a user to explore the pa-
rameters within the device.
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5.2.5 Standardisation

HiQNet, OSC and OCA are not currently associated with a standards organisation. HiQNet does,
however, have a strong industry backing since it is used by devices from the Harman group. AV/C
also has a strong industry backing and has been used in many legacy devices. OSC has a number
of open implementations which makes it an attractive option, however they lack interoperability. A
downside of HiQNet is that the documentation is limited and does not provide clear information about
important processes such as connection management.

5.2.6 Graphical Control Applications

HiQNet has a powerful control and management suite in Harman System Architect which also allows
offline device capabilities. Only AES64, which has UNOS Vision, has a control application which
can rival System Architect. OSC and AES64 allow user defined methods to be triggered when a
parameter is modified. Multiple callbacks can be registered in AES64.

5.2.7 Connection Management

All the protocols with the exception of AV/C provide connection management capabilities. AV/C
does, however, provide the ability to configure internal routing within the device. When using AV/C,
the Firewire registers are utilised to perform connection management.

AES64 and HiQNet both allow a user to set a parameter without explicit knowledge of the units being
used. HiQNet provides a facility which uses a percentage, while AES64 parameters can use global
units which are mapped to the real values using a table.

5.2.8 Grouping

An important aspect which this research is concerned with is the analysis of grouping within a network
and using simulation techniques to determine whether there are circular joins. While it is possible to
provide an application level implementation of joins by using a controller with any of the protocols or
an application level solution on the devices in SNMP-based protocols and OSC, none of the protocols
have the grouping capabilities which exist in AES64. AES64 provides flexible grouping capabilities
which can be spread over multiple devices.

5.2.9 Concluding Remarks

While all of the protocols meet most of the requirements, AES64 meets all of the requirements. It
has a powerful control application in UNOS vision which can be modified (only HiQNet has an
equivalently powerful control application) and was standardised as part of the AES X-170 project.
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The Audio Engineering Research group at Rhodes University has been involved in the development
of the AES64 protocol and hence there is good access to devices, source code, documentation and
expertise, helpful when developing the network simulator. The grouping capabilities allow network
simulation to be used to evaluate the groups and determine if there are circular joins. AES64 can also
be used by many different network types, since it operates over IP which allows the comparison of
network types. The following section will provide a description of the AES64 sound control protocol.

5.3 AES64

AES64, which is also known as XFN, is an IP-based, transport agnostic, peer-to-peer protocol which
was standardised within the AES X-170 project. It includes a powerful grouping mechanism as well
as parameter monitoring capabilities. It is independent of any networking architecture and utilises
UDP/IP to transport messages. This section investigates AES64. It begins with an overview of the
protocol, which describes the 7 level hierarchical structure and the message format used. It then de-
scribes the connection management, parameter control, parameter monitoring and parameter grouping
capabilities which are present within AES64. It concludes by briefly describing Device Discovery.
Since this protocol is used in our simulation (for reasons described in Section 5.2), more detailed
explanations are given later in the text.

5.3.1 Protocol Overview

The AES64 protocol has the following features:

• A 7 level hierarchical structure for parameters, with a wildcard mechanism to address multiple
parameters

• Grouping and Joining capabilities (these will be described in Section 7.2)

• Universal Snap Group (USG) mechanism for requesting multiple parameters

• USG Push Mechanism for monitoring and control (this will be described in Section 6.3.2.7)

• Each parameter has an associated parameter index value which may be used to address the
parameter

The parameter indexing mechanism lowers bandwidth consumption on the network. The sections
which follow will describe the seven level structure, commands and responses, the wildcarding mech-
anism and the USG mechanism.
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5.3.1.1 7 level structure

The AES64 protocol was created after an investigation into the structure of professional audio devices
revealed that most parameters conformed to a similar hierarchical structure. The device structure can
be viewed as a series of functional groupings with parameters being positioned at the lowest level of
these groupings. AES64 uses a fixed seven level addressing scheme which reflects the hierarchical
structure of a device. Each leaf node is also associated with a user supplied callback function which
gets called when the parameter is modified.

The levels are as follows:

• Section Block - A device is viewed as comprising of a number of ’container’ blocks. For
example an Input Section Block contains inputs into the device, while an Output Section Block
contains outputs from the device.

• Section Type - This identifies a congruent subsection within the section block. For example,
the input section may be composed of an analogue input section type and a digital input section
type.

• Section Number - There are a number of instances of each section type. The section number
indicates which one we are dealing with. For example, an analogue input section type may be
composed of ten analogue inputs, so a section number of 2 would indicate that we are dealing
with the second analogue input.

• Parameter Block - There are a number of parameters associated with each section. These pa-
rameters may be grouped together into a block. Parameter blocks are used for this purpose. An
example of this would be an equaliser block.

• Parameter Block Index - Parameter block indexes are used to identify which part of a parameter
block we are dealing with. For example, an equaliser may have low, low-mid, high-mid and
high bands. The parameter block index would be used to identify which band we are dealing
with.

• Parameter Type - Within each of the identified parameter blocks, there may be a number of
parameter subsections. For example, each equaliser band can have parameters such as Q, fre-
quency and gain. The parameter type is used to indicate which parameter we are dealing with.

• Parameter Index - There may be a number of parameters of the same type. The parameter
index is used to identify which of the parameters we are dealing with. For example, if an input
channel has more than one gain value, then the parameter index can be used to identify which
one we are dealing with.

Each of these levels has standard address level identifiers which can be used when modelling a device.
The address level identifiers are defined within the AES64 specification, so that when a manufacturer
is creating a device hierarchy, they can use standard identifiers to ensure compatibility with other
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devices using AES64. Some devices might not need all seven levels to model their parameters. In this
case, a dummy value (usually 1) is placed into the address level in place of a standard level identifier.
Table 5.2 shows an example of a seven level address for an equalisation parameter.

Address Level Level Name Example Parameter Address

1 Section Block Input block

2 Section Type Analogue Inputs

3 Section Number Input 1

4 Parameter Block Equaliser

5 Parameter Block Index Band 1

6 Parameter Type Equalisation Parameter

7 Parameter Index Parameter 1

Table 5.2: An Example of a Seven Level Address

5.3.1.2 Commands and Responses

AES64 uses a command and response mechanism to communicate between devices using UDP data-
grams. The following message components specify the nature of the command:

• Message Type (Request/Response)

• Command Executive (nature of message - eg. get or set)

• Command Qualifier (directed to a certain attribute of a parameter - eg. value, name and flags)

An example would be a ’set value’ request directed at a certain parameter. The parameters can be
specified by either using a parameter index or the seven level structure which points to the parame-
ter. The parameter’s value format is identified by a value format field. The messages may be sent as
broadcast messages or as targeted messages to a specific node. When certain parameters are modi-
fied, further action may need to be performed. This is done using a callback function which can be
registered for the parameter.

5.3.1.3 Wildcarding Mechanism

Parameters may be addressed individually using a full seven-level address, or groups of parameters
on a device may be addressed by replacing address level values with wildcards. If, for example, a
controller would like to adjust all of the gain parameters of a particular channel, it would send a ’set
value’ message to the device, addressing the gain parameter, and wildcard the parameter index part of
the parameter’s address. The device will then cycle through all of the parameter indexes and set the
value of each parameter (via the callback function). Wildcards may appear at more than one level.
If, for example, a controller would like to adjust all of the gain parameters of all of the channels
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of a device, it could wildcard the section number and the parameter index portions of the seven-level
parameter address. A receiving device will then cycle through each channel, and for each channel will
cycle through each gain parameter and set its value. AES64 messages that make use of the wildcard
mechanism may be broadcast or multicast. This allows multiple parameters on multiple devices to be
addressed with a single message.

As an example, consider the case where we wish to retrieve all of the IP Addresses on a given device.
Wild cards are used at all the levels for which we desire all nodes.

Table 5.3 shows the values for the seven levels which would be used to retrieve all of the IP addresses
on a given device.

Level Description

1 XFN_SCT_BLOCK_CONFIG

2 XFN_LEVEL_WILDCARD

3 XFN_LEVEL_WILDCARD

4 XFN_PRM_BLOCK_IP

5 XFN_LEVEL_WILDCARD

6 XFN_PTYPE_IP_ADDRESS

7 XFN_LEVEL_WILDCARD

Table 5.3: AES64 levels to retrieve all the IP addresses on a given device

In this table, we can see that wildcards have been used at levels 2, 3, 5 and 7.

Table 5.4 shows the parameters that will be returned when a USG request is made to a UMAN Eval-
uation board using the seven levels shown in table 5.3.

Level

1 XFN_SCT_BLOCK_CONFIG XFN_SCT_BLOCK_CONFIG

2 XFN_SCT_TYPE_1394_INTERFACE_CONFIG XFN_SCT_TYPE_ETHERNET_INTERFACE_CONFIG

3 fw2 et1

4 XFN_PRM_BLOCK_IP XFN_PRM_BLOCK_IP

5 1 1

6 XFN_PTYPE_IP_ADDRESS XFN_PTYPE_IP_ADDRESS

7 IP Address IP Address

Table 5.4: Parameters returned by a USG request to a UMAN Evaluation Board

XFN_SCT_BLOCK_CONFIG also has XFN_SCT_TYPE_GENERAL and
XFN_SCT_TYPE_DEVICE, as child nodes, however upon further traversal of the tree neither of
these nodes have XFN_PRM_BLOCK_IP as a child at level 4, which means that address blocks for
these section blocks are not returned.
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5.3.1.4 The Universal Snap Group (USG) Mechanism

The USG Mechanism can be used to retrieve multiple parameters from a device in a time efficient
manner. The USG mechanisms are extensions to the AES standard that will be incorporated into
the standard in the future. There are two types of USG mechanisms. The first is the standard USG
mechanism (which is used for Device Discovery), while the second is the Enhanced USG mechanism
which incorporates additional features and has improved performance. These are described in more
detail in Section 6.3.2.1 and Section 6.3.2.3.

5.3.1.5 Desk Items

Desk Items are a graphical representation of a device’s controls which are linked to parameters within
the stack. They are stored in an XML representation within a device, so a controller can simply
retrieve the XML from the device, create the necessary graphical controls, and thereby enable a user
to control the parameter of a device using a Desk Item.

5.3.2 Connection Management

Connection Management within AES64 is achieved by sending messages to connection related pa-
rameters in a device. Updating a connection parameter triggers a callback function, which performs
the necessary network connection operations. In this thesis, the term multicore is used to describe
a network audio stream that comprises one or more audio channels (sometimes referred to as se-
quences). Audio pins are used to refer to the channel endpoints within the multicores. This section
will describe how connection management is performed in IEEE 1394 networks and Ethernet AVB
networks.

5.3.2.1 IEEE 1394

Figure 5.1 shows an extract of the parameter tree with the parameters associated with connection
management in IEEE 1394 networks.
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Figure 5.1: Parameters used for connection management in IEEE 1394

The channel number (XFN_PTYPE_MULTICORE_ISOCH_CHANNEL_NUM) is set on both the
transmitter and receiver to be the same. This is the isochronous channel number used to broadcast the
stream.

When the XFN_PTYPE_MULTICORE_START parameter within the hierarchy is set, a callback
function is triggered which adjusts the Firewire PCR registers to start the multicore. The channel
number, running states, and number of active audio pins are all stored within the parameter tree.
More detail on Firewire networks can be found in Section 2.2.

5.3.2.2 Ethernet AVB

Work done by Foulkes [41] details how connection management can be applied to Ethernet AVB
devices using the AES64 protocol. Foulkes [41] defines a parameter tree and indicates the necessary
network functions which need to be called when the parameters are modified.

Figure 5.2 shows an extract of the parameter tree with the parameters associated with connection
management in Ethernet AVB networks.
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Figure 5.2: Parameters used for connection management in Ethernet AVB

When a connection is made, the XFN_PTYPE_ADVERTISE parameter is set on the transmitter (if
this has not already been done). This will cause MSRP to declare a talker advertise attribute which
will propagate through the network. The XFN_PTYPE_LISTEN parameter on the receiver is set
and the XFN_PTYPE_STREAM_ID is set to the value of the Stream ID which it wishes to receive.
This will cause MSRP to declare a listener attribute which will propagate through the network to the
transmitter. If there is sufficient resources along the path, the transmitter will start transmitting the
stream. The XFN_PTYPE_STREAM_ID identifies the stream using the Ethernet AVB Stream ID.
The parameter tree also stores information such as the Ethernet AVB Stream ID, network speed and
stream (multicore) name. More information on Ethernet AVB can be found in Section 2.3.1.

5.3.3 Parameter Control

In AES64, parameters are controlled by sending ’get value’ and ’set value’ requests to the seven level
address or parameter index of the targeted parameter. Figure 5.3 shows the seven level address for the
volume level of a cross point between bus 1 and bus 2. When a ’set value’ command is sent with this
parameter address, then the level will be adjusted to the new value.
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Figure 5.3: Level Parameter for a Cross Point

5.3.3.1 Control Application - UNOS Vision

UNOS Vision is a control application that has been created by UMAN [111] to monitor and control
devices which use the AES64 control protocol. It performs device discovery and is able to perform
connection management, adjust and monitor the values of parameters using graphical elements called
Desk Items. Figure 5.4 shows a window for UNOS Vision. UNOS Vision has two tabs - Devices
(1) and Connection Manager (2). Figure 5.4 shows the Device tab selected. On the left pane (3), the
devices within the selected subnet are shown. In the right pane (4), the subnets are shown. The user
may select the subnet by clicking on the subnet in the right pane.

Figure 5.4: UNOS Vision - Devices Tab

The second tab (Connection Manager) is for performing connection management as well as monitor-
ing and control of parameters within devices. Figure 5.5 shows the UNOS Vision window when this
tab is selected. In this tab, connections can be made between multicores (1), internal routing within
the device can be configured (2), parameters may be adjusted using Desk Items (3) and devices can
be monitored using meters (4) within the Desk Item pane. Desk Items from different devices may be
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dragged on the bottom left hand pane (5) where they may be altered no matter what device is visible
within the Desk Item pane.

Figure 5.5: UNOS Vision - Connection Manager

The items within the Desk Items pane can be modified using the GUI editor. In this manner, device
specific controls can be added and the user may alter the layout and type of controls. Figure 5.6 show
the GUI editor.

Figure 5.6: UNOS Vision - GUI Editor
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5.3.4 Parameter Monitoring

AES64 includes a push mechanism, which can be used to enable a device to periodically send pa-
rameter values to a requesting device. This is included within the protocol, since it is inefficient to
consistently poll for the value of a parameter when its value needs to be read often, for example when
metering levels of parameters. Via the push mechanism, a requesting device can instruct a second
device to tell it whenever one of its parameter values changes. The requesting device does this by
sending a ’set push’ command to the second device, which addresses the parameter to be monitored.
Updates are then sent to the requesting device when the parameter changes. The mechanism allows
updates to be sent at regular intervals or only if the parameter’s value has changed by a given amount.
The requesting device may instruct the second device to stop informing it of changes by sending a ’set
push off’ message to the parameter. If after a timeout time, a device does not receive notification that
a requesting device is still interested in receiving parameter value updates, it will also stop sending
notifications.

5.3.5 Parameter Grouping

AES64 provides powerful grouping capabilities which enable groups of parameters to be controlled
with a single message. Both master-slave and peer-to-peer relationships can be established between
different parameters, which may reside on the same device or different devices. These relationships
can be absolute or relative. AES64 includes a standard unit for parameter values, which is called a
global unit, in order to create the possibility of relationships between unrelated parameters. A global
unit value is mapped to a device’s units (such as db for a meter) using a value table. These capabilities
are described further in Section 7.2.

AES64 includes a modifier mechanism in which more complex relationships than either relative or
absolute can be established between two parameters. It may be desirable to create a logarithmic,
inverse, or other relationship between parameters. Modifiers can be used for this purpose. AES64
includes three types of modifiers - value modifiers, level modifiers, and event modifiers. These modify
the values, seven-level address blocks and timing of the message, respectively.

5.3.6 Device Discovery

Device discovery in AES64 is performed by sending out a broadcast message to request values of
parameters such as the IP address, Node ID (in the case of IEEE1394) and name of each interface.
This process is described further, and in more detail, in Section 6.3.2.2.

5.4 Conclusion

This chapter has presented a brief overview of current control protocols. More information about
each of these control protocols can be found in Appendix D. This chapter has compared the protocols
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against a set of requirements set out at the beginning of the chapter, focussing on the following aspects:

• Device Model and Parameter Addressing

• Transport independence

• Monitoring and Control

• Device Discovery

• Standardisation

• Graphical Control Applications

• Connection Management

• Grouping

This comparison concluded that AES64 is the best protocol to use for this research due to its exten-
sive feature set, grouping capabilities and good access to devices, source code, documentation and
a powerful control application. It can also be used on multiple network types, which allows it to be
used when comparing network types. This chapter also presented an introduction to AES64 and its
control application - UNOS Vision.



Chapter 6

Network Simulator Design and
Implementation

6.1 Introduction

In professional audio networks, such as the ones we are investigating, control packets may be sent
using a protocol such as AES64, encapsulated in IP datagrams. Communication occurs between
devices using such a protocol, and parameters can be modified by a control application. Streaming
connections are established and streams are transmitted. In Ethernet AVB, bandwidth is reserved for
the streaming traffic using MSRP and it is transmitted using VLAN tagged frames, while in Firewire
bandwidth is reserved via the IRM and the streams are transmitted using isochronous packets during
the isochronous period. These concepts are explained in more detail in Chapter 2.

Chapter 3 concluded that the most suitable simulation approach to model a professional audio network
is an analytical approach. To simulate the audio network and determine metrics such as bandwidth
utilisation analytically, we need to use information such as the network structure (the devices and
connections between them), audio stream information and knowledge about how the protocols used
operate in given scenarios. This means that our network simulator is required to have a model of
the network and the protocols used. Such a model is used to provide parameters for the calculations
performed by the network simulator to determine the metrics analytically.

To ensure ease of use for an audio engineer, a graphical user interface is required which meets the
requirements described in Section 4.6. There is also a requirement to interact with the simulated
network using a control application and a control protocol. Without such a capability, the audio
engineer would not be able to see the effect of changes such as starting and stopping audio streams
and creating joins between devices. This chapter discusses the simulation framework which meets
these requirements and its implementation.

To ensure extensibility, the simulation framework is divided into five parts which interact with each
other. An object orientated approach is utilised in the design and implementation. The five parts are
as follows:

90
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1. Network Model - to model the structure of the network.

2. Control protocol model - to model protocol parameters and mechanisms.

3. Graphical User Interface (GUI) - to enable graphical configuration of a network

4. Control application - to alter parameters and perform connections

5. Interface for interaction between the control application and the control protocol model - to link
the control application and the control protocol model

Table 6.1 shows the network stack utilised for the network simulator based on the OSI stack. IEEE
1394 has components within both the Physical Layer and the Data Link layer.

Application AES64

Data Link IEEE 1394, IEEE 1722, MSRP

Physical IEEE 1394, Ethernet

Table 6.1: Stack for the network simulator

The network model focusses on the physical layer and the data link layer (since we are modelling
layer 2 transport protocols). The network model abstracts the network into a form which can use
analytical methods to determine metrics useful to an audio engineer.

The control protocol model focuses on the control aspect of the network (the application layer). This
separation allows for different control protocols to be used on top of the same network. In order for an
audio engineer to build the network easily, a graphical user interface is required, which can be used to
lay out the device configuration and view the bandwidth utilisation. This is considered to be separate
from the network technology being used and allows a generic configuration to be built. An interface
is also required so that the audio engineer can use the control protocol to modify parameters, create
connections and perform grouping operations. This allows different control applications to be used
with the simulated network. The five part framework allows the network simulator to be used in a
variety of environments and allows easy implementation of different networks and protocols, due to
this separation of components.

Figure 6.1 shows these five parts and how they fit together.
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Figure 6.1: Simulation Framework

This chapter discusses each of these components in the following sections:

• Modelling the Network (Section 6.2) - This section begins by presenting a generic model which
can be used to model the network and then describes how Firewire and Ethernet AVB networks
are modelled as an extension of the generic model.

• Modelling the Control Protocol (Section 6.3) - This section describes how the AES64 protocol
is modelled.

• Graphical User Interface (Section 6.4) - This section describes the network simulator applica-
tion and its graphical user interface - AudioNetSim. It also makes reference to how the network
model is incorporated into the application.

• Control Application (Section 6.5) - This section briefly describes the UNOS Vision control
application.

• Interface for interaction with the simulated network (Section 6.6) - This section describes the
different interfaces which can be used to interact with the network simulator. It focuses on two
possible interfaces and describes in detail the interface used by AudioNetSim to interact with
the UNOS Vision control application.

6.2 Modelling the Network

In order to accurately model the activity of a professional audio network, it is important to have an
accurate model of the structure of the underlying network. The network simulator needs to have
structures which can store the necessary information to perform a simulation. This section begins
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by briefly looking at the components of a professional audio network and describes a generic net-
work model which can be extended to allow for many different network types to be simulated using
AudioNetSim. It then takes a closer look at Firewire and Ethernet AVB networks and describes the
object model which is used for each of these networks as an extension of the generic network model.

6.2.1 A Generic Network Model

In order to provide the capability to simulate a number of different types of networks, a generic
network model needs to be defined, which can be extended to provide for additional network types -
such as Firewire and AVB networks. A network contains a number of devices, which support one or
more control protocols. A control protocol can be used to communicate with the devices and adjust
parameters such as volume and equalisation. The devices are connected together using cables (such
as optical or twisted pair cables) and the cables are plugged into ports.

Figure 6.2 shows a class diagram for the generic network, which is used for modelling the network in
the network simulator.

Figure 6.2: Class Diagram for a Generic Network

The model consists of the following parts:

• GenericNetwork - This is the main object which represents the network. All the other objects
are contained within this object

• GenericDevice - This object is used to model the device

• GenericPort - This object is used to model the ports on the device

• ParamTree - This object is used to model the AES64 Parameter tree. This can be replaced by
another protocol object if the network simulator is being used to model another protocol. More
details can be found in Section 6.3.



CHAPTER 6. NETWORK SIMULATOR DESIGN AND IMPLEMENTATION 94

• DeviceThread - This object is a thread which is run when an instance of the device is created.
This allows the device to perform device specific functions to simulate device behaviour.

• SubnetInfo - This object contains information about a portion of the network (either an IP
subnet, a subset of devices or a single device). This object is used to update the information
within the SubnetStatusWindow GUI object (described in Section 6.4.3).

It is important to note that the term “subnet” may not always refer to the IP subnet on which devices
reside, but rather this term is used here as a partitioning mechanism to divide up the network into
components that are relevant to bandwidth calculation. Within Firewire networks, the amount of
bandwidth within a bus is important as streams are broadcast to all nodes on a bus. Within Ethernet
AVB networks, the amount of bandwidth used by each device is the sum of the bandwidth for streams
that it is receiving and streams that is sending - hence bandwidth is important on a device level. The
SubnetInfo objects within the network simulator feed information into the SubnetStatusWindow GUI
object (described in Section 6.4.3) to be displayed to the user.

Within this model, a GenericNetwork object contains a number of GenericDevice objects and a num-
ber of SubnetInfo objects, which contain information on how the network is divided up - for example
it may be divided into a number of subnets which each contain a subset of the devices. This would
be determined by the type of network that is being modelled. This information is used within the
Graphical User Interface to display specific information about a particular subnet or device - such as
bandwidth utilisation. This will be described further in the next two sections. Our scope is limited to
investigating the AES64 control protocol, and hence a device contains a number of AES64 Parameter
Trees (for each node in the AES64 stack of that device). If the network simulation contained addi-
tional control protocol models, the GenericNetwork object would also contain an object for each of
the control protocol’s models.

As mentioned, a device may need to be able to perform device specific functions - such as reporting
information or responding to a change in parameter. To provide this capability, a number of threads
are provided. The GenericDevice object contains a number of DeviceThread objects which can be
used to perform device specific functionality such as adjusting parameters when a device enters a
certain state or sending out meter values.

All calls related to the network within the network simulator are made via the generic network model
- i.e. any object which is outside the network model that updates either the device or network objects
must make calls to the simulated network via the generic network model. This means that the network
model can be separated from the graphical user interface (GUI) component and the same GUI can be
used for different network types. For example, in the context of AVB networks, the AVBDevice and
AVBEndpoint classes are extensions of the GenericDevice class. AVBNetwork is an extension of the
GenericNetwork class and AVBPort is an extension of the GenericPort class. These will be described
in more detail in Section 6.2.3. Regardless of the network type, the graphical user interface makes
calls to the GenericNetwork and GenericDevice objects and references GenericPort objects. This is
an example of the object orientated concept of polymorphism which is a feature that allows values of
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different data types to be handled using a uniform interface [106]. This creates a separation between
the GUI and the network type. This will be described further in Section 6.4.5.

To enable polymorphism, the classes within the Generic network model define a number of virtual
functions which need to be implemented in classes that extend the base classes. These functions are
used by other components in the framework to interact with the simulated network. The functions are
as follows:

GenericNetwork class

• getDeviceByIP - uses the IP address to return the device associated with a particular IP address

• addDevice - this adds a device to the network

• addCable - this adds a cable between two ports

• removeCable - this removes a cable from between 2 ports

• removeDevice - this removes a device from the network

• reCalculateSubnets - this reconfigures the network and re-calculates the IP addresses which are
used

GenericDevice class

• createDevice - this creates a device which can then be added to a network

• deleteDevice - this deletes a device

• getNetwork - this returns the network which the device is on

GenericPort class

• onDevice - this returns the device which the port is on

SubnetInfo class

• updateBWU - updates the amount of bandwidth used within a portion of the network

The classes also maintain a number of generic variables which can be used to get information about
the network and devices.

GenericNetwork class

• ControllerNode - This identifies the device which is being used by the control application

• networkType - This identifies the type of network so that the application can also include net-
work specific calls.
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• networkDeviceIP - This contains a list of the IP addresses contained within the network

• networkSubnetInfo - This contains information which is used by the graphical user interface
component - particularly the subnets window (described in Section 6.4.3). As mentioned, this
might not necessarily contain information about IP subnets, but rather any number of subsets of
the devices on the network. It can also contain information about every device in the network
individually.

GenericDevice class

• assocIPs - A list of the IP addresses associated with a device

• devPorts - A list of the ports on a device

• devThread - The device thread which can be used for a device to perform operations

• devParams - This is used to point to the structure which models the control protocol on a device

• devType - This identifies the type of device. This is optional and specific to the type of network
being modelled

• name - This contains the name of the device

SubnetInfo class

• BWU - This is the number of bandwidth units which are utilised in the “subnet”

• numPins - Total number of audio streams which are sent by devices in the “subnet”

• numChannels - Total number of channels of audio which are sent by devices in the “subnet”

• numDev - This contains the number of devices within the “subnet”

6.2.2 Firewire Networks

Figure 6.3 shows a class diagram which can be used to model a Firewire network. The network
contains a number of devices (FirewireDevice in the class diagram) - such as mixing consoles, routers,
amplifiers, etc. To make it possible for activity to occur, each device has a number of threads which
are run during its existence. The threads may be used to alter parameters, respond to changes or send
out information (such as meter values).
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Figure 6.3: Class Diagram for a Firewire Network

In Firewire, a device contains one or more nodes. In the case of a Firewire router (described in Section
2.2.1), the device contains a node for each portal (FirewireNode in the class diagram). These nodes
contain a number of ports (FirewirePort in the class diagram) such as optical/electrical ports. These
ports can be connected together using cables (FirewireCable in the class diagram). Since we are
using IP over Firewire for control, each network contains a number of subnets (FirewireSubnet in the
class diagram). Each node is allocated an IP address when it is added to the network. Each subnet,
therefore contains a number of nodes, each node being on a given device.

Each device contains a number of AES64 parameter trees (one for each AES64 node in the AES64
stack of that device - See Section 5.3.1 for more information about AES64 nodes and the AES64
stack) to allow the use of AES64 for command and control. In the class diagram shown in Figure 6.3,
there is a single ParamTree class which provides a Firewire device with the ability to interact with
multiple AES64 Nodes and their associated trees. This is described further in Section 5.3.1. Using
this class diagram, a representation of a Firewire network can be built.

Consider a Firewire network made up of four evaluation boards and a Firewire router (a two portal
mini router), connected as shown in Figure 6.4. Note that this shows the connections as made in the
AudioNetSim GUI, and that labels have also been added to identify each evaluation board (EV 1,
EV 2, EV 3, EV 4). The EV1 Icon within AudioNetSim identifies the device type as used in UNOS
Vision. This network comprises two subnets, each subnet consisting of two evaluation boards, and
one of the portals of the router.
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Figure 6.4: Example Firewire Network

Figure 6.5 shows an object model of a connection between the second evaluation board (EV 2) and a
portal of the router, based on the class diagram presented in Figure 6.3.

Figure 6.5: Example Firewire Network Object Model

The Firewire network consists of five devices. In this figure the following is shown:

• A cable between the second evaluation board and a portal of the router.

• The Firewire node on the second evaluation board and the two portals on the router.
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• The two subnets which consist of nodes from the devices

The Firewire nodes for each of the Evaluation Boards (EV 1, EV 2, EV 3 and EV 4) are denoted as
EVN x for Evaluation Board EV x.

6.2.3 AVB Networks

Figure 6.6 shows a class diagram which can be used to model an AVB network. An AVB Network
consists of a number of AVB end points and switches, which are connected together. Each end point
has a single port and each switch contain a number of ports. These ports are connected together using
cables. Each port runs a number of instances of MRP applications such as MSRP (which is used for
resource allocation). Each application utilises a number of MRP attributes. In the case of MSRP,
during resource allocation, attributes are registered on the port using MRP (more details on MRP and
MSRP can be found in Section 2.3.4.1).

Figure 6.6: Class Diagram for an AVB Network

Multiple threads are used for both switches and end points. These may be used to alter parameters,
respond to changes or send out information (such as meter values). Each endpoint also implements
a control protocol, which can be used to control the device. In this example, AES64 is used as the
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control protocol and each endpoint contains a number of AES64 parameter trees (one for each node in
the AES64 stack of that device) to allow the use of AES64 for command and control. One difference
between Firewire and AVB networks is that all of the devices on an AVB network exist on a single IP
subnet. This means that the subnet class is unnecessary within the class diagram. When applying the
generic network model, however, it is necessary to represent each AVB end point device within its
own subnet, so that bandwidth information can be passed to the graphical user interface component.
This will be discussed further in Section 6.4.5.

Consider an AVB network made up of four AVB endpoints and a four port AVB switch. They are
connected as shown in Figure 6.7. Note that this shows the connections as made in the AudioNetSim
GUI and that labels have also been added to identify each evaluation board (EV 1, EV 2, EV 3, EV
4). The EV1 Icon within AudioNetSim identifies the device type used in UNOS Vision. This network
will consist of a single “subnet” for each device but all of the devices will reside on a single IP subnet.

Figure 6.7: Example AVB Network

Figure 6.8 shows how this translates to an object model using the class diagram presented in Figure
6.6. The AVB network consists of four AVBEndpoints and one AVBSwitch. In this figure, the
following is shown:

• A cable between the second AVB endpoint and the switch

• Each device is contained on a single “subnet”
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Figure 6.8: Example AVB Network Object Model

6.2.4 Network Model for AudioNetSim

Figure 6.9 (on the next page) shows how the class diagrams for Firewire and AVB networks fit into
the generic network model. This is the class diagram used by AudioNetSim. AVBNetwork and
FirewireNetwork extend the GenericNetwork class, while AVBSwitch, FirewireDevice, and AVBEnd-

point are extensions of the GenericDevice class. When the simulator interacts with the network, it
calls the member functions of the GenericNetwork and GenericDevice classes. These were illustrated
in Section 6.2.1. These then call member functions which are specific to the network being simu-
lated. When a device is controlled using its control protocol, calls are made to member functions of
the control protocol class (in the case of AES64, the ParamTree class) which is contained within the
GenericDevice class. Other classes are introduced to accurately model the particular networks (such
as FirewireNode for Firewire networks and MRP for AVB networks).

By extending the generic network model, many different networks can be modelled and any level of
detail can be used. The separation from the graphical user interface also allows the network model to
be used for purposes apart from bandwidth and parameter relationship analysis.

6.3 Modelling the Control Protocol

As mentioned in Section 6.1, the control protocol is modelled separately. This section describes the
object model which is used to model the AES64 control protocol. The interface for interaction with
the other components of the network simulator (which is described is Section 6.6) allows the other
components to interact with the modelled control protocol. Each protocol which is supported by the
network simulator is modelled as a separate class. As indicated in Section 6.2, each device within an
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audio network has an associated control protocol, which can be used to provide command and control
of that device. Our scope is limited to modelling the AES64 protocol. The sections which follow will
describe aspects of the AES64 protocol which need to be modelled.

6.3.1 Modelling AES64 Parameters

This section explains how the parameters and the parameter trees in a device which uses AES64 for
command and control are modelled. First, the AES64 protocol is described and then the structures
which are used to model the parameters and parameter trees for a parameter stack are discussed. This
section builds on the concepts presented in Section 5.3.1, which introduces the AES64 protocol, and
describes how it can be modelled. AES64 uses a seven level hierarchy to represent the parameters in
a device. This structure was the result of the observation that any device can be viewed as a series of
functional groupings, and that device parameters are positioned at the lowest level of such a series of
groupings.

The groupings are as follows:

1. Section Block

2. Section Type

3. Section Number

4. Parameter Block

5. Parameter Block Index

6. Parameter Type

7. Parameter Index

An example of an equalisation parameter is given in Section 5.3.1.1. As mentioned in Section 5.3.1,
for each device, a parameter tree is built using the groupings to create a seven level tree. This is shown
diagrammatically in Figure 6.10.
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Figure 6.10: Parameters in an AES64 device

The application makes calls to the AES64 stack to create the level and parameter structures. The
AES64 stack adds this to a hierarchical tree with seven levels. Each parameter will have one or
more callbacks associated with it. A callback is a method which is called when the parameter’s
value is modified. A callback may perform any number of operations based on the value of the
parameter. These operations may include updating a graphical slider or modifying an internal device
configuration. Callbacks can be used within the network model to ensure that device and network
specific information is updated when an associated parameter is modified. For example, if a parameter
which starts meters is modified, a callback function can be used to set the virtual device in the network
model to start sending meter values. Using callbacks that perform operations on the network and
device models ensures a separation between the network and device models and the control protocol.

As mentioned in Section 5.3.5, AES64 includes a powerful grouping mechanism which allows the
user to perform joins between different parameters, and hence create parameter groups. There are
two join types which can be used to create parameter groups - peer-to-peer and master-slave. In a
master-slave group, one parameter is master over a number of slave parameters. When the value of
the master parameter is adjusted, all of the slave parameter’s values are adjusted accordingly. When a
slave parameter is adjusted, the master parameter is not adjusted. In a peer-to-peer group, when any
one of the peers’ parameter values are adjusted, then all of its peer’s parameter values are adjusted.
A join between two parameters can also be relative or absolute. In a relative join, the parameter is
adjusted according to the amount the parameter to which it is joined is changed. In an absolute join,
the parameter is adjusted to be the same value as the parameter to which is joined, regardless of the
difference between the two parameters before the adjustment occurs. This is discussed further in
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Chapter 7 which discusses the modelling and analysis of joins.

The AES64 stack uses two structures to build a hierarchical tree:

• The parameter structure (XFN_PARAM_STRUCT), which is used to represent the parameters

• The level entry structure (XFN_LEVEL_STRUCT), which is used to build the nodes within the
hierarchical tree.

The parameter structure is defined as follows within the AES64 stack’s code:

struct XFN_PARAM_STRUCT {

UInt32 paramIndex; // Parameter Index

char * paramName; // Parameter Name

struct XFN_LEVEL_STRUCT *parent; // Parent Node in the Parameter Tree

struct XFN_DEVICE_NODE *XFNNode; // The AES64 Node on the device

UInt8 valft; // Value Format

UInt8 userLevel; // User Level (not used)

struct XFN_PARAM_ACTIONS_STRUCT *actions; // Actions performed when change in value

XFNValueCallback app_ValueCB; // Callback function

PVOID appData; // Application Level Data

struct XFN_GENERIC_QUEUE_STRUCT *ptpNodeList; // Peers list

struct XFN_GENERIC_QUEUE_STRUCT *masterNodeList; // Masters list

struct XFN_GENERIC_QUEUE_STRUCT *slaveNodeList; // Slaves list

struct XFN_GENERIC_QUEUE_STRUCT *deskItemNodeList; // Desk Items list

SInt32 XFNUnitValue; // Value in Global Units

//Push list

struct XFN_GENERIC_QUEUE_STRUCT *pushEntryList;

struct XFN_GENERIC_QUEUE_STRUCT *registeredCallbackList;

//Multi user usg listener update list

struct XFN_GENERIC_QUEUE_STRUCT *valueChangeListenerList;

//Flags

UInt32 flags;

//OSG

UInt32 tempOsgId;

UInt8 tmpUsgAddressType;

struct XFN_MESSAGE_VALFT_HEADER tempOsgValft;

//Alternative value

UInt8* altValueDataPtr;

UInt32 altValueDataLength;

struct XFN_MESSAGE_VALFT_HEADER altValueValft;

};

The structure used to store the levels in the AES64 stack is defined as follows:

struct XFN_LEVEL_STRUCT {

struct XFN_LEVEL_ID_STRUCT level_id; // Level Identifier

UInt8 levelNumber; // Level Number

struct XFN_LEVEL_STRUCT *parent; // Parent Node

struct XFN_GENERIC_QUEUE_STRUCT childNodes; // Child Nodes

struct XFN_DEVICE_NODE *deviceNode; // Device Node

char* levelAlias; // Alias of the Level

};
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The structures used to build up the parameter tree within the AES64 stack contain a number of el-
ements which will not be necessary for the simulation (such as identifiers and flags used within the
stack and variables used to send multiple parameters). This section presents a simplified model which
is a good representation of the stack, is able to replicate the functionality of the AES64 protocol and
is also able interface with the AES64 API.

In the generic network model described in Section 6.2.1, each device contains a ParamTree class,
which is used to represent the trees that are built on that device to house parameters. This class has
methods which can be called to get/set a parameter based on the seven level addressing scheme. An
AES64 device may have more than one node within it, where each node has its own parameter tree.
Each node on an AES64 device is identified with a unique Node ID. The node represents a sub-device
within a device. This makes it possible for AES64 to be used to control devices which use other
protocols such as AV/C, by running an AES64 stack on a proxy device. The proxy device would
translate messages from AV/C to AES64 parameters and vice-versa. Igumbor and Foss [72] gives
more details about this. Each device on the proxy has its own node on the AES64 stack.

Figure 6.11 shows a portion of the class diagram which is used to model the AES64 parameter
tree. A ParamTree object contains a number of ParamTreeNode objects - one for each AES64
node on the device. At every subsequent level in the tree hierarchy, a ParamTreeNode will con-
tain ParamTreeNodes of the next level in the hierarchy. The ParamTreeNode object is analogous to
the XFN_LEVEL_STRUCT described earlier. The ParamTreeNode object on the seventh level has
a ParamTreeParam associated with it, which contains the parameter data for the parameter. This is
analogous to the XFN_PARAM_STRUCT described earlier. Lists of ParamJoinNode structures are
used to model the three join lists – masters, slaves and peers. This will be discussed in the Chapter 7.
An example of how the seven level tree is built using these structures is shown in Figure 6.12.

Figure 6.11: Class diagram for the AES64 Parameter Tree
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Figure 6.12: AES64 Parameter Tree using structures
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The next three sections explain these objects in detail and how they are used to build a tree that is a
reflection of the AES64 parameter tree.

6.3.1.1 ParamTree

The ParamTree object is created within the GenericDevice object. As described in Section 6.2.1, a
GenericDevice object represents a device in the network (for example a Firewire Evaluation Board
or a Firewire Router). The ParamTree object is the parent object whose class contains the methods
to get and set parameters in the parameter tree. It contains methods to get or set single parameters
using either a full address or parameter index and a method to get multiple parameters (this is used for
getting data from USG requests which are described further in Section 6.3.2). The ParamTree class
contains the following fields:

vector<ParamTreeNode*> nodes; // The AES64 Nodes

vector<ParamJoinNode*> allmasterslist; // A list of all Masters for each node

vector<ParamJoinNode*> allslaveslist; // A list of all Slaves for each node

vector<ParamJoinNode*> allpeerslist; // A list of all Peers for each node

vector<ParamIdx*> paramindexes; // A list of Parameter indexes for each node

When a ParamTree object is created, a vector of ParamTreeNode objects (nodes) is created, which
represent the different AES64 Nodes that are created in the AES64 stack. A number of vectors
containing ParamJoinNode objects are also created in order to store the various joins which are created
on a device. This is discussed further in Chapter 7. A further vector is created to contain the parameter
indexes (see Section 5.3.1 for more details on parameter indexes in AES64) which are linked to the
ParamTreeNode that contains the parameter.

6.3.1.2 ParamTreeNode

The ParamTreeNode class is used to represent the different nodes in the tree (including AES64 nodes
and parameter tree nodes). The fields declared in the ParamTreeNode class are as follows:

string name; // Name of the node

int identifier; // Unique identifier

ParamTreeNode* parent; // Parent node

ParamTree* onTree; // Which parameter tree is this a part of

vector<ParamTreeNode*> subnodes; // Child nodes

ParamTreeParam* param; // Parameter values (NULL if not 7th level)

The name is used to store the alias for the node in a text form, while the identifier stores the ID used for
that node (for example in level 1 of an AES64 stack, the node with the alias XFN_SCT_BLOCK_CONFIG
has an identifier of 225). The subnodes vector contains all the nodes which are directly below the
given node in the tree. The first ParamTreeNode objects which are declared in the ParamTree ob-
ject represent the different AES64 nodes which are created in the AES64 stack. In this case, the
identifier stores the AES64 Node ID. The subnodes vector is used to represent the immediate child
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nodes for a node at a particular level of the parameter tree. In the case of the level seven nodes, the
ParamTreeParam object (param) is set to contain the parameter value and joins for that parameter.
The ParamTreeParam object is discussed in the next section. An example of how the tree is built
using ParamTreeNode objects is shown in Figure 6.12.

6.3.1.3 ParamTreeParam

The ParamTreeParam class is used to represent the parameters which are attached to the leaf nodes of
the tree. The fields declared in the ParamTreeParam class are as follows:

int valft; // Value Format

int paramidx; // Parameter Index

int datalength; // Length of the data for the Parameter Value

unsigned __int8* data; // Pointer to the Data

vector<VTableEntry> valuetable; // Value Table

vector<XFN_CALLBACK_LIST_ENTRY*> callbacks; // Callback functions

vector<void*> cbdata; // Application data for callback functions

ParamTreeNode* onNode; // Node to which the Parameter is attached

vector<ParamJoinNode*> masters; // Masters

vector<ParamJoinNode*> slaves; // Slaves

vector<ParamJoinNode*> peers; // Peers

The variable valft is used to store the format of the parameter value. The paramidx variable is
used to store the parameter index which is assigned to the parameter. Parameter indexes are used in
AES64 to allow for quick access to a parameter. The ParamTree object (Section 6.3.1.1) keeps a list
of the parameter indexes for all the AES64 nodes which are on the simulated device’s stack.

The data pointer and datalength are used to store the value and length of the parameter. In
certain cases, a parameter (such as Sampling Frequency) may also have a parameter value table as-
sociated with it, which contains a textual description of the different parameter values (44.1 KHz, 48
KHz, etc. in the case of Sampling Frequency). This is modelled using the valuetable vector and is
used for graphical display purposes. When a parameter is altered, a number of callback functions can
be registered to be called. The vectors callbacks and cbdata contain pointers to these callback
functions and the application data which is expected by the callback functions. The pointer onNode
points to the ParamTreeNode to which the parameter is attached (i.e. the leaf node of the parameter
tree).

Joins are stored in AES64 by keeping join lists on the device. A device contains three join lists:

• Masters of this parameter

• Slaves of this parameter

• Peers of this parameter

When the parameter is modified, these lists are used to modify the joined simulated parameters in the
same manner as in a real device.
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6.3.1.4 Traversing the Parameter Tree

As mentioned and shown in Figure 6.12, the tree is built using ParamTreeNode objects. The ParamTreeN-

ode class provides a subnodeExists method which either returns NULL if the sub node does not exist
or a pointer to the ParamTreeNode object of the sub node if it exists. This method searches through
the subnodes vector which contains pointers to the ParamTreeNode objects for the child nodes. This
method is utilised to search for a specific sub node. In the case where the level has a wildcard,
the subnodes vector may be used to traverse the tree and return all of the matching parameters. A
ParamTreeNode object also contains pointers to the tree which it is part of and its parent ParamTreeN-

ode. Using these pointers, the subnodeExists function, and the subnodes vector, the Parameter Tree
can be traversed.

6.3.1.5 Getting and Setting Parameters

Within the ParamTree class, there are methods to get and set parameters. These methods are used by
other parts of the network simulator to make changes and retrieve AES64 parameters using either the
address block or a parameter index. They are as follows:

• setParameter - sets the value of a parameter with a specified address block to a given value

• setParamValueByIdx - sets the value of a parameter with a specified parameter index to a given
value

• getParameter - gets the value of a parameter with a specified address block

• getParamValueByIdx - gets the value of a parameter with a specified parameter index

6.3.2 Additional AES64 Control Protocol Concepts

Apart from the protocol tree containing the parameters, there are a number of additional protocol
concepts which are important to model. They are:

• The USG (Universal Snap Groups) Mechanism - A mechanism which can be used to retrieve
multiple parameters from a device using wildcards. The Device Discovery process uses a simple
USG mechanism.

• Device Discovery - The process by which devices in a network are discovered by a control
application.

• The Enhanced USG Mechanism - This is an extended USG mechanism which enables quicker
retrieval of multiple parameters. It is used within certain control applications to obtain bulk
information such as the multicores or matrix mixer cross points.
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• The USG Push Mechanism - This is used by a device to periodically send parameter values to
a controller.

• The grouping capabilities (This is discussed in Chapter 7)

Note that the USG mechanisms are extensions to the AES64 protocol [27]. These are included within
the simulator’s protocol model since they are used by UNOS Vision. By investigating how these capa-
bilities are used within UNOS Vision [116], which is an advanced command and control application
that uses the AES64 control protocol, we can make sure that the abstractions used in the network
simulator are compatible with existing control applications. The sections which follow investigate
each of these protocol concepts within UNOS Vision and describes how they are modelled within the
simulator. This section explains how these mechanisms operate based on the author’s investigation
into the source code provided by UMAN. Section 6.3.2.4 and Section 6.3.2.6 describe how these
mechanisms are modelled by the author within the network simulator.

6.3.2.1 USG Mechanism

Universal Snap Groups (USG) is a method for retrieving the values of multiple parameters from a
device with a single request. The wildcard mechanism, which is described in Section 5.3.1.3, can be
used to specify multiple parameters.

Figure 6.13 shows the procedure followed by USG when retrieving parameters.

Figure 6.13: Simple USG Process

• The device (Device A) performing the USG request sends a ’select’ command to the device
from which it wants to retrieve parameters (Device B). This command contains a list of the
parameters whose values it wants to retrieve. The parameters in the list may contain wildcards.
By using wild cards, a large number of parameters may be selected. Device B will structure
those parameters into multiples lists.

• Device B returns the number of USG Lists and List IDs to Device A which can be used to
retrieve the lists.
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• Device A requests the parameters in each list from Device B (in most cases there is only one
list)

• Device B returns the data to Device A.

Table 6.2 shows the format of the USG list. Table 6.2 (a) shows the format in which the lists are
returned in the case where there are n responses. The number of responses is indicated, followed by
each response. Table 6.2 (b) shows the format of each of these responses.

Description Size (bytes)

Number of Responses (n) 4

Response 1 ?

Response 2 ?

... ?

Response n ?

(a) USG list

Description Size (bytes)

AES64 Node ID 4

Address Type 1

Address 13 for Full Address Block

Valft 1

Data Length (x bytes) 4

Data x

(b) Format of each response

Table 6.2: Format of USG lists and responses

In the AES64 API, the sendCreateUSGRequest_nonb_fdb and getRemoteUSGList_block_fdb meth-
ods are used by the simple USG process. The sendCreateUSGRequest_nonb_fdb creates the USG
request (“SELECT” in Figure 6.13) and sends it to the device. This method specifies a callback func-
tion which is called when the results are returned. The number of lists and buffer ID are returned
to the device and sent to the given callback function (“Num Lists” in Figure 6.13). The buffer ID
is used to indicate the ID of the buffer which is utilised by the responding device to store the list of
parameters. getRemoteUSGList_block_fdb retrieves a given USG list (“Get List x” in Figure 6.13)
from the device. This method also specifies a callback function which is called when the results are
returned. When the results are returned, the response data is sent to to the callback function (“List
x Data” in Figure 6.13). A more complex procedure is followed by the Enhanced USG mechanism.
This is explained in Section 6.3.2.3. The following section will give an example of the use of the
simple USG mechanism.
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6.3.2.2 Device Discovery and Enumeration

An AES64 application discovers devices by transmitting a broadcast message which requests a num-
ber of parameters. This may be a USG request or a request for a given parameter. All the devices in
the network respond to the request and in this manner the application is able to determine the devices
which are on the network and then can then acquire further information by transmitting GET requests.
If a device has more than one interface, each interface will return a response since each of these in-
terfaces may be able to send streams or have parameters associated with them. Most devices have a
single interface. This section describes the process of device discovery and device enumeration used
in UNOS Vision using the example of Firewire (introduced in Section 5.3.3.1) and also illustrates
how the simple USG mechanism is used.

Device Discovery

In UNOS Vision, a USG select request (as described in the previous section) is broadcast specifying
the parameters shown in Table 6.3.

1 2 3

XFN_SCT_BLOCK_CONFIG XFN_SCT_BLOCK_CONFIG XFN_SCT_BLOCK_CONFIG

XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD

XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD

XFN_PRM_BLOCK_IP XFN_PRM_BLOCK_IP XFN_PRM_BLOCK_IP

XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD

XFN_PTYPE_IP_ADDRESS XFN_PTYPE_SUBNET_MASK XFN_PTYPE_XFN_BOUND

XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD XFN_LEVEL_WILDCARD

4 5 6

XFN_SCT_BLOCK_CONFIG XFN_SCT_BLOCK_CONFIG XFN_SCT_BLOCK_CONFIG

XFN_SCT_TYPE_1394_INTERFACE_CONFIG XFN_SCT_TYPE_GENERAL XFN_SCT_TYPE_GENERAL

XFN_LEVEL_WILDCARD 1 1

XFN_PRM_BLOCK_1394 1 XFN_PRM_BLOCK_TEXT

1 1 1

XFN_PTYPE_GUID XFN_PTYPE_DEVICE_TYPE XFN_PTYPE_DEVICE_NAME

XFN_LEVEL_WILDCARD 1 1

Table 6.3: Parameters Requested during device discovery

When a device receives the USG select request, it creates a USG buffer containing a list of the param-
eters. It then returns the buffer ID and number of lists (one in this case) to the device which performed
the USG request. When the buffer ID and the number of lists is received by the requesting device, it
fetches the USG list from the target device and puts the requested parameters into a local list. The
local list is then processed and validated and a list of device network interfaces and nodes for all the
devices on the network is constructed.
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Enumeration of Device Information for Firewire

Figure 6.14 shows a flowchart which depicts the process used by UNOS Vision to discover device
information on a Firewire network. The device information includes firmware version, serial number,
the clock sources, sampling frequencies and multicores. Firstly, the Device Type is set within UNOS
Vision using the information obtained during the discovery process. If the device already exists
within UNOS Vision, then the GUI in UNOS Vision is updated, otherwise a new Device object is
populated with information obtained during the discovery process such as the name and the GUID.
If the device is on a new bus, then a new bus is created. If the device is a Firewire router, then
a request is sent out to retrieve its unique ID. Routers contain a number of portals which are each
regarded as separate interfaces. For each router, a single device object is created in UNOS Vision
despite receiving multiple new AES64 interface notifications. To achieve this, each portal is added to
its associated router device. The router device is identified using the unique device ID.

Once the device objects have been updated, UNOS Vision sends out requests to each device to retrieve
further information about the device.

Table 6.4 shows the information which is retrieved for a given device by UNOS Vision.

Description Function called

Multicores discoverMulticores_usg_version

Presets discoverPresets

Device Snapshots getDeviceSnapshots_nonb

1394 Specific Information

Cycle Master Status getCycleMasterStatus

Is it Root getForceRoot_nonb

General Device Information

Firmware Version getDeviceDescriptorString(firmwareVersion)

Serial Number getDeviceDescriptorString(serialNumber)

AES64 Stack Version getDeviceDescriptorString(AES64StackVersion)

Not a Router

Clock Sources discoverClockSources

Sampling Frequencies discoverSamplingFrequencies

Table 6.4: Information discovered and functions called by discoverDeviceInfo

For further reference, it also shows the functions which are called within UNOS Vision to retrieve
parameter information. These functions use the relevant seven level addresses to retrieve the informa-
tion from the parameter where it is stored on a device. These are done using either single requests or
a USG request in the case of the discovery of multicore parameters. The discovery of multicore pa-
rameters uses the Enhanced USG Mechanism and will be discussed in the next section. Once UNOS
Vision has completed retrieving these parameters and updating its data structures, it triggers an update
of the GUI and the new devices are displayed.
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Figure 6.14: Flowchart for ipDiscoverCallback
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6.3.2.3 The Enhanced USG Mechanism

The Enhanced USG Mechanism is used to retrieve multiple parameters. This mechanism is used
within UNOS Vision for device enumeration and hence it is necessary to simulate it. It is more
complex than the simple USG method previously described and includes a number of enhancements
to provide speedup for querying a large number of parameters. The enhanced mechanism makes
the assumption that most parameter values are stored in terms of global units. When using the En-
hanced USG mechanism, an application simply calls functions exposed by the AES64 API such as
XFNUsgApi_selectUSGParams and provides a callback function which processes the returned data
and application data for the callback function. This section begins by describing the Enhanced USG
mechanism. This is followed by a description of how it is used by an application.

Description of the Enhanced USG Mechanism

Figure 6.15: Typical use of the Enhanced USG Mechanism

Figure 6.15 shows the typical use of the enhanced USG mechanism by a USG Requestor. The as-
sumption made by the enhanced USG mechanism is that most of the parameters being returned use
global units (Section 5.3.5 describes global units). The value format of each parameter returned can
be identified using a bitmap provided by the target. In this manner, parameters which do not use
global units can be identified. When parameters do not use global units, an “other unit” table is used
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to store the value of these parameters and an index to this table is returned to the USG requestor when
the parameter values are retrieved. The process shown in this figure is as follows:

• The USG Requestor sends a message to the USG Target indicating the parameters that it wishes
to retrieve. This takes the form of a list of full address blocks (which may contain wildcards).
The USG Target returns the USG Buffer ID, the total number of “address block to parameter
index” lists, the number of fragments and the total number of parameters which will be returned.
The USG target also returns the first “address data block to parameter index” list. Each element
of an “address block to parameter index” list contains the full address block of a parameter and
its index.

• The USG Requestor sends a message to the USG Target to retrieve each of the remaining
“address block to parameter index” lists and the USG Target responds by returning the requested
list. Each list contains the number of entries, as well as the address block and parameter index
for each entry.

• The USG Requestor then requests the USG target to send it the bitmap for this USG request.
The bitmap contains a representation of the value format of each of the parameters that form
part of the USG group. The USG Target responds by returning the bitmap. This is returned in
the same order as the parameters appear in the “address block to parameter index” list.

• The USG Requestor then requests parameter values for each of the fragments from the USG
Target. The USG Target returns the requested fragment as each is requested. Each fragment
contains a list of parameter values. This is either the global unit value or an index into the “other
unit” table.

• The USG Requestor then requests the “other unit” table from the USG Target. The USG target
responds with the number of entries as well as the value format and value of each entry.

• Finally the USG Requestor sends a command to the USG Target to reset the USG buffer that
was being used. The USG Target responds with a message indicating success or an error.

Using the Enhanced USG Mechanism

To enable ease of use, the enhanced USG mechanism has been integrated into the AES64 stack. This
means that an application makes calls to the AES64 API and receives back information which can be
processed. This section describes the process by taking a look at the retrieval of multicore parameter
information in UNOS Vision.

To use the Enhanced USG mechanism, an object which is based on the GenericUsgListHandler class
(USG List Handler) needs to be defined. This will interpret the results received from the USG request.

The following process is followed to discover multicore parameters using the Enhanced USG Mech-
anism:
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• Create a USG List Handler which will be used to interpret the values that are received.

• Make a call to the AES64 API (XFNUsgApi_selectUSGParams) specifying the following argu-
ments:

– IP Address and AES64 Node ID of the USG Target.

– A list of the full address blocks for the multicore parameters.

– A callback function (in this case a generic callback function which sends the returned data
to the USG List Handler).

– Application data for the callback function so that the list of values can be processed by the
application (in this case a pointer to the USG List Handler is provided).

• The generic callback function will be called with a
XFN_USG_RESPONSE_ENTRY_STRUCT structure that contains the value entries for the pa-
rameters relating to the multicores that were returned.

• The generic callback function passes the results to the USG List Handler which sets the multi-
core properties within UNOS Vision and triggers an update to the GUI.

When creating a link between the AES64 API and the simulated object model (this will be discussed
further in the next section), a knowledge of what is expected by the callback functions and how
returned data is used is important to create a seamless connection between the two.

The Generic callback function described above is declared as follows:

static void XFNAppUSGApi_completedCallback(struct XFNUSGBufferMetaData* XFNUsgBufferMetaData,

UInt32 senderIP, struct XFN_USG_RESPONSE_ENTRY_STRUCT* responseEntries, UInt32 numEntries, void* cbData,

UInt32 errorCode)

The responses entries from the target device are returned using the responseEntries array which is an
array of XFN_USG_RESPONSE_ENTRY_STRUCT objects. This structure is defined as follows:

struct XFN_USG_RESPONSE_ENTRY_STRUCT {

UInt8 db[XFN_FULL_DATABLOCK_HEADER_LENGTH]; // Data Block

UInt32 paramIndex; // Parameter Index

UInt32 callbackID;

UInt8 usesXFNUnits; // Valft XFN Units?

UInt32 XFNUnitOtherIndex;

UInt32 valft; // Value format

UInt32 valftLen; // Length of data

UInt8* dataPtr; // Pointer to data

UInt32 usgXFNUnitOrIndexListNumber;

UInt32 usgXFNUnitOrIndexListEntryPos;

};
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Within the USG List Handler, appropriate functions interpret the various types of data which is re-
turned by the Enhanced USG Mechanism. Only once the data has been retrieved using the USG
mechanism and put into the value entries structure within the USG List Handler, the appropriate
functions are executed to interpret the data for use in the application.

In the case of multicores, the multicore properties are set for the device based on the data received.
Multicore objects are created within UNOS Vision and all the parameters are set based on the data.
These operations are performed within functions defined within the USG List Handler for Multicores.
Note that these can be Firewire multicores or AVB multicores.

6.3.2.4 Modelling the USG Mechanism

In order to model the USG mechanism, the simulated network has to allow multiple parameters to be
retrieved when wild cards are used in the address block. It is therefore necessary to be able to traverse
the parameter tree and return multiple parameters. A recursive algorithm is used to traverse the tree
and return the responses. This algorithm is described below.

Note the following:

• parameter is an array with the seven component levels of a parameter that need to be fetched.
This contains the identifier for each level.

• responses is an array to store responses. A single array is used for all responses.

• numresponses is a variable to store the number of responses. It starts at 0.

• The getNodeID function returns the first ParamTreeNode of the AES64 parameter tree with the
given ID.

• WILDCARD is used to denote the AES64 level wild card parameter value, which is used to retrieve
multiple parameters.

• getManyParameters returns true if a one or more parameters matching the array parameter are
found.

• getParameters is the function which is called by an application to retrieve parameters.

boolean getManyParameters(parameter, currentnode, level, response, numresponses)

{

if (level==7)

{

numresponses = numresponses + 1

add parameter value to response

return true
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}

else

{

if (parameter[level]==WILDCARD)

{

for each subnode in currentnode

{

parameter2 = parameter

parameter2[level]=subnode identifier

return getManyParameters(parameter2, subnode, level+1, response,

numresponses)

}

}

else

{

if subnode exists within current node with identifier of parameter[level]

{

temp = subnode within current node with identifier of parameter[level]

return getManyParameters(parameter, subnode, level+1, response, num)

}

}

}

return false;

}

boolean getParameters(parameterlist)

{

result = false

for each parameter in parameterlist

{

temp = getManyParameters(parameter, getNodeID(ID), 0, responses,

numresponses)

if (temp == TRUE) result = true

}

return result

}

Two getParameters functions are included within the ParamTree object which traverse the tree and
build a response - one for the Enhanced USG mechanism and another for the simple USG mech-
anism. These functions use the same methodology (described above) to traverse the tree, but re-
turn the results within different structures. The Enhanced USG mechanism uses a structure called
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XFN_USG_FULLDB_LEVEL_STRUCT to specify the levels which are to be retrieved by the Enhanced
USG mechanism and its results are returned in a XFN_USG_RESPONSE_ENTRY_STRUCT, which can be
sent to the callback function within the control application. These structures are therefore used by the
network simulator to return results for the Enhanced USG mechanism. For the simple USG mech-
anism, the network simulator formats the data according to the format expected by the simple USG
mechanism but uses the same method to traverse the tree as is used by the enhanced USG mechanism
(described in Section 6.3.2.1). Since the internals of the Enhanced USG mechanism are contained
within the AES64 stack and the control application makes a call to the AES64 API specifying a call-
back function which expects certain data, it is only necessary to return the data in the format that is
required for the callback function and not necessary to model all of the internals.

Figure 6.16 shows a UML representation of the USG mechanism described above.

6.3.2.5 The USG Push Mechanism

In order to provide real time monitoring of data such as audio level meter data, the USG mechanism
was enhanced to provide an efficient mechanism for event driven single-target or multi-target mes-
saging. This is called the USG push mechanism. Figure 6.17 shows how this mechanism operates.

Figure 6.17: USG Push Mechanism

The following steps are followed within the USG push mechanism:

1. Device B sets up a static USG buffer which contains parameters that can be pushed to a device
using the USG push mechanism.

2. When Device A wishes to subscribe to particular monitoring parameters on Device B, it requests
information about the parameters which can be monitored on Device B.
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Figure 6.16: Fetching parameters using USG mechanism
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3. Device A creates a local push handler parameter that will be responsible for updating the rele-
vant local parameters.

4. Device A registers its local push handler parameter as a listener for monitoring data on Device
B. This indicates that Device A is a listener for monitoring data on Device B.

5. An entry that identifies Device A’s push handler parameter is then added to Device B’s push
targets within the static USG buffer.

6. Within Device B, there is a native AES64 process that periodically updates the values of the
parameters being monitored.

7. The updated list of values are sent to all push targets that have registered their push handler.

8. Upon receiving the updated list of values, Device A’s push handler parameter updates its asso-
ciated local parameters.

A rate can be specified for updates which largely depends on what is being monitored. An example
of the use of the USG push mechanism use is metering. Meter values are sent every 25ms to devices
which are contained within the push handler parameter list. This mechanism is described in more
detail in Chigwamba [27]. It uses concepts introduced in Chigwamba et al. [28].

6.3.2.6 Modelling the USG Push Mechanism

As noted in the previous section, the parameters of a device which can be monitored by a controller are
specific to a device. The model for the device described in Section 6.2 provides a DeviceThread object
which can be used for device specific functionality. This is utilised to model the USG mechanism.

Also shown in the previous section, the updates for monitored parameters are received by a controller
when the local push handler parameter on the controller is modified.

Since the lists of parameters which can be monitored are device specific and identified using a USG
ID, they are modelled within the DeviceThread class using a number of lists of ParamTreeNodes.

These lists represent the parameters within the device that can be retrieved using the push mechanism.
At the time of writing, there was only a single list (id=0) implemented within UNOS Vision, which
was used to retrieve meter values. This list of meter values is sent to to the local parameter shown in
Table 6.5.
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XFN_SCT_BLOCK_GLOBAL

XFN_SCT_TYPE_METER_BLOCK

1

XFN_PRM_BLOCK_All_METERS

1

XFN_PTYPE_METERS_MeterValue

0

Table 6.5: Local Parameter for Meters in UNOS Vision

To model the USG Push Mechanism, the following function was created within the DeviceThread

class:

• addParameters_USG_PUSH_List - This function is called when the network simulator starts to
add the parameters to the USG push lists.

Within DeviceThread, a structure called USG_PUSH is defined which stores information about the push
lists. It is defined as follows:

struct USG_PUSH

{

int id; // USG ID

int destparamidx; // Destination Param Index on ControllerNode

int lastRegisterTime; // Last time registered in ticks

vector<ParamTreeNode*> parameters; // Parameters within the PUSH list

int updatetime; // Amount of ticks between update

};

A concepts of ticks is utilised to indicate when last UNOS Vision registered to receive the meter values
and how often an update needs to be sent. In AudioNetSim, a tick is defined to be 5 milliseconds.
The DeviceThread object contains a list of USG_PUSH structures that each represent a USG push list.
At a fixed interval, this thread updates the values of the parameters within a device and pushes these
values to the controller.

Figure 6.18 shows a UML representation of the USG push mechanism. It shows a USG push being
performed by the device thread to all of the destination push parameters. Firstly, a buffer is filled
with the values of all of the parameters that are to be pushed. Once this is completed, the value of
the parameter index of the local push handler parameter on the controller node (destparamidx)
is retrieved from the controller and associated with the buffer. Using this index, the buffer values are
pushed to the controller.
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Figure 6.18: Performing a USG push

6.4 Graphical User Interface

In order to provide a design interface which is familiar to an audio engineer and easy to use, a graph-
ical user interface is required to build a configuration. Section 4.6 evaluated other network design
packages and concluded that the following capabilities are necessary:

• Representation of a large network - needs to be able to handle large configurations without
creating a cluttered window.

• Canvas with Drag and Drop capabilities - Ability to insert devices on to the canvas, drag and
drop them into different locations and connect them together.

• Ability to group devices - group devices which would be in a certain area such as a rack room
or on stage. This is one method which can be used to aid the representation of a large network.

• Library of Devices - a library of devices where a user can view the capabilities of each device
and can browse the available devices.

• Different Modes of Operation - e.g. device mode (for adding devices to the canvas), cabling
mode (for inserting cables between devices), editing mode (selecting and moving devices on
the design canvas) and deleting mode (for deleting devices and cables).

In addition, to satisfy the requirements of the simulation framework laid out in Section 6.1, the fol-
lowing characteristics are necessary:
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• Separation of the network model component from the graphical user component

• Notification if there are invalid joins (this will be described in Section 7.11)

• Windows to view calculated metrics and notification windows for invalid configurations.

These capabilities will be described in the sections which follow. Figure 6.19 shows a class diagram
for the graphical user interface component of AudioNetSim.

Figure 6.19: Graphical User Interface Component

This will be referred to in each of the sections which follow.

6.4.1 AudioNetSim user interface

Figure 6.20 shows a screenshot of the AudioNetSim user interface. In this figure, a Firewire Net-
work is shown. The label EV1 is used within AudioNetSim to show the type of device (in this case
evaluation board) used in UNOS Vision.
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Figure 6.20: AudioNetSim user interface

It shows a drop down box which can be used to select a device (1). The selected device can be added
by clicking on the ’Add’ button (2). Clouds can be inserted by clicking on the ’Cloud’ button (3).
Clouds are used to group devices and are described in the next section. The library (described in
Section 6.4.4) can be opened by clicking on the ’Library’ button (4). The delete mode can be enabled
by clicking on the ’Delete’ button (5). When this mode is active, any device or cable that is clicked is
removed from the canvas and hence from the configuration. When a device is added, a ’DeviceBox’
(6) with ports (7) is added to the canvas. Cables can be inserted by clicking on the ’Cable’ button (8)
and selecting two ports.
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6.4.2 Clouds to group devices

Figure 6.21: Graphical User Interface Component

Figure 6.21 shows the classes within the graphical user interface component class diagram that relate
to cloud grouping. The ’CloudBox’ is the graphical representation of the cloud which is displayed
on the canvas and can be double clicked to open up the cloud window. ’CloudBoxWindow’ is the
window for a cloud and displays the contents of the cloud when opened.

Clouds can be used to group devices into a single box so that larger networks can be built. Figure
6.22 shows an example of a cloud which contains two evaluation boards.

Figure 6.22: A Cloud within the network simulator
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When the box representing the cloud is double clicked, a window is opened which contains all the
devices within the cloud. A cloud exposes two ports which can be used to connect to it. In Figure
6.22, each of the ports has an evaluation board connected to it. Clouds can be used to build predefined
racks, which can be saved to the Library. Devices and Cables can be added to a cloud in the same
manner as within the main simulation window. Each cloud has two ports which are used to connect
the cloud to other clouds or devices (indicated as A in Figure 6.22). These ports are analogous to the
ports on the ’CloudBox’. Clouds may also be added within a cloud. The cloud name can be set within
the cloud window by typing the name in the text box (indicated as B in Figure 6.22) and clicking the
Update button (indicated as C in Figure 6.22).

The use of clouds in AudioNetSim gives the ability to build large configurations.

6.4.3 Subnet Status Window

Figure 6.23 displays the class within the graphical user interface component concerned with the subnet
status window.

Figure 6.23: Graphical User Interface Component

The subnet status window is used to depict the bandwidth utilised within the network. This is cal-
culated using techniques described in Chapter 8. Section 8.5.1 and Section 8.5.2 detail how the
bandwidth calculations for Firewire and Ethernet AVB networks are included into AudioNetSim.

Figure 6.24 shows an example of this window.
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Figure 6.24: Subnet Status Window for a Firewire Network

The window is divided into four identical panes each with a drop down menu to select the relevant
subnet. Once a subnet is selected, the pane is updated with the bandwidth usage and the number of
streams for that particular “subnet”. As mentioned in Section 6.2.1, a subnet refers to one or more
devices that contend for bandwidth and may not necessarily be an IP subnet. It is possible for each
device to be a subnet. When a user makes a connection in the control application (in our case, UNOS
Vision), these values are updated. The subnets are obtained from the networkSubnetInfo list, which
is contained in the GenericNetwork class. In AVB Networks all devices exist on a single IP subnet,
but the individual devices are all shown in the drop down menu of each pane, so that the user can
determine how much bandwidth is used by each device. In Firewire networks using a UMAN router,
however, there are a number of IP subnets which correspond to Firewire buses. All devices on a bus
contend for the same bandwidth, and thus the IP subnets are shown in each drop down menu.
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6.4.4 Device Library

Figure 6.25: Graphical User Interface Component

Figure 6.25 displays the classes within the graphical user interface component concerned with the
device library. The devices are described using a device template (DeviceTemplate class) which has
the following attributes:

• Device Type - The type of device e.g. Ethernet AVB Router

• Name - The name of the device e.g. UMAN Evaluation Board

• Number of nodes - This is the number of nodes on the device. This is generally one, however
it is provided to accommodate devices such as Firewire routers which contain more than one
node.

• Number of ports on each node - This is the number of ports for each node on the device. The
includes information such as the port type and capabilities

• Parameter Tree - The AES64 parameter tree for the device

For Firewire, the Link Layer and Physical Layer version types (A or B) are also included in the device
library. All the devices for the network type being simulated are shown within the library.

A DeviceTemplate object is utilised when inserting a device into the configuration. Its attributes are
used to populate the parameters within the network model and build the AES64 tree for the device.

6.4.5 Link between graphical user interface component and the network model

Figure 6.26 shows all of the links from the graphical user component to the network model. The func-
tions and the classes of the graphical user interface are associated with classes in the generic network
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model. For example, the DeviceBox class in the graphical user interface component is associated with
a GenericDevice, which is part of the generic network model. When a device is added by a user, a
device object is created based on the type of network and type of device and then associated with a
DeviceBox object. When a cable is added, the GenericPort class is used to create a connection which
is associated with a connection in the GUI component model. The network model for a specific net-
work type is built using the graphical user interface, since the specific network type is an extension of
the generic network model as indicated in Section 6.2.

Figure 6.27 shows a UML representation of what happens within AudioNetSim when a device is
added to the simulated network using the graphical user interface component. When the device is
added, the device template is retrieved from the device library and, based on the type of device, a new
device is created. This device is added to the network and a DeviceBox is added to the canvas which
represents the new device.

Figure 6.27: Adding a device to the simulated network
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6.4.6 XML Representation of Devices

The devices contained within the device library, as well as saved clouds, are stored using XML nota-
tion. This section describes the XML representation of the devices within AudioNetSim.

6.4.6.1 XML Schema

The following entities and attributes are used within the XML schema

• DEVICE

– name - The device name

– type - Network Model Type - Firewire or AVB currently

– avbtype - For AVB networks - either EndPoint or Switch

– X - X position of the DeviceBox on the canvas

– Y - Y position of the DeviceBox on the canvas

• NODE (For Firewire devices) - Specifies a Firewire node

– LL - Firewire link layer version - A for 1394A, or B for 1394B

– PHY - Firewire physical layer version - A for Data Strobe, or B for beta mode signalling

– PORTS - number of ports on a device

• PORT (For AVB devices)

– num - number of ports

• PARAM

– id - Parameter Identifier

– name - Parameter Alias

• PARAMDATA

– index - Parameter Index

– length - data length

– data - data in hexadecimal

• PARAMVTABLE

– numitems - number of items in the value table (see Section 5.3.5 for more information on
value tables within AES64)
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• PARAMVTABLEITEM

– id - identifier for the parameter value table item

– Data is contained within the tag

• CLOUD

– name - name of the cloud

– X - X position of the CloudBox on the canvas

– Y - Y position of the CloudBox on the canvas

6.4.6.2 Example

For simplicity, we will consider a two level parameter tree which contains three parameters (A-1, B-1,
B-2) in this example. An AES64 parameter tree would contain seven levels but would be built in the
same manner. The parameter tree used in this example is shown in Figure 6.28.

Figure 6.28: Parameter Tree for A-1, B-1 and B-2

Note that parameter B-1 has a value table containing two items - Item 1 and Item 2

A Firewire device with this parameter tree would have the following XML description:

<DEVICE name=”Example” type=”Firewire”> // Firewire device name=Example

<NODE LL=”B” PHY=”B” PORTS=1 /> // The firewire device node

// has a single port and a

// 1394B Physical layer and link

// layer
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<PARAM id=1 name=”A”> // The level 1 node for A

// The id can be used to identify

// the level node

<PARAM id=1 name=”1”> // The sub node 1

<PARAMDATA length=4 data=00000000 /> // Data for A-1 (parameter value)

</PARAM>

</PARAM>

<PARAM id=2 name=”B”> // The node B

<PARAM id=1 name=”1”> // The sub node 1

<PARAMDATA length=4 data=00000000 /> // Data for B-1 - id=0 in table

<PARAMVTABLE numitems=2> // Value table to look up data

<PARAMVTABLEITEM id=0>Item 1</PARAMVTABLEITEM> // Value for B-1 = 0

<PARAMVTABLEITEM id=1>Item 2</PARAMVTABLEITEM> // Value for B-1 = 1

</PARAMVTABLE>

</PARAM>

<PARAM id=2 name=”2”> // The sub node 2

<PARAMDATA length=4 data=00000000 /> // Data for B-2

</PARAM>

</PARAM>

</DEVICE>

An AVB device with the same parameter tree would have the following XML description:

<DEVICE name=”Example” type=”AVB” avbtype=”EndPoint”> // AVB Endpoint name=Example

<PORTS num=1 /> // 1 port

<PARAM id=1 name=”A”> // See Firewire example

<PARAM id=1 name=”1”>

<PARAMDATA length=4 data=00000000 />

</PARAM>

</PARAM>

<PARAM id=2 name=”B”> // See Firewire example

<PARAM id=1 name=”1”>

<PARAMDATA length=4 data=00000000 />

<PARAMVTABLE numitems=2>
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<PARAMVTABLEITEM id=0>Item 1</PARAMVTABLEITEM>

<PARAMVTABLEITEM id=1>Item 2</PARAMVTABLEITEM>

</PARAMVTABLE>

</PARAM>

<PARAM id=2 name=”2”>

<PARAMDATA length=4 data=00000000 />

</PARAM>

</PARAM>

</DEVICE>

Configurations are also saved using this XML format. The above parameter tree is for a single device.
A configuration would contain multiple of these devices and parameter tree with the addition of XML
for a CLOUD entity in the case where devices are grouped into a cloud and the x and y positions for
the DeviceBox and CloudBox in the DEVICE and CLOUD entities.

Consider a cloud which contains two devices at (x,y) positions of (50,50) and (60,60). Assume that
the cloud box for this cloud as well as a device are contained on a separate canvas at (x,y) positions
of (10,10) and (55,55). The XML would be as follows: (The ellipses can be replaced with device
configurations such as the ones shown above):

<CLOUD x=10 y=10>

<DEVICE x=50 y=50> ... </DEVICE>

<DEVICE x=60 y=60> ... </DEVICE>

</CLOUD>

<DEVICE x=55 y=55> ... </DEVICE>

6.5 Control Application

As mentioned in Chapter 5, the chosen control protocol for this research is AES64. The control proto-
col model component of the simulation framework was described in Section 6.3. A control application
is required to manage connections within the simulated network. The control application interacts
with the device using the control protocol and is therefore included within the simulation framework.
UNOS Vision, which is described in Section 5.3.3.1, is a powerful application that provides con-
nection management, command and control to a network using AES64 as its control protocol. It is
therefore used with AudioNetSim to interact with the devices using an AES64 API. The simulation
framework was designed in such a manner that it can be used to simulate multiple professional audio
network types and control protocols. This means that if the simulation framework was being utilised
to model a HiQNet network [34], Harman System Architect could be used as the control application.
The following section will describe the interface for interaction with the control application using
UNOS Vision as an example.
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Figure 6.29 shows the network simulator and AudioNetSim with the Firewire Network described
in Section 6.2.2. In this example, two multicore streams are being transmitted within subnet 1
(192.168.1.0), while a single multicore stream is being transmitted from 192.168.2.1 to 192.168.2.2
within subnet 2 (192.168.2.0). The devices within subnet 2 are shown within the UNOS Vision win-
dow.

Figure 6.29: UNOS Vision and AudioNetSim

The interface for interaction between AudioNetSim and the simulated network that enables the use of
the control application is described in the following section.

6.6 Interface for interaction with the simulated network

In order to make connections between devices on the simulated network, there is a need for an inter-
face for interaction with the simulated network. This provides a seamless method for audio engineers
to set up a network, create connections between devices on this network and check the amount of
bandwidth which is being utilised by those connections. This interface provides a link between a given
control application and the control protocol used within the simulated network. Two approaches were
identified that could be used to provide an interface to interact with the simulated network. These
were:

1. Create an API which the control application can utilise to interact with the simulated network
and set/get parameters. This should be equivalent to the API utilised to interact with the actual
protocol stack (termed the API approach).
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2. Do no modifications to the control application and make the simulation program (in which
the simulated network is contained) interact with the control application via IP-based control
protocol messages, as if it were a real network (termed the IP level approach).

The choice of which approach to use depends on the requirements and the availability of APIs/source
code for the control protocol and control application. This section describes these two approaches,
highlights the advantages and disadvantages of each approach, and gives examples of when each
approach should be used within the simulation framework. This section uses UNOS Vision as an
example for each of the approaches. It concludes by highlighting the selected approach and detailing
its implementation.

6.6.1 UNOS Vision Currently

Figure 6.30: Current operation of UNOS Vision without Simulator

Figure 6.30 shows the current operation of UNOS Vision. UNOS Vision uses a class called UMAN-
DLL to communicate with XFNDLL (via the AES64 API). XFNDLL is a dynamic linked library
that incorporates the AES64 stack. The AES64 API is the API which is exposed by XFNDLL.
When UMANDLL makes calls to XFNDLL using the AES64 API, it specifies a callback function.
XFNDLL transmits an IP message to the network and waits for a response. Once a response is re-
ceived, the data which is received is passed to the callback function. The callback function performs
appropriate actions with the data received (such as making changes to structures in UNOS Vision).
Source code for UNOS Vision was available, so essentially either of the approaches outlined in the
previous section could be utilised to interact with the simulated network. The core of UNOS Vision
refers to classes that make up UNOS Vision as well as UMANDLL which makes calls to XFNDLL.

6.6.2 Description of interaction interface design approaches

It is preferable to perform as few modifications to UNOS Vision as possible, since this is an evolv-
ing commercial application which is constantly being adapted to meet new requirements. It is also
preferable that the complexity of the interface is kept to a minimum. This section evaluates the two
approaches for interaction, highlighting the advantages and disadvantages of each.
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6.6.2.1 API approach

A simulated API can be created which the control application can use to interact with the control
protocol. The control application would call functions within the API to interact with the simulated
network. The API can be the same as the API used to interact with a live network which would
provide seamless integration. Figure 6.31 shows a diagrammatic representation of this approach.

Figure 6.31: API Approach

Figure 6.32 shows a diagrammatic representation of this approach applied to UNOS Vision.

Figure 6.32: AES64 API Approach

When UMANDLL makes a call to a function in the AES64 API and when simulation mode is enabled,
the AES64 API function call requests data from AudioNetSim. When simulation mode is not enabled,
the AES64 API function call calls the function in the XFNDLL library rather than requesting the data
from AudioNetSim.

The AES64 API approach requires very few changes to UNOS Vision and no changes to the core of
UNOS Vision. It involves creating an API which interacts with the simulated network rather than the
XFNDLL. UMANDLL would operate as usual, but when it makes calls to the AES64 stack, it would
call the simulated AES64 API functions rather than the functions contained in the original AES64
API.

This approach provides flexibility for the UNOS Vision and AudioNetSim projects to evolve inde-
pendently. Only when there are changes to the AES64 API, would the simulated AES64 API need to
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be modified. Another advantage of this method is that there is no need to interpret AES64 messages
and provide appropriate responses. When the simulated AES64 API functions are called by UNOS
Vision then the necessary information can be retrieved from the simulated model. This approach is
able to model the network accurately and the devices appear as if they were real devices. Using this
method, each virtual device would be able to have its own IP address and there would be support for
displaying multiple subnets and routers in UNOS Vision.

6.6.2.2 IP-level approach

The IP-level approach involves creating and sending control protocol response messages to the control
application in response to the requests which are sent by the control application to the simulated
network. This can be done by either running a protocol stack for each device or by interpreting
messages which are sent to the IP stack of a workstation running the simulator. Figure 6.33 shows a
diagrammatic representation of this approach.

Figure 6.33: IP-level approach

The control application communicates with the network by sending out IP-based control protocol
messages. These messages are sent out on the network and responses are returned by the network
simulator to the control application, which in turn processes these messages as if the simulated de-
vices are real devices. This will require the interface of the workstation on which the network sim-
ulator is running to be bound to multiple IP addresses (as each of the simulated devices may have
different IP addresses). This can be done by using IP aliases on the interface [88, 96]. This is the
most flexible approach and can be used with any control protocol but may be subject to resource
constraints - for example certain versions of the Linux kernel only support up to 256 IP aliases [96].
For example, if we implemented the HiQNet protocol [47] within AudioNetSim and wished to use
the Harman System Architect control application and we did not have access to the source code of
System Architect or an API to which we could return results from the simulated devices, we would
need to interact with System Architect at the IP level. This would involve interpreting the HiQNet
protocol’s IP messages which are sent to multiple IP addresses and returning appropriate responses
from the simulated devices. To do this, multiple IP addresses would need to be bound to an interface.

When applying this approach to UNOS Vision, the IP-level approach involves creating and sending
AES64 messages to UNOS Vision in response to requests which are sent by UNOS Vision to the
simulated devices. This can be done by either running an AES64 stack for each of the devices or
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by interpreting control protocol messages which are sent to the IP stack and binding to multiple IP
addresses. Note that this can be done on a single workstation or on multiple workstations. Figure
6.34 shows a diagrammatic representation of this approach applied to UNOS Vision.

Figure 6.34: IP-level approach

The XFNDLL communicates with the network by sending out IP-based control protocol messages.
These IP messages are sent out on the network and responses are sent back to the XFNDLL for UNOS
Vision, which in turn calls the relevant callback function. Requests are interpreted in the same manner
as data received from real devices. The network simulator creates virtual devices which run above
their own AES64 stack and are each bound to an IP address on an interface in the network.

An IP-level approach will mean that no changes are made to UNOS Vision, but rather IP-based control
protocol messages will be sent between UNOS Vision and the simulated devices. This can be done
by implementing an IP-layer solution which supports multiple IP addresses and sends/receives the
relevant IP messages to/from UNOS Vision. This would be able to accurately model the network and
UNOS Vision would operate in the same manner as it would for an equivalent real network. This
method is, however, rather complex as it involves developing an application on top of an IP stack with
multiple IP addresses that is able to interpret AES64 messages and provide appropriate responses. For
each device, the network simulator would need to bind to a port on that device’s IP address, which is
defined as an alias on an interface. When the network simulator receives a message, it would need to
interpret the IP message and respond to the encapsulated AES64 command. It would need to construct
a response, taking into account the encapsulation and packetising into IP packets, and send these IP
messages to the network simulator.

6.6.3 Selected Approach

The IP-level approach requires no alterations to UNOS Vision, however it is a more complex approach
as it requires the interpretation of AES64 control protocol messages encapsulated within IP packets
for multiple IP addresses. This makes the interface between AudioNetSim and UNOS Vision complex
and difficult to update when there are changes to the packet structure or new messages are introduced.
The AES64 API approach requires no alterations to the core of UNOS Vision but acts as a bridge
between UNOS Vision and AudioNetSim. The AES64 API approach was chosen since it offers
similar advantages as well as the attraction of working at a higher level (API functions rather than IP
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packets generated from calls to these functions) without requiring any alteration to the core of UNOS
Vision. Since we had access to the source code and documentation for UNOS Vision and XFNDLL,
this approach was possible.

6.6.4 Implementation of the API approach

The AES64 API contains a number of function calls for functions within the AES64 stack. A names-
pace called XFNDLL was created, which mirrors the functions contained within the AES64 API. A
conditional statement is used to determine whether the functions within the network simulator should
be called to fulfill the API function, or whether the AES64 stack’s functions are used to transmit a
message to the live network.

Figure 6.35 shows a UML representation of what happens within AudioNetSim when a parameter is
set within UNOS Vision. If UNOS Vision is in simulation mode, a call is made to XFNDLL which
then makes calls to the simulated network to set the relevant parameter. If UNOS Vision is not in
simulation mode, a call is made to the AES64 stack which transmits the relevant IP messages over
the network to set the relevant parameter.

Appendix A contains a listing of the functions within the AES64 API which have been implemented.
Within the appendix, the functions are grouped into categories containing similar functions. Table 6.6
(on the next page) shows a summary of these categories.

The following additional functions are also included within the namespace:

• isSim - returns a boolean value specifying whether or not simulation mode is enabled.

• setSim - sets the boolean value which enables or disables simulation mode. The generic network
is optionally specified.

• getSimNet - returns the generic network object - SimNet

6.7 AudioNetSim

AudioNetSim is the combination of the following components which have been presented in this
chapter:

• Generic Network Model - implementations of Firewire and AVB networks (described in Section
6.2)

• AES64 Control Protocol Model (described in Section 6.3)

• AudioNetSim Graphical User Interface (described in Section 6.4)

• UNOS Vision Control Application (described in Section 6.5)
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• Interface to UNOS Vision (described in Section 6.6.4)

Category Description

Functions used for setting up
and destroying stack

The functions set up the structures used by the
AES64 stack and destroy these structures

Functions used for building a
parameter tree

These functions are utilised to create levels, create
parameters and build the AES64 parameter tree

Functions to alter Parameter
values

These functions get and set the values of AES64
parameters

Grouping functions These functions are utilised to create and remove
peer-to-peer and master-slave relationships between

AES64 parameters

USG Mechanism functions These functions are used by the USG mechanism that
is utilised for fetching multiple AES64 parameters

Push Mechanism functions These functions are used when using the USG push
mechanism to send a number of parameters (such as

a meter block) to a device

Parameter Index functions These functions are associated with parameter
indexes, including getting a parameter using a

parameter index

Value table functions These functions are utilised to get parameter value
tables that are associated with a particular parameter

Parameter and Level
functions

These function are utilised to get further information
about a parameter level (such as an alias) or
parameter (such as value format description)

Data Block functions These functions are utilised to create data blocks that
are used to identify the parameters using levels

Stack information functions These functions are utilised to get information about
the AES64 stack such as the version

Table 6.6: Summary of categories for implemented functions

Figure 6.36 shows the class diagram of AudioNetSim with the combination of these components. The
sequence diagrams shown within this chapter illustrate how the objects interact with each other. The
following scenarios have been illustrated:

• Setting a parameter using UNOS Vision (Figure 6.35)

• Adding a simulated device (Figure 6.27)

• Adding a master-slave join between two parameters (Figure 7.6 within the next chapter shows
this)
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• Fetching parameters using the USG mechanism (Figure 6.16)

• Performing a USG push (Figure 6.18)

6.8 Conclusion

This chapter has described a framework which can be used to model a professional audio network.
The simulation framework consists of five parts:

1. Network Model - to model the structure of the network.

2. Control protocol model - to model protocol parameters and mechanisms.

3. Graphical User Interface (GUI) - to enable graphical configuration of a network

4. Control application - to alter parameters and perform connections

5. Interface for interaction between the control application and the control protocol model - to link
the control application and the control protocol model

The network model focusses on the physical, data link and transaction layers and abstracts the net-
work into a form which can use analytical methods to determine metrics useful to an audio engineer.
The control protocol model focuses on the control aspect of the network. Within the control protocol
model, the functionality and parameters within the control protocol are modelled. The graphical user
interface component focuses on how the device configuration is laid out by an audio engineer and
how bandwidth utilisation can be viewed. The interface for interaction with the simulator focusses on
different approaches which could be used to interact with the simulated network and control protocol
model using a control application. For proof of concept, a network simulation application - AudioNet-
Sim - was developed which includes network models for Firewire and Ethernet AVB networks and
an AES64 control protocol model. It is integrated with UNOS Vision to allow for connection man-
agement, command and control. This framework was shown to be able to simulate different types
of networks (Firewire and Ethernet AVB). Further extension is possible due to the separation of the
framework into five parts.



Chapter 7

Modelling and Analysing Joins

7.1 Introduction

A hallmark of the AES64 protocol is its powerful grouping capabilities. AES64 provides the ability
for an audio engineer to establish peer-to-peer and master-slave relationships between different pa-
rameters. One of the problems with providing capabilities such as master-slave joins is the ease with
which circular joins can be created. These circular joins can cause the values of parameters to change
in an unpredictable manner. The advantage of a simulated environment over a large network is that
one can easily evaluate the relationships between all the parameters (since they all exist within the
simulated object model) and determine if such circular joins occur. This environment can therefore
be used to test different constraint algorithms to determine which would be most effective in a live
network.

This chapter discusses a graph theory approach which can be used to determine if there is a circular
join. It begins by describing joins and how they are modelled. It then describes circular joins and
current approaches which are used to prevent circular joins. The chapter then describes some graph
theory methods which can be used to determine if there are circular joins and evaluates which method
is the best to use for the different scenarios which are described, namely recording, live sound and
installation environments. The chapter concludes by describing an implementation of these methods
in our simulation environment - AudioNetSim.

7.2 Joins

AES64 provides the ability to join parameters into groups. There are two different types of joins:

1. Master-Slave Join

2. Peer-to-peer Join

148
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In a group that has been constructed from master-slave joins, one parameter is master over a number
of slaves. When the master is adjusted, all of the slaves are adjusted. When a slave is adjusted, the
master is not adjusted. In a group that has been constructed from a peer-to-peer join, when any one
of the peers is adjusted, all the other members of the group are adjusted. Any join can be relative
or absolute. In a relative join, the parameter is adjusted according to the amount the parameter to
which it is joined is adjusted. In an absolute join, the parameter is adjusted to be the same value as
the parameter to which it is joined, regardless of the difference between the two parameters before
the adjustment occurs. In order to make this method work and for the lists to be consistent, there are
a number of rules in place.

Consider three parameters - A, B and C where A has a relationship with B and A has a relationship
with C. From these two relationships, the relationship type between B and C can be determined
according to a set of rules provided by the AES64 specification [39].

Rule 1: A related to B relative, A related to C relative, implies B related to C relative

Rule 2: A related to B absolute, A related to C relative, implies B related to C relative

Rule 3: A related to B relative, A related to C absolute, implies B related to C relative

Rule 4: A related to B absolute, A related to C absolute, implies B related to C absolute

Within the device, lists are maintained for each of the join types. The following code is an extract
from the parameter entry structure for the AES64 stack.

struct XFN_GENERIC_QUEUE_STRUCT *ptpNodeList;

struct XFN_GENERIC_QUEUE_STRUCT *masterNodeList;

struct XFN_GENERIC_QUEUE_STRUCT *slaveNodeList;

This code shows the structures used for each of the join lists - ptpNodeList, masterNodeList, and
slaveNodeList. ptpNodeList contains a list of a parameter’s peers, masterNodeList contains a list of a
parameter’s masters and slaveNodeList contains a lists of a parameter’s slaves.

7.3 Modelling the Join mechanism

A network consists of a number of devices, which each have a number of parameters within their
respective parameter trees. Using the AES64 protocol, joins (master-slave or peer-to-peer) can be
created between parameters. It must be noted that these parameters may reside on different devices.
Two types of structures can be utilised to model joins at a parameter level. They are as follows:

1. A single list of related parameters for each parameter which notes the type of relationship (i.e.
master-slave or peer-to-peer).
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2. Three lists of related parameters (masters, slaves and peers) for each parameter, as is done on a
real device that uses the AES64 control protocol.

Consider the case of six parameters - A, B, C, D, E and F - where there is a master-slave relationship
between A and B, a peer-to-peer relationship B and C (i.e. A is also master of C), a peer-to-peer
relationship between E and F and a master-slave relationship between D and E and D and F.

Figure 7.1 and 7.2 show the different data structures which would be used by each of the approaches
to modelling joins at a parameter level using this example.

Figure 7.1: Single List for each parameter

Figure 7.2: Three lists for each parameter

In the first approach, each parameter maintains a single list of the joins for that parameter as well as
the type of join (i.e. master-slave or peer-to-peer). This, in effect, joins together the three lists which
would occur on a real device into a single list. The disadvantage of this method is that operations
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need to be performed that are particular to either master-slave or peer-to-peer relationships and the
parameter lists have to be searched to identify the relationships.

In the second approach, lists are maintained as they are in a real device. Each parameter has three lists
(masters, slave and peers) which maintain the join relationships for that parameter. When a parameter
is altered, the parameter tree is traversed in order to locate the parameter’s structure, and the value
is altered. Since the three lists are maintained at the parameter level, they can be used to alter the
values of the parameters to which the parameter is joined. As mentioned, in order to evaluate the
joins and check whether or not they are valid, or whether circular connections have been made, it is
necessary to traverse the tree further or maintain another structure for this purpose. The advantage of
this approach is that it mirrors the operation of an actual device which is using the AES64 stack.

Since it is an accurate representation of the parameter relationships on a device and enables a more
efficient relationship search, we use the second approach of creating three lists (slaves, masters and
peers) for each of the parameters.

Figure 7.3 shows the class diagram which is used to model parameters.

Figure 7.3: Object Model for Parameters

In this class diagram, it can be seen that a ParamTreeParam class (discussed in the previous chapter)
contains a number of ParamJoinNode structures. The previous chapter showed that the ParamTreeParam

structure contains three vectors of ParamJoinNode structures - one for each list (masters, slaves and
peers) - as is the case for the approach shown in Figure 7.2. The ParamJoinNode class contains the
following variables:

ParamTreeNode* onDeviceNode // The first node in the join
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ParamTreeNode* otherNode // The second node in the join

bool Relative // Is it a relative or absolute join?

int offset // Kept for relative joins to assist updates

To show how these classes are used, we will present how a peer-to-peer join and master-slave join are
created between two parameters.

Peer-to-peer Join

Figure 7.4 shows the join list for two parameters (P-1 and P-2) before and after a peer-to-peer join is
created between them.

Figure 7.4: Join Lists for P-1 and P-2 before and after a peer-to-peer join

Initially, P-3 has a peer-to-peer relationship with P-2, while P-4 is the master of P-1. Once the join is
created, P-4 also becomes a master of P-2, since a master of one peer is a master of all the peers in
the peer group and P-4 is a master of P-1. P-2 and P-3 are already peers, so the peer-group becomes
P-1, P-2 and P-3. This means that the list of peers for P-1 is P-2 and P-3 and the list of peers for P-2
is P-1 and P-3.

In our object model, derived from the class diagram, the parameters are represented by ParamTreeParam

objects and lists of ParamJoinNode objects are used to represent the master, slave and peer lists.

Master-slave Join

Figure 7.5 shows the join list for two parameters (P-1 and P-2) before and after a master-slave join is
created between them.
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Figure 7.5: Join Lists for P-1 and P-2 after a master-slave join

Initially, P-3 has a peer-to-peer relationship with P-2, while P-4 is the master of P-1. Once the join is
created, P-1 becomes a master of P-2 and hence P-1 gets added to the master list of P-2 and P-2 to the
slave list of P-1. A peer group exists which consists of P-2 and P-3.

Figure 7.6 shows a UML representation of what happens within AudioNetSim when a master-slave
join is created between two parameters within UNOS Vision. If UNOS Vision is in simulation mode,
a call is made to XFNDLL which then retrieves each of the parameters and adds each parameter to
the relevant list of the other parameters. If UNOS Vision is not in simulation mode, a call is made to
the AES64 stack which transmits the relevant IP messages over the network to create a join between
the relevant parameters.
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Figure 7.6: Adding a master-slave join between two parameters

7.4 Circular Joins

A join between two parameters can potentially cause the values of a number of other parameters to
be altered when one of the parameters is altered. It is possible to create a situation where a parameter
being altered causes it to alter a number of other parameters, which in turn alter the original parameter.
This causes a feedback loop and is the result of a circular join.

Figure 7.7: Example of a Circular Join

Figure 7.7 shows a simple example of a circular join, containing three master-slave relationships,
depicted using a join graph. Join graphs will be described further in Section 7.7. In this example,
parameter A is master of parameter B which is in turn the master of parameter C. This means that when
parameter A is modified, parameter B is modified and then parameter C is modified. If parameter C is
master of parameter A (as is the case in this example) then this will cause parameter A to be modified,
resulting in a feedback loop. While this case is obvious, in a large audio network such as one used in
a large conference center, it might not be obvious. The network will consist of many devices spread
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out over a large venue, with each device having thousands of parameters. Peer-to-peer and master-
slave joins may be established between these parameters and it is easy to create circular relationships
in such a large network where many relationships have been created. It is for this reason that it is
necessary to explore techniques that put constraints on what joins can be created. In a simulated
network, we have structures for all the parameters and joins, and this provides an environment to
easily evaluate joins and determine if they are valid or cause a circular relationship.

7.5 Example of Preventing Circular Joins

7.5.1 Yamaha O1V

The Yamaha O1V is a digital mixing console which has 8 auxiliary sends, 8 buses and 32 input
channels. It features a number of grouping capabilities. Chigwamba [28] and the O1V user manual
[32] give a detailed description of the grouping capabilities of the O1V mixing console and how the
various relationships can be established.

The following grouping capabilities are available on the O1V:

• Pairing Input Channels and Aux Sends or Buses (Absolute peer-to-peer) - In order to provide
the possibility of using stereo effects or stereo inputs/outputs, the O1V provides the user with
the ability to pair odd and even input channels, as well as aux sends or buses, in an absolute
peer-to-peer relationship. This means that, in the case of input channels, when one of the faders
is adjusted, the other fader gets adjusted to the same value and hence means that the left and
right channels will have the same gain value.

• Standard Fader Groups (Relative peer-to-peer) - When a fader group is created, the relative
offset of each fader to the other faders in the group is stored. When a fader in the group is
adjusted, the other faders are adjusted so that the relative differences are maintained. These
groups are limited to input channels only or output channels only. 8 groups can be defined -
these are labelled A-H.

• Master Fader Groups (Relative master-slave) - A group master slider is provided which can
adjust the level of all of the faders within a standard fader group while maintaining their relative
differences.

• Standard Mute Groups (Relative peer-to-peer) - When a mute group is created, the mute status
(on or off) for each channel is saved. When one channel in the mute group is muted, the others
are toggled according to their original state when the group was created. Mute groups apply to
either input channels only or output channels only. 8 mute groups can be defined - these are
labelled I-P.
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• Master Mute Groups (Absolute master-slave) - As with the fader groups, a master switch is
provided which can mute all of the channels within a mute group. The master mute group
function takes precedence over the standard mute groups.

• Linking EQ and Compressor Parameters (Absolute peer-to-peer) - All parameters within the
group share the same value. The settings of the first channel added to the group are applied to
members which are added after that. There are four groups defined - a, b, c and d.

The manner in which the grouping capabilities are exposed ensures that circular joins are not possible.
The following rules are put in place to prevent circular joins and maintain group independence:

• When faders are linked as a stereo pair (absolute peer-to-peer), then when one of the faders is
added to a group such as a fader group, the other is also added to the group. This means that
you can’t have each member of the stereo pair in different groups thereby allowing a single
fader move to adjust the values of 2 groups.

• The master faders and master mute buttons for the groups cannot have masters themselves. They
are not physical faders or buttons on the console, but rather parameters which can be altered on
the screen of the O1V. Since they cannot be put into groups, this eliminates the possibility of
one master being a master of another.

• The slave faders cannot have more than one master. If a slave is added to a group, it is removed
from the group to which it belonged previously. This is limiting since we might wish to have a
case where a single fader is part of more than one group. e.g. the fader controlling an acoustic
guitar could be grouped with the fader controlling the rhythm instruments, such as drums and
bass, as well as with the faders controlling the other guitars. However, this means that channel
faders can only be placed in a single group and hence can only have a single master.

• A fader cannot exist in more than one relative peer-to-peer group. If a fader is added to a
group, it is removed from the group to which it belonged previously. This maintains group
independence so that when a fader is adjusted, only the members of its group are adjusted.

• Input and output channel faders have separate groups and cannot be put into the same group.

Through these mechanisms, it becomes impossible to have a circular relationship between parameters
since parameters cannot be part of two groups and may only have a single master. As mentioned, how-
ever, these rules limit the capabilities of the joins. Tiered master-slave relationships are not possible
in the O1V. An example of a tiered master-slave relationships would be the use of multiple controllers
within a network. This can occur where there is a local master-slave control over a number of gain
parameters and a capability to provide remote control over this local master.
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7.6 Proposed Solution

To solve the problem of circular joins, a number of different methods can be used. Constraints and
rules can be put in place to prevent the problem, as noted in the previous section. In the case where
we do not have multi-tiered master-slave relationships spread across different devices, rules such as
the ones presented in the previous section can provide an effective solution. However, consider the
following scenario (depicted using a join graph in Figure 7.8):

• Parameter A is master of 3 parameters (B, C and D), which are peers and on separate devices

• Parameter D is master of parameter E, which is on the same device

• Parameters B and C will alter Parameter D since they are peers, which in turn effects parameter
E (since D is master). Parameter B and C are therefore logically masters of parameter E and
hence shown in the join graph.

• Parameter E is master of parameter A

In this scenario, involving three devices, a circular relationship is created.

Figure 7.8: Master-slave parameter relationships across devices

In cases such as this, checks needs to be done between devices taking into account the peer relation-
ships which are spread across multiple devices. In a simulated environment, mechanisms can be put
in place to check whether the join being created is valid across multiple devices. A join graph can be
built and when joins are created on the simulated network, they can be evaluated using graph theory
and the result of the join may be returned to the audio engineer. This chapter will describe a number
of different methods which can be used to evaluate whether a join graph has circular joins. It will also
describe how the chosen method is implemented within AudioNetSim.

7.7 Introduction to Graph Theory

This brief introduction to graph theory is provided in order to facilitate an understanding of the graph
theory methods used in this chapter. There are a number of different types of graphs and extensions
to graphs. These include directed graphs, trees, hypergraphs, etc. Graphs also have a number of
properties such as being connected or acyclic [56]. This section defines the concepts which are used
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in the next section when describing the graph theory methods to determine the presence of circular
joins.

A graph is a collection of nodes which can be connected together using edges. Figure 7.9 shows an
example of a directed graph containing 5 nodes and 4 edges.

Figure 7.9: An Example Graph

In formal notation, a graph is defined as follows:

G = (V,E) where V is a set of vertices (also termed nodes) and E is a set of edges.

An edge is represented as a tuple of 2 nodes. For example, an edge between node A and node B
would be represented as (A, B). A directed edge is an edge which has a direction associated with it,
i.e. an edge between A and B would either be from A to B or from B to A. In a tuple (A, B), the
directed edge would be from node A to node B.

In the example shown in Figure 7.9, G = (V,E) where V = {A, B, C, D, E} and
E = {(A, B), (C, B), (A, D), (D, E)}.

A sub-graph is defined as a graph which is created using a subset of the vertices and the associated
edges. For example, G′ = (V ′, E ′) where V ′ = {A, B, C} and E ′ = {(A, B), (C, B)} would be a
subgraph of G.

A directed graph is a graph which contains directed edges. In a directed graph, nodes can have prede-
cessors and ancestors. If a graph contains an edge (A, B) then A would be defined as a predecessor
of B and B would be defined as an ancestor of A. In a directed graph, edges can also be defined as
incoming edges or outbound edges with respect to a particular node. Consider a node A. An edge
(x, A) - where x is an arbitrary node in the graph - is defined as an incoming edge, while an edge
(A, x) is defined as an outbound edge. In Figure 7.9, (D, E) is an example of an outgoing edge from
D, while (A, D) is an example of an incoming edge to D.

A path is created by following one or more edges. For example, in Figure 7.9, the edges (A, D) and
(D, E) would form a path between nodes A and E. A graph is described as connected if and only if
there is a path between every pair of vertices.

A cycle in a graph occurs when there is a path between a node and itself. Figure 7.10 shows an
example of a cycle within a graph.
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Figure 7.10: An Example Graph with a Cycle

The edges (A, D), (D, E), (E, A) form a cycle in this graph. An acyclic graph is defined a graph
which contains no cycles.

A graph G can be described as a tree if it has one of the following properties [56]:

• G is connected and |E| = |V | − 1 (number of edges = number of vertices - 1)

• G is acyclic and |E| = |V | − 1

• There exists a unique path between every pair of vertices in G

The root node of a tree is the node which has no incoming edges but only outbound edges. The depth
of a tree is the longest path from the root to a leaf node.

A graph is described as a forest of trees if it can be divided into a number of graphs which are trees.

A graph can be described by using an adjacency matrix. An adjacency matrix is defined as follows:

A matrix A with elements aij where i is the row and j is the column of the matrix, aij = 1 where
there is an edge from node i to node j, otherwise aij = 0.

The adjacency matrix of the graph shown in Figure 7.10 would be as follows:

A B C D E

A 0 1 0 1 0
B 0 0 0 0 0
C 0 1 0 0 0
D 0 0 0 0 1
E 1 0 0 0 0

We define a join graph as a graph which depicts the master-slave relationships as well as the logical
master-slave relationships (cases where a peer alters the master which in turn alters the slave). This is
defined formally as follows:

A graphG = (V, E) in which V is the set of parameters which have master-slave relationships or exist
within a peer group of a parameter which is a master andE is the set of edges such that an edge (A, B)

exists between two parameters A and B when A is master of B or A is within a peer group with C
which is a master ofB. Consider the example presented in Section 7.6 which is depicted in Figure 7.8.
In this case, V = {A,B,C,D,E} andE = {(A,B), (A,C), (A,D), (B,E), (C,E), (D,E), (E,A))}.
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(A,B), (A,C), (A,D), (D,E) and (E,A) are edges since they are master-slave relationships, while
(B,E) and (C,E) are edges since they are logical master-slave relationships resulting from B, C and
D being peers. G is connected if and only if there is a master-slave relationship between a pair of
parameters, by definition. If there are no master-slave relationships, G is an empty graph.

7.8 Description of graph theory methods

Graph theory techniques are often used to deal with problems similar to the circular join problem.
Having both peer-to-peer and master-slave joins makes our problem unique. In this section we de-
scribe four methods which can be used to detect cyclic dependency:

1. The directed graph approach uses graph theory algorithms to determine whether the graph is a
tree (termed Directed Graph Method)

2. The directed graph approach can also be used on a graph where nodes in peer-to-peer rela-
tionships are collapsed into a single node (termed the Directed Graph Method with Collapsing
Peers)

3. A method which deals with the subgraph of nodes related to the nodes which are being joined.
This method traces to see whether or not there is an indirect relationship between the two nodes
which are being joined (termed the Tracing Method).

4. A hybrid method which uses the tracing method on a graph in which the peers have been
collapsed into a single node (termed the Hybrid Method)

First, a description and motivation for collapsing peer nodes into a single node is provided.

7.8.1 Collapsing Peers

Since master-slave relationships are important in the context of cyclic relationships, collapsing peer
relationships into a single node enables a focus on these master-slave relationships and reduces the
number of nodes in the join graph. This reduces the time required to determine the presence of cyclic
relationships.
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Figure 7.11: The collapsing of peers into a single node

Figure 7.11 shows the process of collapsing the nodes in a peer to peer relationship into a single node.
In the graph, A is the master of B and D is the master of F, while B, C, D and G are peers. This means
that A is the master of G, B, C and D. G, B, and C are logical masters of F since D is master of F and
G, B and C are peers with D.

In the collapsing peers method, the nodes B, C, D and G are collapsed into a single node H and all of
the edges from and to these nodes are made into edges which are from or to the new node H. So in the
example, the edges from A to G, A to B, A to C and A to D become a single edge from A to H. This
creates a new directed graph (as can be seen in Figure 7.11), which has less nodes than the original
graph. Since there is a rule in place that if a node is master of a single peer within a peer group, it
is master of all the peers within the group, the new graph is equivalent to the original graph in terms
of master-slave relationships (as each peer has the same masters and slaves). By collapsing the peers
and hence reducing the number of nodes, graph theory algorithms are able to be run faster since the
graph has less nodes.

In this example we can see that if we wanted to create a master-slave relationship between F and A
(with F being the master), then we would create a cyclic relationship. When we wish to create a new
master-slave relationship (which may be the result of a new peer-to-peer relationship), we can add the
edge to the graph and check to see if, with the addition of this new edge, the graph is still acyclic. This
can be checked by using a number of different algorithms, which will be described in the following
sections.

This process of collapsing the peers can be described formally as follows:

1. Create a graph G with nodes x1, x2, ... , xn where n is the number of parameters

2. Create a directed edge between xi and xj if xiis the master of xj . We use the existing relation-
ships as well as the new relationship which is to be checked.

3. In the instance where 2 nodes, xi and xj , are in a peer-to-peer relationship, combine them into
a single node y. For all edges (a, b) and (c, a) where a ε {xi, xj}, create new edges (y, b) and
(c, y) and remove the edges (a, b) and (c, a) as well as the nodes xiand xj from the graph G.
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Note that as in the previous step, we use the existing relationships as well as the new relationship
which is to be checked.

7.8.2 Directed Graph Methods

In graph theory, a graph is acyclic (contains no cycles) if and only if it can be represented as a tree.
So to check if the graph is cyclic we need to show that it can’t be represented as a tree. There are a
number of algorithms which can be used to check if a graph is a tree (or a forest of trees).

A graph is a tree if and only if it satisfies the following criteria: it is connected and acyclic. Since all
of our graphs (or their subgraphs) are connected because an edge is put in place if there is a master-
slave relationship, a graph is a tree if and only if it is acyclic. This means that we can use algorithms
to determine either whether the graph is acyclic (such as the tracing approach discussed in the next
section) or whether it is a tree. There are a number of algorithms which exist to check if a graph is a
tree. This section discusses the different graph theory approaches which can be used to determine if
a graph is a tree (or acyclic). These are termed Directed Graph Methods.

7.8.2.1 Determine if a graph can linearly ordered

In graph theory, a topological sort or topological ordering is a linear ordering of the nodes of a graph
in which each node comes before all nodes to which it has outbound edges [56]. This means that if
you numbered the nodes for a graph based on this ordering, for each edge (a, b), a < b where a and b
are the numbers for their respective nodes. A theorem states that the nodes on a graph can be linearly
ordered if and only if the graph is acyclic [56]. The following algorithm can be used to perform linear
ordering of a graph:

Let X be an empty list where we put the sorted nodes

Let Y be the set of all nodes with no incoming edges

while Y is non-empty:

remove a node n from Y

insert n into X

for each node m with an edge e from n to m do

remove edge e from the graph

if m has no other incoming edges then

insert m into Y

Once this algorithm has completed, if the graph still contains edges then the graph has a cycle other-
wise X contains a possible linear order for the graph.
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(a) Initial Graph (Iteration 0)

(b) Iteration 1

(c) Iteration 2

(d) Iterations 3 to 5

Figure 7.12: Linear Ordering Algorithm on a graph with no cycles

Consider the graph shown in Figure 7.12 (a). Figure 7.12 shows the graph as the linear ordering
algorithm progresses, while Table 7.1 shows the lists X and Y as the algorithm progresses.
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Iteration List Values

0 X -
Y A, C

1 X A
Y C, D

2 X A, C
Y D, B

3 X A, C, D
Y B, E

4 X A, C, D, B
Y E

5 X A, C, D, B, E
Y -

Table 7.1: Linear Ordering Algorithm Lists

At Iteration 5, List Y is empty and the graph contains no edges. This means that in this graph, a
topological sort is possible and hence it contains no cycles.

Consider the graph shown in Figure 7.13 (a). Figure 7.13 shows the graph as the linear ordering
algorithm progresses, while Table 7.2 shows the lists X and Y as the algorithm progresses. At the end
of Iteration 1, List Y is empty. The graph, however still contains edges (as can be seen in Figure 7.13
(b)), which means that in this graph, a topological sort is not possible and hence it contains one or
more cycles and is not acyclic.

(a) Initial Graph

(b) Iteration 1

Figure 7.13: Linear Ordering Algorithm on a graph with a cycle
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Iteration List Values

0 X -
Y C

1 X C
Y -

Table 7.2: Linear Ordering Algorithm Lists

7.8.2.2 Peel off the leaves of the tree

If a graph is acyclic then it must have at least one node which is a leaf (has no outbound edges). So
this algorithm peels off the leaves of the graph until there are either no leaves or our graph is empty.
If the graph is empty, then it is acyclic. If it is not empty, then at least one cycle exists. The algorithm
can be implemented by maintaining a list of nodes which have been peeled off. Once the algorithm
has completed, if this list shows that all nodes have been peeled off, then we can conclude that the
graph is acyclic.

(a) Initial Graph

(b) Iteration 1

(c) Iteration 2

Figure 7.14: Peeling Leaves Algorithm on a graph with no cycles

Consider the graph shown in Figure 7.14 (a). Figure 7.14 shows the graph as the algorithm progresses.
Once the algorithm has completed, the graph is empty, which means that the graph is acyclic.
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Index Node Initially Iteration 1 Iteration 2 Iteration 3

0 A 0 0 0 1

1 B 0 1 1 1

2 C 0 0 1 1

3 D 0 0 1 1

4 E 0 1 1 1

Table 7.3: List of nodes peeled off

Table 7.3 shows the list which is used to note which of the nodes have been peeled off as the algorithm
progresses. When the value in the list is a 1, it has been peeled off, and when it is a 0, it has not been
peeled. Once the algorithm has completed, there are no 0s present in the list, which means that the
graph is empty and hence the graph is acyclic.

Consider the graph shown in Figure 7.15 (a). Figure 7.15 shows the graph as the algorithm progresses.
We know that this graph is cyclic. Once the algorithm has completed, we can see in Figure 7.15 (c)
that the graph contains no leaves and is not empty. We can therefore conclude that this graph is not
acyclic.

(a) Initial Graph

(b) Iteration 1

(c) Iteration 2

Figure 7.15: Peeling Leaves Algorithm on a graph with a cycle

Table 7.4 shows the list which is used to note which of the nodes have been peeled off as the algorithm
progresses. When the value in the list is a 1, it has been peeled off and when it is a 0, it has not been
peeled off. Once the algorithm has completed, there are still 0s present in the list, which means that
the graph is not empty and hence the graph is not acyclic.
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Index Node Initially Iteration 1 Iteration 2

0 A 0 0 0

1 B 0 1 1

2 C 0 0 1

3 D 0 0 0

4 E 0 0 0

Table 7.4: List of nodes peeled off

7.8.2.3 Perform a depth first search

A depth first search is a systematic method for exploring a graph. In this method, the graph is traversed
systematically until a leaf node is found. At this point, the algorithm backtracks to one of the leaf’s
other parents and explores any other children. In this manner, every node of the graph will be explored
eventually.

There is a theorem in graph theory which states that a directed graph is acyclic if and only if a depth
first search reveals no back-edges [56]. A back-edge is an edge in a graph which points from a node
to one of its ancestors. To determine if there are back-edges, we pick a node with no incoming edges
and traverse all connections according to the direction of the edge - marking that node as travelled.
This process is continued with each node being marked as it is traversed. If we travel to a marked
node then we have encountered a back-edge and the graph is not acyclic and hence is not a tree. This
process is repeated for each node with no incoming edges.

Consider the graph shown in Figure 7.16 (a). Figure 7.16 shows the graph as the algorithm progresses.
As the nodes are traversed, they are marked in the figures. Once the algorithm has completed, we have
traversed all connections and not encountered a marked node. This means that the graph is acyclic.
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(a) Initial Graph

(b) Iteration 1

(c) Iteration 2

(d) Iteration 3

Figure 7.16: Depth First Search Algorithm on a graph with no cycles

Consider the graph shown in Figure 7.17 (a). Figure 7.17 shows the graph as the algorithm progresses.
As the nodes are traversed, they are marked in the figures. While the algorithm in progressing, we
traverse a marked node (Node A), which means that we have encountered a back-edge and hence the
graph is not acyclic. This is shown in Figure 7.17 (d) with the back-edge marked.
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(a) Initial Graph

(b) Iteration 1

(c) Iteration 2

(d) Iteration 3

Figure 7.17: Depth First Search Algorithm on a graph with a cycle

7.8.2.4 Matrix operations

For any graph, we can map the edges to an adjacency matrix A with elements aij where i is the row
and j is the column of the matrix. In this matrix, aij = 1 where there is an edge from node i to node
j.

Consider the graph shown in Figure 7.18. The mapping of the nodes is shown in Table 7.5.
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Figure 7.18: Example Graph

1 2 3 4 5

A B C D E

Table 7.5: Node mapping

The adjacency matrix for this graph would be as follows:

A B C D E

A 0 1 0 1 0
B 0 0 0 0 0
C 0 1 0 0 0
D 0 0 0 0 1
E 1 0 0 0 0

We can perform matrix operations on the adjacency matrix to determine properties of the graph, such
as whether or not the graph is acyclic. Three approaches were investigated:

1. Using the Determinant of the Matrix

2. Using the Eigenvalues for the Matrix

3. Using a Path Matrix (Creating a Path Graph)

Using the Determinant of the Matrix

Theorem 1 (which follows) is a theorem which has been proved by the author to enable the use of
some graph theory results based on the determinant value of the adjacency matrix.

Theorem 1: If a join graph is acyclic with an adjacency matrix A, then det(A) = 0

Proof:

Consider the join graph for a graph with n nodes and an adjacency matrix A.

Assuming the graph is acyclic, there needs to be at least one node which does not have any incoming
edges. This will result in one of the columns of the adjacency matrix only having zeros. There is a
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theorem which states that if A has a row of zeros or a column of zeros then det(A) = 0 [6]. Therefore
if the join graph is acyclic with an adjacency matrix A, then det(A) = 0

Using the contrapositive, if det(A) 6= 0 then the join graph is not acyclic. The reverse does not follow.
If the graph is not acyclic, it does not imply det(A) 6= 0

Consider the following example:

A =

0 1 0

1 0 0

0 1 0

det(A) = 0(0− 1) + 1(0− 0) = 0

This graph is cyclic and the determinant is 0.

Using the Eigenvalues for the Matrix

From work done by McKay et. al. [87], we know that the number of acyclic directed graphs with n
labelled vertices is equal to the number of nxn matrices whose eigenvalues are real positive numbers.

An eigenvector of a square matrix A is a non-zero vector v which when multiplied by the matrix,
yields a constant multiple of v (the multiplier is commonly denoted by λ) - i.e. Av = λv. λ is called
the eigenvalue of A corresponding to v.

A corollary of Mc Kay et al.’s theorem states that if the eigenvalues of the (0,1) matrix A are positive,
then the graph of A is acyclic.

There are a number of methods which can be used to determine the eigenvalues of a matrix. There are
methods such as QR decomposition which creates an upper triangle matrix [6]. These methods rely
on the matrix being invertible. In our case, numerical methods such as QR decomposition cannot be
used since the eigenvalues only need to be evaluated in the cases where the determinant is 0. Having
a determinant of 0 implies that the matrix does not have an inverse matrix, which means that these
numerical methods cannot be used. The characteristic equation can be determined and then the roots
calculated using numerical methods. However, these calculations are slower and it would be quicker
to just perform one of the previous methods to determine if the graph is cyclic.

Using a Path Matrix (Create a Path Graph)

Another method to determine if the matrix is cyclic is to construct a matrixB fromA in which bij = 1

if there is a path from i to j in the join graph of B. This matrix is termed a path graph. To check
if a new join between node i and node j would cause a circular join, we would just need to check if
bji = 1. If bji = 1 then there is an indirect relationship between node j and node i, which means that
indirectly node j is already master of node i and hence a new join between node i and node j would
create a circular join. This matrix can be maintained in the same manner as A and updated as joins
are created.
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Consider the join graph shown in Figure 7.18. In this case the adjacency matrix, A, would be the
following:

A (1) B (2) C (3) D (4) E (5)

A (1) 0 1 0 1 0
B (2) 0 0 0 0 0
C (3) 0 1 0 0 0
D (4) 0 0 0 0 1
E (5) 1 0 0 0 0

In this graph, we notice that there are paths between nodes such as the path between node 1 and node
5. As described above, a new matrix B can be constructed. In this case it would be as follows:

A (1) B (2) C (3) D (4) E (5)

A (1) 0 1 0 1 1
B (2) 0 0 0 0 0
C (3) 0 1 0 0 0
D (4) 0 0 0 0 1
E (5) 1 0 0 0 0

Notice that b15 = 1 in this matrix, since there is a path between node 1 (A) and node 5 (E). Creating a
master-slave join between node 5 and node 1 where node 5 is master of node 1 would create a circular
join. Since b15 = 1, the join would be considered invalid and a circular join would not be created.
The graph formed using the Path Matrix as an adjacency matrix is referred to as the Path Graph.

7.8.3 Directed Graph Method with Collapsing Peers

The collapsing peers method (detailed in Section 7.8.1) can be used to reduce the number of nodes
in the graph, while any of the directed graphs methods described in the previous section can be used
to check if a graph is cyclic. The Directed Graph Method with Collapsing Peers can be described
formally as follows:

1. Create a new graph, G, with collapsed peers using the collapsed peers model

2. Check if G is cyclic using one of the directed graph methods.

7.8.4 Tracing Method

The tracing method is a proposed method which considers a subgraph of the network and checks to
see if there is a relationship between two nodes which are being joined. This method assumes that
initially there is a join graph in which there are no circular joins. The tracing method traverses the
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existing paths from the two nodes which represent the parameters to be joined and checks to see
whether there is already a relationship between them which would cause a circular join.

Figure 7.19 shows the graph used to explain the tracing method.

Figure 7.19: Graph used for the tracing method

In this graph, there is an indirect relationship between A and F. A is master of B (and hence all of
its peers), B is a peer of D, and D is a master of F. This means that a change to parameter A results
in a change in parameter F. If we were considering creating a master-slave join between parameter F
and parameter A, where F would be master of parameter A, we would trace all the relationships from
parameter A and check if F would be changed if parameter A is changed (which is the case in this
example). This means traversing all slaves of A and all further slaves. The algorithm for this method
can be described formally as follows:

Consider a proposed join between node a and node b

1. Let x=b

2. If x==a then the proposed join is not valid

3. For all slaves y of x, Let x=y and go to step 2

Applying this method to the join graph shown in Figure 7.19, let us consider a proposed join between
node F and node A. We will traverse the slaves of A (B, C, D and G which are peers). Only D has a
slave (F) so we will then conclude that the join is invalid since there is a indirect relationship between
A and F.

7.8.5 Hybrid approach

We can use the tracing method with the graph generated using the collapsing peers method. This is
termed the hybrid approach.

Figure 7.20 shows an example graph and the new graph after using the collapsing peers method to
create a new graph.
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(a) Without Collapsing Peers (b) With Collapsing Peers

Figure 7.20: Using the Tracing Approach with and without collapsing peers

When a join is created between Parameter G and Parameter A and we are using the tracing method
without collapsing the peers on the graph shown in Figure 7.20 (a), at most 6 edges would need to
be traversed (1, 2, 3, 4, 5, 6), whereas when using the hybrid approach (i.e. collapsing the peers and
using the tracing approach), at most 4 edges would need to be traversed (9, 10, 11, 12) (this graph is
shown in Figure 7.20 (b)). In this case, a circular relationship would be created with this join. Both
methods reveal an indirect relationship between Parameter A and Parameter G.

7.9 Scenarios

In order to effectively evaluate the methods described in the previous section, we need to consider
real scenarios which an audio engineer would typically encounter. For each scenario, we need to
consider the audio network and then determine what joins would be created. This can be used to
create example join graphs, which can be used to test the methods described in the previous section.

We will consider three different real life scenarios and take a look at how the methods would be
applied to each scenario.

In order to develop our scenarios, we refer to the AES R-10 standards document [40] which details
use cases for networks in professional audio. This document was compiled by the AES SC-02-12
working group with input from industry (including professional audio companies such as Shure, SSL
and UMAN). It details three application areas - Recording, Live Sound and Installations. For each of
these application areas, we review a case study of an existing system and from this, develop a system
which we use for a test scenario. This system is based on the use cases presented in AES-R10 and
information obtained from the case study. Once the scenarios for each application area have been
described, this chapter then describes how joins could be used in each of these application areas and
gives the join graph which we use for testing purposes.

7.9.1 Description of Scenarios

This section gives a description of each of the three different application areas for professional audio
equipment - Recording, Live Sound and Installations. Firewire networks are used in each of these
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examples. This is followed by a commercial example within each area and then the network which is
to be used for testing purposes. In these networks, we are not concerned with the particular equipment
used but rather with the number of input, output, and auxiliary channels which need to be transmitted
across the network, as these determine the number of control parameters. In each application area,
unless otherwise specified, we are also only concerned with the largest and most complex use case
since the other use cases can be represented as a subset of the largest use case.

7.9.1.1 Recording

AES R-10 [40] details three different use cases for the recording application area - Portable Record-
ing Studio, Desktop Recording Studio and Professional Recording Studio. In this section we shall
focus on the design of a professional recording studio since it is the largest of the three and the most
complex.

The requirements for the design of a professional recording studio are specified as follows in the AES
R-10 document [40]:

• The capability to scale and easily add or remove new equipment

• Being able to record multiple different channels simultaneously in different configurations.
These can range from a single source such as a guitar or microphone to a large orchestra

• Many inputs and outputs

• Support for music to be performed and captured live from many different analogue and digital
sources.

• Multiple sources and destinations and flexible routing between rooms

• Monitoring in each of the studio rooms as well as in the control rooms

• A large-format tactile control surface

• Facilities to record, mix and master

The studio may consist of one or several recording rooms and separate control rooms. In each of these
rooms, there would be a number of different inputs, outputs and controls for the different analogue
and digital sources, as well as for monitoring and control.

An example network was created based on a case study of two different recording studios - M-Studios
and Sound Pure Studios. These were chosen as examples since they provide comprehensive lists of
equipment on their websites and they are both professional recording studios. The details of the case
study may be found in Section E.1 of Appendix E.
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Our Example Network

Our example studio facility will contain a vocal booth, a drum booth, an amp room, a control room
and a ’big’ room. In the vocal booth and amp room there will be 8 input channels, in the drum booth
24 input channels, while in the big room, 48 input channels. For monitoring purposes there will be a
number of 16 channel digital mixing consoles in which headphones can be used as well as powered
speakers. In the control room, there are two sets of monitor speakers as well as 5 speakers and a sub
for mixing 5.1 surround sound. The equipment list is therefore as follows:

• 12 x digital mixers and headphones

• 18 x powered speakers, 2 powered subs

• 1 x control surface

• 1 x 24 channel mixing console

• 1 x 48 channel mixing console

• 1 x PC with audio interface for recording

• 11 x analogue to digital converter boxes with 8 input channels

Figure 7.21 shows a diagram of a firewire network using these components. This figure shows the five
different rooms and the components in each of the rooms. It also shows how the devices would be
connected together using firewire routers. This network is used for the join scenario in this application
area. Section 7.9.2 describes the scenario and presents the join graph which is used.

7.9.1.2 Live Sound

AES R-10 contains four different use cases for live sound installations - a coffee house, a club, a
concert hall and a festival. The largest of these four is the festival use case in which there are several
bands with one or more stages, possibly appearing over several nights. This is an extension of the
concert hall use case. The important difference between a stage in a festival and that of a concert hall
is that a festival contains more devices (particularly amplifiers), since festivals are usually held at an
outside venue and cater for more people than in a typical concert hall. As mentioned, a festival can
contain stages apart from the main stage. These stages are typically isolated and either replicas or
smaller versions of the main stage. It is therefore only necessary to focus on a single stage within a
festival.

By investigating the contents of a typical concert hall and a stage within a festival as detailed in AES
R-10 [40], we can conclude that a typical single system contains the following equipment:

• A number of loudspeakers - these may either be in the form of stacks or line arrays
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Figure 7.21: Example Network for Recording

• A number of amplifiers

• Large-scale front of house and monitor mixing consoles (usually between 48 and 96 channels)

• Snakes to carry audio from the stage to the front of house and monitor mixing consoles

• Cube-type monitor speakers and in-ear monitors

• Microphones and Instruments (these can be wired or wireless)

• Instrument Cables, Microphone Cables and Speaker Cables

• Effects racks

In this scenario, the monitor speakers are usually mixed by a separate, dedicated monitor engineer
and a multi-track recording of the performance is sometimes captured.
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Based on a case study of two example live sound systems from different manufacturers - Crown
Amplifiers and Yamaha Pro Audio - and the requirements specified in AES R-10 [40], an example
network was created. The details of the case study may be found in Section E.2 of Appendix E.

Example Network

From the description given in AES R-10 [40] and the example systems from Crown Amplifiers and
Yamaha Pro Audio, we can get a good idea of the components which are required for an example
network for live sound. This section gives the details of the example network which can be used for
the live sound application area. As mentioned, this network is designed to be used for a single stage
at a festival. Our example network contains the following professional audio components:

• 2 x 48 channel mixers (using 48 input channels and 32 output channels as in the Yamaha exam-
ple)

• 10 x 16 channel mixers for individual monitor mixes

• 1 x PC for recording

• 6 x Monitor amplifiers for cube-type monitor speakers

• 2 x Arrays (Left and right) consisting of 12 speakers and 6 amplifiers

• 1 x Center array containing 4 speakers and 2 amplifiers

• 16 x Bass bins with 8 amplifiers

• 1 x Amplifier for left and right front fill

• 2 x Speakers for left and right front fill

• 2 x Amplifiers (1 speaker and a sub) for left side fill, right side fill as well as drummer monitors

This leads to a total of 2 mixing consoles, 33 amplifiers and a PC which need to be included in the
network. Figure 7.22 shows a diagram of a network using these components. This network is used
for the join scenarios in this application area. Section 7.9.2 describes the scenario and presents the
join graph which is used.
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Figure 7.22: Example Network for Live Sound

7.9.1.3 Installations

AES R-10 contains two different use cases for installations - a standard room installation with inter-
connections and a large-scale conference system. This section focuses on the large-scale conference
system since it is larger and more complex. Such a system can contain many different rooms and
devices spread out over a large venue, with separate control rooms controlling many different devices
throughout the conference center.

In such a conference center, there also needs to be facilities for translation, and separate audio chan-
nels need to be routed to different headphones and speakers according to the conference requirements.

AES R-10 [40] specifies that a conference center may consist of the following:

• A complex central matrix with up to 4000 or more input and output channels

• Analogue microphones at each seat
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• Auto mixer (this reduces the level to eliminate the possibility of feedback in the case of multiple
microphones)

• Distributed and delay compensated speaker system

• Facilities for translators and headphone sets for conference participants

Based on a case study of two large installations - the City Center on the Las Vegas Strip and the
Oregon Convention Center - and the requirements specified in AES R-10 [40], an example network
was created. The details of the case study may be found in Section E.3 of Appendix E.

Example Network

For our example network we consider a large convention center such as the ones described in Section
E.3 of Appendix E. In these examples, most of the speakers are ceiling speakers. We include facilities
for 10 different translators and wireless headsets for translation plus a number of microphones in a
discussion room. We also have a large exhibition space which contains a number of speakers. The
equipment list of our convention center is as follows:

• 200 x Powered ceiling speakers for the exhibition space

• 20 x Digital mixing consoles for possible venues or when meeting rooms are partitioned

• 10 x Digital to analogue converters in the rooms made available for translators

• 100 x Wireless receivers

• 100 x 2-channel input systems

• 20 x Amplifiers which can connect to passive speakers for when meetings rooms are partitioned

• 1 x PC for configuring routing in the system

Figure 7.23 shows a diagram of a network using these components with the components placed in
their respective parts of the venue. Since there are 20 ceiling speaker clusters, 10 translation rooms
and 20 breakout rooms, these component types are shown in Figure 7.23 below the conference venue,
while within the conference venue’s network diagram each component is depicted as a circle. This
network is used for the join scenarios in this application area. Section 7.9.2 describes the scenario
and presents the join graph which is used.
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Figure 7.23: Example Network for Installations

7.9.2 Description of Join Scenarios and their associated graphs

For each of the application areas described in the previous section, a scenario needs to be developed
in which joins would be used, so that a join graph can be developed. This section describes such a
scenario for each of the application areas and presents a join graph that will be used for testing the
algorithms described in the next section. These three join scenarios are applied specifically to the
example networks described in the previous section.

Recording

Assume that there are a number of instrumentalists who each have their own monitoring requirements.
These instrumentalists might be in separate rooms, such as the vocal room or even need monitoring
from an amp room (such as the case of a guitarist who is using amps located in the amp room).
There is also a master mix so that each person can hear the other instruments which are playing their
respective parts. Different sections (such as strings) may be grouped in such a manner that a master
fader will be able to adjust all of the slaves.
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For our example network, the following joins will be created:

• Relative master-slave join between a master fader in the control room and each of the channels
(16) for the 10 individual monitor mixers.

• Peer-to-peer join between the parameters on the control application running on the PC within
the control room (such as gain and equalisation parameters) and each of the parameters for the
individual mixes so that the control room and the individual mixes are synchronised.

• Relative master-slave join between the master and individual mixers for the high, mid and low
parameters in the equalizer.

Figure 7.24 shows a depiction of a part of the join graph for this scenario for a single channel being
sent to two individual monitor mixers.

Figure 7.24: Join Graph for Recording (channel 1 for two individuals)

This join graph shows 20 nodes. A master-slave join is created between channel 1 of the main monitor
mixer and channel 1 on each of the individual monitor mixers. In this scenario, a master-slave join is
set up for 4 different parameters related to the channel - gain, high, mid and low. The control room
contains a PC which runs a control application. In this scenario, peer-to-peer joins are established
between the control room controller parameters and the individual monitor mixer parameters. This
means that the monitor mixer is a logical master of the parameters in the control application, and
hence included in the join graph.



CHAPTER 7. MODELLING AND ANALYSING JOINS 183

In this scenario, a circular join could be created if a master-slave join was established between one
of the controller application control parameters for a channel and a parameter on the monitor mixer
within the control room, as shown in Figure 7.24. Additional relationships between the parameters
for different channels would introduce additional possibilities of creating a circular join.

By extending the example presented above to include 10 individuals and 16 channels, a join graph
containing 1344 nodes is constructed (where each node represents a parameter). The nodes are as
follows:

• 16 master gain controls on the control room monitor mixer, as well as 16 high, mid and low
controls on the control room monitor mixer.

• 16 gain controls on each of the 10 individual monitor mixers, 16 high, mid and low controls on
each of the 10 individual monitor mixers.

• 640 control application parameters for the individual monitor mixers.

Live Sound

In a large concert, each instrumentalist will ideally have their own monitor mix. Typically an engineer
will also be present who controls the overall monitor mix, while each instrumentalist will make slight
tweaks to their own monitor mix. This is similar to the example presented in the previous section but
in this case the monitor engineer controls the mix, not the studio engineer. Master-slave relationships
can be created between the monitor console and each musician’s individual console. In a live sound
scenario, there is also a front of house engineer who is responsible for the sound which is delivered to
the audience. The front of house engineer may wish to link the equalisation parameters for the front
of house console with the equalisation parameters of the monitor console.

Compressors and Reverb are often applied to vocals. The audio engineer may wish to have a master
control to increase the reverb on all of the reverb units. These can be linked using a master-slave
relationship.

In a typical live sound setup there are numerous amplifiers. The audio engineer may wish to adjust
the volume on all of the amplifiers using a master control. This may also be true for each of the
component stacks.

For our example network, the following joins will be created:

• Relative master-slave joins between a master fader on the monitor mixing console and each of
the channels (16) for the 10 individual monitor mixers.

• Peer-to-peer joins between parameters on a control application running on a PC and each of the
parameters for the individual mixers.

• Relative master-slave joins between the main monitor mixing console and individual mixers for
the high, mid and low equalization parameters.
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• Master-slave relationship between the master volume on the front of house mixing console for
each amplifier stack and all the amplifiers in each stack.

• Peer-to-peer joins between the gain parameters of amplifiers within each stack.

Figure 7.25 shows a depiction of a part of the join graph for this scenario for a single channel being
sent to two individual monitor mixers, the front of house (FOH) mixer and two speaker stacks, each
containing two amps.

Figure 7.25: Join Graph for Live Sound (channel 1 for two individuals and two speaker stacks)

This join graph shows 26 nodes. A master-slave join is created between channel 1 of the monitor
mixer and channel 1 on each of the individual mixes. In this scenario, a master-slave join is set up for
4 different parameters related to the channel - gain, high, mid and low. The front of house controller
has a PC which runs a control application. In this scenario, peer-to-peer joins are established between
control application parameters and the individual monitor mixer parameters. This means that the
monitor mixer is a logical master of the parameters in the control application, and hence included in
the join graph. The front of house mixing console has parameters to control the gain of the amps
within each of the speaker stacks. Master-slave joins are created between the gain parameter on the
front of house mixing console for the amp stack with the gain parameter of each of the two amplifiers
that are contained within that stack.

In this scenario, a circular join could be created if a master-slave join was established between the one
of the controller application parameters for a channel of the individual mixer and the corresponding
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channel on the main monitor mixer. This is shown in Figure 7.25. Additional relationships between
the parameters for different channels would introduce additional possibilities of creating a circular
join.

By extending the example presented above to include 10 individuals and 16 channels for monitors,
as well as the six speaker arrays, a join graph containing 1374 nodes (where each node represents a
parameter). The nodes are as follows:

• 16 master gain controls on the monitor mixer, 16 high, mid and low controls on the monitor
mixer.

• 16 gain controls on each of the 10 individual monitor mixers, 16 high, mid and low controls on
each of the 10 individual monitor mixers.

• 640 controller parameters for the individual monitor mixers

• 6 master gain parameters for front of house speaker arrays and front fills

• 6 amp gains for left speaker array

• 6 amp gains for right speaker array

• 2 amp gains for center speaker array

• 1 amp gain for left front fill

• 1 amp gain for right front fill

• 8 amp gains for bass bins

Installations

Within a conference center, many amplifiers are deployed throughout the venue. A control room
would need to be able to control the volume of signals which are being sent to the different rooms. In
this case, a master control parameter would adjust all of the volumes of the amplifiers. The convention
center may be divided into segments, in which case a master controller would be required for each of
these segments.

Our example network contained a number of ceiling speaker clusters. Each of these clusters will be
considered as a segment. For our example network, the following joins will be created:

• Master-slave join between a volume control in the control room and a volume parameter on
each of the amplifiers deployed in the conference center.

• Master-slave join between a volume control in the control room and a volume parameter on
each of the amplifiers deployed in a segment of the conference center. This would be done for
each segment.
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• Peer-to-peer joins between the amplifiers for each segment to ensure that all of the amplifiers
within the segment have the same volume.

Figure 7.26 shows a depiction of a part of the join graph for this scenario for a single speaker cluster
(segment) containing two amplifiers and two partitioned rooms. It also shows the control parameters
on the control application which is running within the control room.

Figure 7.26: Join Graph for Installations

This join graph shows 9 nodes. A master-slave join is created between a volume parameter within the
control room for each of the amplifiers and the volume parameter on each of the amplifiers. A master-
slave join is also created between the volume parameter within the control room for the segment and
the volume parameter of the two amplifiers contained within the speaker cluster.

In this scenario, if a wall controller (WC in Figure 7.26) was installed in partitioned room 1 and a
peer-to-peer relationship was established with the amp (which means that the control room parameter
is a logical master of the wall controller parameter) a circular join could be created if a master-slave
join was established between the wall controller and the control parameter in the control room, as
shown in Figure 7.26.

By extending the example presented above to include 10 partitioned rooms, 10 translation rooms and
20 speaker clusters containing 10 speakers, a join graph containing 480 nodes is constructed (where
each node represents a parameter). The nodes are as follows:

A join graph for this scenario would contain 480 nodes. They are as follows:

• 20 controller volume parameters in the control room for each of the segments

• 200 volume parameters for the ceiling speaker amplifiers

• 20 volume parameters for the amplifiers in the partitioned rooms

• 10 volume parameters for the amplifiers in the translation rooms

• 230 controller volume parameters in the control room for the amplifiers
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7.10 Evaluation of methods

This section evaluates the methods presented in Section 7.8 using the scenarios presented in the pre-
vious section and determines which is the best method or combination of methods to use in the
simulated environment.

7.10.1 Tests to evaluate the different methods

From the methods discussed in Section 7.8, there are a number of tests which need to be performed
in order to determine which is the best method to use to evaluate whether there are circular joins or
not. The methods were as follows:

• Directed Graph Methods (described in Section 7.8.2)

– Check if we can perform a linear ordering of nodes in the graph

– Peel the leaves off the tree

– Perform a Depth First Search

– Perform Matrix Operations

* Create a path graph

• Directed Graph Methods with Collapsing Peers (described in Section 7.8.3)

• The Tracing Method (described in Section 7.8.4)

• The Hybrid Method - which is the Tracing Method with collapsing peers (described in Section
7.8.5)

There are essentially two approaches to testing joins - one where tests are performed as the join graph
is constructed and one where an entire complete join graph is tested for cycles.

To evaluate the above methods, the methods were implemented as C++ programs which utilise a two
dimensional array to store the graph as an adjacency matrix. Timing was performed for each method
using the Unix ’time’ command. As there are two approaches to testing, two sets of tests had to
be performed on the join graphs (with and without collapsing peers) to evaluate all of the methods
effectively. They are as follows:

1. Checking the entire join graph for circular joins

2. Building up a join graph iteratively and using the methods to check for circular joins at each
iteration before creating the join.

In the first set of tests (Entire Join Graph), the following tests are performed on the two join graphs
(with and without collapsed peers) for each scenario, to evaluate checking the entire graph for circular
joins:
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• Construct a new graph which shows if there are any paths between two nodes (Path Graph) and
check are any 1s along the diagonal of the matrix (i.e. there is a path from one node to itself)

• Perform a depth first search (Depth first search) on the entire graph

• Perform a Linear Ordering of the nodes (Linear ordering) on the entire graph

• Peel the leaves off the tree (Peel leaves) on the entire graph

• Use the tracing method to check if there is a path between any of the two nodes (Tracing
Method)

In the second set of tests, the following tests are performed before each join is created to determine if
that join causes a circular join:

• Check if there is there is an edge between the two nodes in the Path Graph. Update the path
graph to include the new join.

• Perform a depth first search (Depth first search) after each join is created

• Perform a Linear Ordering of the nodes (Linear ordering) after each join is created

• Peel the leaves off the tree (Peel leaves) after each join is created

• Use the tracing method to check if there is a path between the two nodes being joined (Tracing
Method)

In the second set of tests, we start with an empty join graph and use the methods to evaluate whether
or not the join creates a circular join. If it does not create a circular join, the join is created. As before,
the Unix ’time’ command was utilised to perform timing. These tests are also done with and without
the collapsing peers method for each scenario. The results of these two sets of tests will be described
in the following section.

7.10.2 Test results and evaluation

The previous section presented the tests to be performed in order to evaluate which algorithm is
optimal for determining whether or not there is a circular join. This section shows the results of these
tests using the join graphs for the three scenarios - live sound, recording and installations - which
were described in Section 7.9.2. This section seeks to answer the following questions:

• Should we collapse peers?

• Which algorithm is the fastest?

• Which algorithm uses the least amount of memory?

• Which algorithm is the best overall, based on a combination of speed and memory utilisation?
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Collapsing Peers

The collapsing peers method decreases the number of nodes in the graph, which means that all of the
algorithms will be performed faster. The collapsing of peers occurs whenever a peer-to-peer join is
created. In terms of time, there are two factors to consider - how long it takes to collapse the peers
and how much improvement this leads to in terms of algorithm time. In terms of resources, we also
need to consider the memory reduction with the collapsing peers method. In each of the tables, the
scenarios are numbered as follows:

1. Live Sound (described in Section 7.9.1.2)

2. Recording (described in Section 7.9.1.1)

3. Installations (described in Section 7.9.1.3)

Table 7.6 show the size of the graph for each of the three scenarios, the time to collapse peers, and the
times for each of the five algorithms with and without the use of the collapsed peers approach from
the first set of tests.

Normal Collapsed Peers

Scenario 1 2 3 1 2 3

Nodes in Graph 1374 1344 480 716 704 50

Collapse Peers 1.54 1.28 0.05 - - -

Linearly ordering 0.0979 0.0502 0.004 0.0179 0.0114 0.000044

Depth First Search 0.0138 0.0023 0.00006 0.0017 0.0015 0.000005

Peel Leaves 0.0003 0.0011 0.0003 0.0001 0.0002 0.000004

Create a Path Graph 0.0127 0.0122 0.0015 0.0034 0.0032 0.000016

Tracing Method 5.5 4.7010 0.3080 0.7720 1.0920 0.0005

Table 7.6: Timing Results (in seconds) for the five algorithms with and without the use of the collapsed
peers approach

This table shows how collapsing peers improves the times for all of the algorithms.

Table 7.7 shows the ratio between the time taken without the use of collapsing peers and the time
taken when collapsing the peers.

1 2 3

Linearly ordering 5.4693 4.4035 90.9091

Depth First Search 8.1177 1.5333 12

Peel Leaves 3 5.5 75

Create a Path Graph 3.73530 3.8125 93.75

Tracing Method 7.1244 4.3049 616

Table 7.7: Ratio between time taken without the use of collapsing peers and the time take when
collapsing peers
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Table 7.7 shows that the time for the algorithms is improved by a factor of between 1.5 and 616.
Collapsing Peers, however, does take time and it is questionable as to whether the improvement
is worth it, since collapsing the peers takes between 0.05 and 1.54 seconds for each of the three
scenarios.

Table 7.8 shows the number of nodes in the graph with and without the use of collapsing peers, as
well as the reduction in the amount of memory (in bytes) required to store the graph.

Normal Collapsed Peers

Scenario 1 2 3 1 2 3

Nodes in Graph 1374 1344 480 716 704 50

Memory Usage 1887876 1806336 230400 512656 495616 2500

Memory Improvement - - - 1375220 1310720 227900

% Improvement - - - 72.84% 72.56% 98.91%

Table 7.8: The effect of collapsed peers on number of nodes and memory utilisation

The reduction in the number of nodes leads to a significant reduction in the amount of memory which
is used to store the graph. This table shows that the memory usage is reduced by between 72.56 and
98.91 percent. This also needs to be considered when deciding whether or not to collapse the peers
into a single node.

Multiple nodes can be collapsed into a single node at the same time as the relationships are established.
Therefore, a better indication would be to evaluate the amount of time which is required to create all
the joins in the graph and at the same time run the test algorithms. This is done in the second set of
tests in which we start with an empty join graph and use the methods to evaluate whether or not the
join creates a circular join. If it does not create a circular join, the join is created. This is done for
each join until all of the joins are performed.

Table 7.9 shows the time taken for the second set of tests for the three scenarios with and without
collapsing peers.

Normal Collapsed Peers

Scenario 1 2 3 1 2 3

Linearly ordering 27.87 25.917 0.842 23.596 25.8 0.065

Depth First Search 4.165 4.043 0.135 3.259 4.322 0.028

Peel Leaves 0.096 0.042 0.049 0.224 0.174 0.019

Path Graph 0.077 0.056 0.004 0.373 0.395 0.033

Tracing Method 0.049 0.045 0.004 0.401 0.517 0.048

Table 7.9: Time (in seconds) taken for second set of tests

This table shows that collapsing peers improves the times for the linear ordering method and the
depth first search. It only improves the speed of peeling leaves for the installation scenario. This
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table suggests that in terms of algorithm time, it is best to only collapse peers when using the linear
ordering method or the depth first search method. However, this should be weighed up against the
improvement in memory utilisation.

The question of whether or not to collapse peers is largely case specific. It depends on the number of
nodes, at what point the peers are collapsed and how many peer-to-peer joins are created. The large
reduction in the amount of memory utilised and the fact that the peers can be collapsed at the time of
creating the join are motivating factors for collapsing peers.

Algorithm Timing

Table 7.10 shows the rank of the algorithms in terms of time for the first set of tests for the three
scenarios with and without collapsing peers.

Normal Collapsing Peers

1 2 3 Average Rank 1 2 3 Average Rank

Linearly ordering 4 4 4 4 4 4 4 4

Depth First Search 3 2 1 2 2 2 2 2

Peel Leaves 1 1 2 1.33 1 1 1 1

Path Graph 2 3 3 2.67 3 3 3 3

Tracing Method 5 5 5 5 5 5 5 5

Table 7.10: Rank for Algorithms in terms of time for first set of tests

From these results, we can see that the fastest algorithm is the peeling leaves algorithm, while the
slowest is using the tracing method followed by performing a linear ordering.

Table 7.11 shows the rank of the algorithms in terms of time for the second set of tests for the three
scenarios with and without collapsing peers.

Normal Collapsing Peers

1 2 3 Average Rank 1 2 3 Average Rank

Linearly ordering 5 5 4 4.6667 5 5 5 5

Depth First Search 4 4 3 3.6667 4 4 2 3.3333

Peel Leaves 3 1 2 2 1 1 1 1

Path Graph 2 3 1 2 2 2 3 2.3333

Tracing Method 1 2 1 1.3333 3 3 4 3.3333

Table 7.11: Rank for Algorithms in terms of time for second set of tests

This table shows that the path graph method is in fact faster than the peeling leaves method and the
depth first search in the second set of tests. It also shows that the tracing method is the fastest method.
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Tracing method versus Path Graph method

From the results shown in Table 7.9, the tracing method is the fastest method in all three scenarios
followed by the path graph. Both the tracing method and the path graph method perform evaluations
based on the join being created (i.e. they check for an existing path between two nodes in the join
graph). In the case where a network has been imported from a real network and the presence of
circular joins needs to be evaluated, both of these algorithms require that checks are done between
each of the nodes within the join graph to determine if there is a circular join.

Normal Collapsed Peers

Path Graph Construct Trace Path Graph Construct Trace

Live Sound 0.002 0.0127 5.5 0.0006 0.0034 0.772

Recording 0.0019 0.0122 4.701 0.0006 0.0032 1.092

Installations 0.0003 0.0015 0.308 0.000003 0.000016 0.000521

Table 7.12: Path Graph and Tracing Method to check for cycles

Table 7.12 shows the time taken to check for cycles in an existing graph using the path graph and the
tracing method. This table is an enhancement of Table 7.6 to show the time taken to construct the path
graph. This table shows that the path graph method is significantly faster than the tracing method. If
we include the time to construct the path graph, the path graph method is still significantly faster than
the tracing method.

7.10.3 Methods used for implementation

Since an audio engineer performs the joins in real-time, the cost (in terms of time) of collapsing the
peers is not as high as when it is done once-off. Collapsing peers results in a significant reduction in
the memory required which could be very valuable if an audio engineer is designing a large system
like the ones presented in the previous section. In the tests conducted in a real-time scenario, the path
graph method and tracing method were shown to be the fastest for determining whether or not a join
creates a circular join. Since it is a requirement to be able to import an existing system and check if
there are any circular joins, the path graph algorithm is used rather than the tracing algorithm. The
tracing method was faster than the path graph method for a single join, however when this method is
used to trace between each of the nodes to see if there are any circular joins, it is slower than the path
graph method (in fact it is the second slowest out of all the algorithms tested). It is for this reason that
we use the path graph method within AudioNetSim.

When using the path graph method, updates to the path graph structures are only done if a join is
valid. When a join is created, the following occurs:

• The new peers are collapsed into a single node.
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• The old nodes are removed from the path graph and a new (collapsed) node is created for the
new peer group.

• The relationships within the path graph are updated to reflect the new join.

If the new join does not result in a peer group being created or a peer group being altered, only the
path graph is updated with the new relationship as there is no need to collapse any of the graph’s
nodes into a single node.

The next section will describe the implementation and the data structures used to store the path graph
within AudioNetSim.

7.11 Implementation of Path Graph Method within AudioNet-
Sim

Chapter 6 has described AudioNetSim and Section 7.3 has described how join lists are modelled
and how they are a reflection of the implementation of join lists in a real device. In order to enable
the checking of joins which have been created, a two dimensional array is used to contain the join
graph. This is a common method of storing a graph [6]. In addition, a structure is maintained which
identifies the node IDs. This section uses an example scenario (described below) to illustrate the
structures which are used to implement the path graph method within AudioNetSim.

Consider the following scenario: 6 parameters - A, B, C, D, E and F - where B and C are peers and
E and F peers. A is master of B and C, while D is master of E and F. Figure 7.27a shows the join
graph for this scenario, while Figure 7.27b shows the join graph for this scenario when the peers are
collapsed into a single node.

(a) Join Graph (b) Join Graph with Col-
lapsed Peers

Figure 7.27: Join Graph and Join Graph with Collapsed Peers

Within AudioNetSim, this scenario is represented using the following structures:

• A list of Peer Group IDs and the Node IDs of the nodes which are contained within that peer
group
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• A list of identifiers for the path graph’s nodes that references the Node ID of the parameter or
the Peer Group ID of the rows and columns in the path graph’s adjacency matrix.

• A two dimensional array for the path graph

Table 7.13 shows the mapping of parameters to Node IDs. These are the node IDs which are used in
the data structures for this scenario.

Parameter A B C D E F

Node ID 1 2 3 4 5 6

Table 7.13: Mapping of Parameters to Node IDs

As noted, B and C are peers and D and E are peers. Within AudioNetSim, a structure which contains
the node IDs of parameters within peer groups is maintained. Each peer group is identified using a
Peer Group ID. Table 7.14 shows an example of the data structure which is utilised to store the peer
groups using the scenario described above. In this table, Peer Group ID 0 refers to node G in Figure
7.27b and Peer Group ID 1 refers to node H.

Peer Groups

0 2, 3

1 5, 6

Table 7.14: Peer Groups

The peers within a single peer group are collapsed into a single node and hence are represented within
the path graph by a node that represents their peer group. Table 7.15 shows an example of the data
structures which are used to identify the nodes within the path graph.

Graph Node 0 1 2 3

Node ID 1 -1 4 -1

Peer Group ID -1 0 -1 1

Table 7.15: Node IDs and Peer Group IDs

In this table, when the Node ID is -1, the node represents a peer group. The Peer Group ID for that
particular graph node indicates the Peer Group ID represented by that node. Table 7.16 shows the
mapping between the index of the Node ID array and the nodes shown in Figure 7.27b.

0 1 2 3

A G D H

Table 7.16: Index of Node Array mapped to Node in Figure 7.27b
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Table 7.17 shows the path graph’s adjacency matrix for this scenario. A two dimensional array is used
to store this matrix.

Graph 0 1 2 3

0 0 1 0 0

1 0 0 0 0

2 0 0 0 1

3 0 0 0 0

Table 7.17: Path Graph

AudioNetSim maintains this two dimensional array (described in Section 7.8.2). This structure is
updated every time a join is created. When a join is created, the two dimensional array is first checked
to see if there is already a relationship present which would cause a circular join. If there is already a
relationship present, the join is not performed and an error message is given to the user. If there isn’t
a relationship present, the path graph is updated to reflect all new paths that are created by the new
join.

Consider the example where a user wishes to create a new master-slave relationship between Param-
eter F (Node ID of 6) and Parameter D (Node ID of 4). Node ID 6 is contained within the peer group
with Peer Group ID of 1. These are graph nodes 2 and 3 within the path graph. By checking the path
graph matrix, we can see that there is already a relationship between graph nodes 2 and 3 and hence
the new relationship would create a circular join.

Consider a further example where a user wishes to create a new master-slave relationship between
Parameter E (Node ID of 5) and Parameter A (Node ID of 1). Node ID 5 is contained within the peer
group with Peer Group ID of 1. These are graph nodes 0 and 3 within the path graph. The path graph
matrix shows that there is currently no relationship between these graph nodes, and hence there is no
relationship between the parameters and the new relationship can be created, as it would not create a
circular join. When AudioNetSim detects a circular join being created, it will not create the join, but
will rather inform the user that the join being created causes a circular join using a dialog box. This
will be shown in the following section.

7.12 Example of a circular join being created in UNOS Vision

As described in Section 6.5, UNOS Vision is used as the control application for the devices within
the simulated network created by AudioNetSim. UNOS Vision provides the capability to create
joins between parameters. When using a simulated network, the joins would be performed between
parameters within the simulated network and these would be evaluated using the structures described
in the previous section.

Figure 7.28 shows the connection manager tab in UNOS Vision and the desk items for the simulated
UMAN Evaluation Board.
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Figure 7.28: UNOS Vision Control Window

The evaluation board contains an 16x18 DICE mixer matrix. The desk items that can be used to
control the parameters associated with this mixer matrix are shown within the desk item pane of the
window. Each pot control controls a single gain parameter within the mixer matrix. To create joins
between parameters in UNOS Vision, the user will click on the ’Join’ button. When this button is
clicked, the user can then select the join type which they wish to create between parameters. Figure
7.29 shows the menu which is opened when the user clicks on the ’Join’ button.

Figure 7.29: Selecting the type of joins to be created

The user may select Peer-to-Peer or Master-Slave - depending on the type of joins they wish to create.
For this example, we will look at creating master-slave joins. Once the user selects Master-Slave,
buttons will be added next to each of the deskitems. Figure 7.31 shows the resulting buttons which
are added next to each of the pot controllers (which each represent a gain parameter in the mixer
matrix).
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Figure 7.30: Creating Master-Slave joins between parameters

The user can then click on the ’M’ button next to the desk item of the relevant parameter to select it as
a master and the ’S’ button to select it as a slave. Once the buttons have been clicked, the selections for
the parameters are highlighted in red. Consider the example of creating a master-slave join between
(1,1) and (3,4) in the mixer matrix - with (1,1) being the master. Figure 7.31 shows the UNOS Vision
window once the relationships for the new join have been selected.

Figure 7.31: Creating a Master-Slave join between two parameters

Once the parameters and types for the new joins have been selected, the user can click on the ’Join’
button to complete the joins between the parameters. This results in function calls to XFNDLL (see
Section 6.6 for more details) to create the joins. This results in calls being made to the control protocol
model of AES64 within AudioNetSim to create the joins between the parameters within the simulated
parameter trees. Before the joins are created, they are evaluated using the structures described in the
previous section to determine whether or not they will introduce a circular join. If a circular join
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would be created, a dialog box is shown informing the user that the joins being created introduce a
circular join and they are not created. If the new joins do not create a circular join, the structures
within the control protocol model, as well as the path graph matrix are updated.

To illustrate this, we consider creating relationships between three parameters using UNOS Vision.
This is shown in Figure 7.32 which shows UNOS Vision with the resulting dialog box and identifies
the Desk Items of the parameters which this example refers to. In this example, we previously created
master-slave joins between parameter 1 and parameter 2 and parameter 2 and parameter 3 using
UNOS Vision. To create a circular join, we tried to create a master-slave join between parameter 3
and parameter 1 using UNOS Vision which resulted in the dialog box being shown.

Figure 7.32: Circular Join Dialog box

7.13 Conclusion

A hallmark of the AES64 protocol is its powerful grouping capabilities. AES64 provides the capa-
bility for an audio engineer to establish peer-to-peer and master-slave relationships between different
parameters. One of the problems with providing capabilities such as master-slave joins is the ease
with which circular joins can be created. These circular joins set up feedback loops and cause the
values of parameters to be changed in an unpredictable manner.

This chapter has shown how a simulated environment can be used to easily evaluate the relationships
between all the parameters. It has discussed a number of different algorithms which can be used
to evaluate whether or not a join is valid as well as determining if a circular join is present. It has
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also shown how this approach can be implemented in a simulated environment using the example of
AudioNetSim.



Chapter 8

Bandwidth Calculation for Firewire and AVB
Networks

8.1 Introduction

Chapter 2 provided an introduction to Firewire and Ethernet AVB. These are the transport technolo-
gies which are analysed in this thesis. An analytical simulation approach is used to calculate the
required metrics. These are based on the topology of the network and the activity on the network (eg.
the audio streams which are being transmitted). In this chapter, the metric we are concerned with is
the bandwidth utilisation within the network.

This chapter discusses bandwidth calculation in Firewire and Ethernet AVB networks. It presents
methods which can be used to calculate bandwidth in IEEE 1394a, IEEE 1394b and Ethernet AVB
networks. These methods are evaluated using data obtained from a real network. This chapter also
describes how the bandwidth calculations are integrated into AudioNetSim so that the bandwidth
utilisation can be viewed in real-time by audio engineers as they create and remove connections
between devices.

8.2 Monitoring and Control Data Bandwidth

With both Firewire and Ethernet AVB, the amount of bandwidth utilised for streaming is constrained
to a certain amount - 80 percent of the total bandwidth for Firewire and 75 percent for Ethernet AVB.
The rest of the bandwidth is available for monitoring and control. This section evaluates whether there
is sufficient bandwidth for control and monitoring data and whether it needs to be considered within
the bandwidth calculation. In this section, we will look at the most bandwidth intensive application -
the metering of changing parameters.

AES64 provides a mechanism which allows each device to transmit a block of meters every 25ms.
This mechanism is called the PUSH mechanism.

200
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In this mechanism, a device transmits a SET DATABLOCK request (described in Section 5.3.1) with
multiple parameter values to a target control application, which requested that these parameter values
be sent to it. Every 25ms (or another fixed time period), the device will read the values and if at
least one of them is valid (greater than zero), they are packaged into a datablock and sent to the target
control application which alters its local parameters based on this list. This mechanism is typically
used for meters.

8.2.1 Packet Size Calculation

Consider a device which is sending n meter values to a target control application. They are packaged
in the format shown below in Table 8.1.

Number of Values (n) (32 bits)

Meter 1 Parameter Index (32 bits)

Meter 1 Value (32 bits)

...

Meter n Parameter Index (32 bits)

Meter n Value (32 bits)

Table 8.1: Packaging of Meter Values

The number of meters, as well as the parameter index of each meter and its value is sent to the target
control application. This data is packaged into an AES64 packet. Table 8.2 shows the packet header
format of an AES64 packet, which does not require a response.

Target Device ID (32 bits)

Target AES64 Node ID (32 bits)

Sender Device ID (32 bits)

Sender AES64 Node ID (32 bits)

Sender Parameter ID (32 bits)

User Level (8 bits) Message Type (8 bits)

Command Executive (8 bits) Command Qualifier (8 bits)

Table 8.2: AES64 Packet Header

In the case of the PUSH mechanism, the command executive SET and the command qualifier DATA_BLOCK
is used. More information about the different command executives and qualifiers which can be used
in AES64 can be obtained in the AES64 specification [115]. More information on the AES64 protocol
can be found in Section 5.3.1.
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AES64 messages are sent as UDP datagrams over IP. This means that the headers for IP and UDP
also need to be included in the calculation of the packet size.

Table 8.3 shows the IP header followed by the UDP header and the UDP datagram which contains the
AES64 message (header and data). It also shows the total size (in bits) of each of the parts.

IP Header including source and destination IP address (160 bits)

UDP Header including source and destination port (64 bits)

AES64 Header, AES64 Address block (192 bits)

Data (64n+32 bits)

Table 8.3: UDP Datagram containing AES64 Message

A packet containing n meters therefore requires 448+64n bits (56+8n bytes) to be sent every 25ms.
This translates to 40 events every second which equates to 2240+320n bytes every second. For a 96
channel mixing console with 96 meters, there will be 32960 bytes per second which is 32.1875 KB/s.

When utilising Firewire to transmit UDP datagrams over IP, an IP over 1394 header also needs to be
included, which is 4 bytes. This would increase the packet size of a packet containing n meters to
60+8n bytes, which equates to 2400+320n bytes every second (since 40 events are sent every second
as described earlier). A meter block consisting of 96 meters would therefore be 2400+320(96) =
33120 bytes every second. Using a 100Mbps example, Firewire would have 20Mbps (20 percent),
while Ethernet AVB would have 25Mbps (25 percent). Based on this, we can calculate an approxi-
mation of how many meter blocks it will take to utilise this bandwidth. 20Mbps = 2621440 bytes per
second. This means that approximately 2621440

33120
= 79.15 (i.e. 79) sets of 96 meters can be sent every

25ms. For Ethernet AVB, 25Mbps = 3276800 bytes per second, which means that approximately
3276800
32960

= 99.41. (i.e. 99) sets of meters can be sent every 25ms. Table 8.4 shows how many sets of 96
meters can be sent every 25ms when the maximum amount of bandwidth has been used for streaming
for Firewire at 100Mbps, 400Mbps and 800Mbps and Ethernet AVB at 100Mbps and 1000Mbps.

Firewire Ethernet AVB

100 400 800 100 1000

Number of 96 Meter Blocks 79 316 633 99 994

Table 8.4: Number of blocks of 96 meters which can be sent

This table shows that there is more than sufficient bandwidth for control and monitoring data, since
even on a network which can transmit less than 100 audio streams (such as the 100Mbps networks),
7584 metering values can be sent every 25ms. This is 75 times the amount of meters which would need
to be sent if monitoring the level for each audio stream. This same argument can be applied to control
(and control messages utilise less bandwidth than meter blocks) as many more parameters can be
adjusted or read than required. This means that we do not need to consider the control and monitoring
data within the bandwidth calculation, but rather we only need to investigate the percentage of the
streaming data which is used.
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8.3 Firewire

8.3.1 IEEE 1394A

In order to calculate the amount of bandwidth an IEEE 1394 node is able to use to transmit sequences,
the time overhead due to arbitration, the network configuration (cable length and topology) and the
packet headers need to be taken into account. These all affect how the BANDWIDTH_AVAILABLE
register content should be calculated.

As noted in Section 2.2.3.1, idle gaps are used to avoid contention. Isochronous gaps of 2µs are used
between isochronous packets, while subaction gaps are to end the isochronous period and start the
asynchronous period. These gaps increase the time overhead. Since IEEE 1394A uses half duplex
transmission, arbitration is completed before packet transmission and does not occur concurrently.
The amount of time taken to arbitrate is dependent on the distance of cable between the nodes and the
topology as these requests need to traverse the entire network. The overhead is therefore completely
dependent on the topology of the network, the length of the cables used, and settings such as the
GAP_COUNT (which is used to determine the size of the idle gaps - sub-action gap and arbitration
reset gaps). The gap count is typically set to the maximum amount of hops between any two nodes [5].
A greater hop count and longer cables increases the time taken to transmit and the length of the idle
gaps. More information about the idle gaps can be found in Section 2.2 which gives an introduction
to Firewire networks. Anderson [5] gives the following formulae for calculating the sub action gap
and arbitration reset gap based on the GAP_COUNT (where g is the GAP_COUNT):

• Sub action Gap: 29+16g
98.304

µs

• Arbitration Reset Gap:53+32g
98.304

µs .

By minimising the GAP_COUNT, the length of the sub-action gap and arbitration reset gap can be
minimised and hence more bandwidth can be made available for the transmission of data.

Yamaha [31] recommend that the root should be forced to be the most central node in the network (this
minimises the total time spent sending data to the root when sending arbitration requests). They also
recommend that based on the maximum number of hops in the network, the GAP_COUNT should
be set to a minimal value for the given network configuration. This ensures that every device in the
network will be able to detect the sub-action gaps, while minimising their length.

When transmitting packet data in an IEEE 1394 network, a DATA_PREFIX is first transmitted as a
packet transmission signal (this includes an indication of the packet speed). This is followed by the
transmission of the packet data and a DATA_END symbol, which signals that packet transmission
has completed. Once the packet transmission has completed, the bus enters an idle state. After the
bus has been in an idle state for a period of time, termed an isochronous gap (0.04µs), arbitration
begins. The next node then transmits its packet data in the manner described above. This process
continues until all the nodes have transmitted. Once this has happened, the bus will be idle for the
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time of a sub-action gap (between 0.45 µs and 10.71 µs depending on the GAP_COUNT) and then
asynchronous data will be transmitted until the end of the 125 µs cycle.

Figure 8.1 shows the bus of an IEEE 1394a network over time from the point of view of the root and
an arbitrary node - node A.

Figure 8.1: Firewire bus for root and node A over a given time period

This figure shows a CYCLE_START packet (CSP), node A arbitrating for use of the bus, node A
receiving a grant from the root and then transmitting an isochronous packet. This shows that, apart
from the data being sent, there are a number of additional factors which need to be taken into con-
sideration when calculating the amount of bandwidth which is available for transmitting isochronous
data. These factors include:

• The arbitration start delay (1)

• The arbitration delay (which takes into account the delay between the root node and node A -
Dtr) (2)

• The time taken transmitting the data prefix (3)

• The time taken transmitting the data end (4)

• The delay for the packet to reach the next transmitting node - Dtn (5)

These factors are labeled in Figure 8.1 using the numbers indicated in brackets.

Yamaha [31] take into account these factors and use a method to produce a table and calculate the
amount of overhead in the network. The rest of this section describes this method.

According to Yamaha [31], the physical layer (PHY) transmission delay (from the data link layer to
the wire) is 144ns. The arbitration delay and delay to next transmitting node is calculated by adding
this physical layer transmission delay to the cable delay, which according to Yamaha [31] is 5.05ns/m.
Yamaha [31] also note that the time for the data prefix and data end to be transmitted are 140ns and
260ns respectively. Once the network is analysed and the time overhead is calculated, the overhead
is converted to bandwidth units (BWU). A BWU is defined as the time taken to transport 1 quadlet
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of data at 1600Mbps (the actual speed of 1600Mbps firewire is 1572.86 Mbps [5]), so the time to
transmit 1 quadlet = 32

1572.86×106 s = 20.35ns) [31]. There are 8000 cycles of 125 µs within a second,
which means that there are 1572.86×106

32×8000 = 6144 (rounded) BWU in a cycle. The maximum amount of
bandwidth which can be used for isochronous transmission in a single cycle is 80% which is 4915.20
BWU (80% of 6144 BWU). It is from this value that we need to subtract the overhead due to the
factors described above.

In the Yamaha scheme, each node is assigned an Overhead ID value, where an Overhead ID of 1 is
equivalent to 32 BWU. The Overhead ID value is constrained to one byte and is used by Yamaha
devices when altering the BANDWIDTH_AVAILABLE register on the IRM.

Since the Overhead ID is an integer, the Overhead ID is rounded up for each node and hence is
actually more than the actual bandwidth required. For example, if the overhead BWU value for a
node is 48, the Overhead ID would be rounded up to 2. The Overhead ID for a node is adjusted based
on the rest of the node Overhead IDs within the network, so that the sum of the node Overhead IDs
in the network is not too much more than the actual overhead bandwidth required (which ensures the
maximum amount of bandwidth can be used for stream transmission). If this process was not done,
each Overhead ID would be rounded up and the BWU total based on the Sum of the Overhead IDs
would be much larger than actual overhead BWU. The node’s Overhead ID is adjusted by observing
the summed values of the Overhead IDs for the nodes which have transmitted and the total amount
of overhead at the time the device transmits. By using this method, if the node’s Overhead ID is too
high, it will be reduced so that the total of all the Overhead IDs is representative of the bandwidth
being utilised once it has transmitted. When performing a bandwidth calculation, we consider each
node that is transmitting packets within the isochronous cycle and calculate the Overhead ID for each
of these nodes.

Figure 8.2 shows an example three node network which is used for calculations to show the impact of
the various time overheads.

Figure 8.2: 3 node Firewire network

Each node has a cable of 4.5m between it and another node (which is the maximum length for a
cable in an IEEE 1394a network). The root is Node A, so therefore the transmission order is Node
A, then Node B and then Node C (i.e. in order of who is closest to the root). The maximum number
of hops in this network occurs between Node A and Node C (2 hops). This translates to an optimal
GAP_COUNT of 2 (the maximum number of hops), which leads to a sub-action gap of 620.52ns
using the equation presented earlier in this section (which is equivalent to 30.49 BWU).

Table 8.5 shows the calculation of the overhead for each node in the network without subaction gaps
or headers. This calculation considers each node as it transmits in an isochronous cycle and takes
into account the Overhead ID of the previous nodes that have transmitted, to adjust the Overhead ID
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for the node transmitting such that the Accumulated Overhead in BWU matches the Accumulated
Overhead ID. In this example, all 3 nodes are transmitting a single isochronous channel.

A B C Total

Arbitration Start Delay 226 226 226 678

Arbitration Delay 0 333.45 666.9 1000.35

Data Prefix 140 140 140 420

Data End 260 260 260 780

Delay to Next 22.73 22.73 22.73 68.18

PHY Delay 144 144 144 432

Total Overhead (ns) 792.73 1126.18 1459.63 3378.53

Total Overhead (BWU) 38.95 55.34 71.73 166.02

Overhead ID 2 2 3 7

Total Overhead ID so far 2 4 6

Accumulated Overhead (BWU) 38.95 94.29 166.02

Accumulated Overhead ID 2 3 6

Adjusted Overhead ID 2 1 3 6

Reserved Overhead (BWU) 64 32 96 192

Table 8.5: Total overhead for isochronous transmission without subaction gaps or headers

• The nodes transmit in the following order: A, B, C.

• The arbitration start delay is 226ns for all the nodes.

• The arbitration delay is the time to the root and back including PHY delay (A-B = 166.73ns so
A-B-A = 333.45ns).

• The delay to next node is calculated using the cable length (A-B and B-C are both 4.5m which
equates to 22.73 ns).

• The Total overhead ID so far when Node B transmits is 4 (since the previous Accumulated
Overhead ID is 2 and the Overhead ID for Node B is calculated to be 2). However, the Ac-
cumulated Overhead is 94.29 BWU which is equivalent to an Overhead ID of 3. This means
that the Overhead ID for B must be adjusted and hence the Adjusted Overhead ID is 1 and the
Accumulated Overhead ID is 3 after Node B transmits.

• The total overhead is 166.02 BWU, however since Overhead ID are used used, the reserved
overhead is 192 BWU (Overhead ID of 6).

This example shows that although the use of Overhead ID results in more bandwidth being allocated
than necessary, the Adjusted Overhead ID causes it to be closer to the actual bandwidth overhead. If
no adjustments were done, the Total of the Overhead IDs would have been 7 which is 224 BWU.
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In addition to these factors shown in the table, a sub-action gap (before the start of asynchronous
transmission) and the overhead for the headers of the isochronous channels need to be taken into
account. The overhead for the sub-action gap is 30.49 BWU (as described previously), while the
overhead for headers is 60 BWU when transmitting at 400 Mbps (3 channels - 1 per device each with
a header of 5 quadlets). This leads to a total overhead of 282.49 BWU (192 + 60 + 30.49), which
means that 4632.71 BWU out of the 4915.20 BWU are available for isochronous transmission. This
equates to 4632.71

32
= 144.77 (i.e. 144) sequences at a sampling rate of 48 KHz and a transmission speed

of 400 Mbps - each sequence requires 32 BWU (8 quadlets at 400 Mbps).

8.3.2 IEEE 1394B

A beta-only network is a network in which all the nodes use beta mode signalling and BOSS arbitra-
tion. When calculating bandwidth in a beta-only network, there is no need to include an arbitration
time since arbitration is done in parallel with the sending of data. This section takes into account
these changes and describes how to calculate bandwidth for an IEEE 1394b beta-only network.

When calculating bandwidth, a knowledge of the packet format is essential for determining the over-
head. The packet consists of 3 parts - the packet prefix, the packet itself and the packet end.

Figure 8.3 shows a depiction of the IEEE 1394b packet format.

Figure 8.3: Packet Format

The packet prefix incorporates the speed signal followed by a number of DATA_PREFIX tokens. The
speed signal consists of a number of SPEEDa, SPEEDb and SPEEDc control tokens. These tokens
are utilised to indicate the packet speed (relative to the port operating speed) to the receiving node.
The use of SPEEDa and SPEEDb tokens also indicates whether the packet format is legacy or beta
(which it is in this case). Regardless of which packet speed is being used, the speed signal has a
constant duration. This is described in greater detail in Section 2.3.1.

In IEEE 1394b, the port operating speed remains constant for all packet speeds. The packet speed
cannot be faster than the port operating speed. In the case where the packet speed is less than port
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operating speed, other characters (padding characters or packet delimiters) are transmitted with the
payload characters as indicated in Figure 8.3. These characters are SPEEDc control tokens. The
tokens can also be termed symbols.

Following the speed signal, a number (p) of DATA_PREFIX symbols are transmitted. In a beta-only
network, p is the ratio of the port operating speed to the packet speed (for all packet speeds). A
number (e) of DATA_PREFIX symbols are also transmitted after the p DATA_PREFIX symbols to
compensate for frequency differences between the clocks on different devices used for transmission.
These symbols are called deletable symbols. They are introduced such that the duration of deletable
symbols is at least 2 symbols at the current packet speed (or the duration of 2 symbols at 400 Mbps
for packet speeds faster than 400 Mbps).

The packet end consists of a stream of packet end symbols. These include:

• ARB_CONTEXT - Arbitration context

• DATA_END - Indicating the end of the data stream

• DATA_PREFIX - Used before data is sent

• DATA_NULL - No data

• GRANT - Inform the recipient that they can send the next packet

• GRANT_ISOCH - Inform the recipient that they can send the next isochronous packet

In a beta-only network, a number (n) of packet end symbols are transmitted at port operating speed
where n=2*g (g is the ratio of the port operating speed to the operating speed of the port being trans-
mitted to) if the port being being transmitted to has a port operating speed less than the transmitting
port, otherwise n=2*m (m is the ratio of the transmitting port operating speed to its packet speed).

The transmission duration of the packet prefix and packet end in a beta-only network is less than
their duration in an IEEE 1394a network. This, along with the lack of idle gaps, are the reasons why
there is more bandwidth available for transmitting data in a beta-only network than in an IEEE 1394a
network.

Figure 8.4 shows an isochronous interval from the perspective of two devices - The BOSS (Node
A) and the next node to transmit (Node B). In this diagram, Node A transmits a packet followed by
Node B. Node B becomes the BOSS after it receives the packet from Node A and then it transmits its
packet.
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Figure 8.4: Isochronous Transmission with BOSS Arbitration

As in the previous section, there are a number of overhead factors which need to be taken into account.
These are as follows:

• The time taken to transmit the Speed signal (1)

• The time taken to transmit the Data Prefix (2)

• The time taken to transmit the Data End (3)

• The delay to next transmitting node (4)

These factors are labeled in Figure 8.4 using the numbers indicated in brackets.

As mentioned, a speed signal is included in the packet prefix. The duration of this speed signal is
8000
x

ns where x is the packet speed in Mbps [101]. There is no information on the PHY delay in the
IEEE 1394b spec. It is, however, shorter than the PHY delay in a IEEE 1394a node, and varies from
manufacturer to manufacturer. For the purposes of this calculation, the same value is used as is used
for IEEE 1394a (144ns) since we know that the PHY delay for IEEE 1394b is less than or equal to
this value. As mentioned, the packet end consists of a stream of packet end symbols. For the purposes
of this calculation, we consider the case where there are a number of nodes transmitting after each
other (as this is the case with isochronous transmission). The packet end, therefore, consists of an
ISOCH_GRANT, which is sent to the next node to transmit. Using the same methodology as the
calculation presented in Section 8.3.1, we can calculate the overhead in a beta-only network.

Table 8.6 shows the overhead calculated for a beta-only network using a 3 node network equivalent to
the one used in Section 8.3.1 (which is shown in Figure 8.2). This calculation considers each node as
it transmits in an isochronous cycle and takes into account the Overhead ID of the previous nodes that
have transmitted to adjust the Overhead ID for the node transmitting such that the Accumulated Over-
head in BWU matches the Accumulated Overhead ID. In this example, all 3 nodes are transmitting a
single isochronous channel.
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A B C Total

Data Prefix 81.05 81.05 81.05 243.15

Data End 40.7 40.7 40.7 122.1

Delay to Next 22.73 22.73 22.73 68.18

PHY Delay 144 144 144 432

Total Overhead (ns) 288.48 288.48 288.48 865.43

Total Overhead (BWU) 14.18 14.18 14.18 42.53

Overhead ID 1 1 1 3

Total Overhead ID so far 1 2 2

Accumulated Overhead (BWU) 14.18 28.36 42.53

Accumulated Overhead ID 1 1 2

Adjusted Overhead ID 1 0 1 2

Reserved Overhead (BWU) 32 0 32 64

Table 8.6: Overhead for an IEEE 1394b network

• The nodes transmit in the following order: A, B, C.

• The port operating speed and packet speed of all nodes is 400 Mbps.

• The data prefix consists of a speed signal (20ns) and 3 Data Prefix symbols transmitted at 400
Mbps (61.05ns).

• The packet end consists of two ISOCH_GRANT or DATA_END symbols transmitted at 400
Mbps (40.7ns).

• The delay to next are calculated using the cable length (A-B and B-C are both 4.5m which
equates to 22.73 ns).

• The Total overhead ID so far when Node B transmits is 2 (since the previous Accumulated
Overhead ID is 1 and the Overhead ID is calculated to be 1), however the Accumulated Over-
head is 28.36 BWU which is equivalent to an Overhead ID of 1. This means that the Overhead
ID for B must be adjusted and hence the Adjusted Overhead ID is 0 and the Accumulated
Overhead ID is 1 after Node B transmits.

• The total overhead is 42.53 BWU, however since the Overhead ID is used, the reserved over-
head is 64 BWU (Total Overhead ID of 2).

This example shows that although the use of Overhead ID results in more bandwidth being allocated
than necessary, the Adjusted Overhead ID causes it to be closer to the actual bandwidth overhead. If
no adjustments were done, the Total of the Overhead IDs would have been 3 which is 96 BWU.

There is no sub-action gap to factor in, however there is still the overhead for headers - which is 60
BWU (3 channels - 1 per device each with 5 quadlet headers). This leads to a total overhead of 124
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(64 + 60) BWU, which means that there is more than 150 extra BWU available for the transmission of
audio relative to IEEE 1394a. 4791.20 BWU out of the 4915.20 BWU are available for isochronous
transmission. This equates to 4791.2

32
= 149.73 (i.e. 149) sequences at a sampling rate of 48 KHz and

a transmission speed of 400Mps (which requires 32 BWU per sequence) - which is approximately 5
more sequences than when using IEEE 1394a.

8.3.3 Hybrid Network

Within a hybrid network comprising both IEEE 1394a and IEEE 1394b devices, there is a need to
observe gaps so that isochronous traffic can be broadcast throughout the network. This means that
we need to take into account the worst case scenario. The bandwidth calculation for IEEE 1394a is
therefore used, since this assumes gaps between all the nodes.

8.3.4 Evaluation of Results

8.3.4.1 FireSpy Program

To ensure the accuracy of the bandwidth calculations, a program (Bandwidth Allocation Program) was
created which performed the bandwidth calculation described in the Section 8.3.2. A further program
(FireSpy Analysis Program) was created to analyse the output from a Firewire bus analyser known
as a FireSpy [109], and calculate the real bandwidth usage. The Bandwidth Allocation Program
calculates the amount of overhead (in BWU) which is used by a given network. The FireSpy Analysis
program uses the output from the FireSpy to calculate the amount of bandwidth used for each cycle,
based on the time taken and the number of sequences which are sent in that cycle

8.3.4.2 Results and Evaluation

To perform tests, an audio network was created that transmitted 128 sequences between 2 Firewire
routers (Firewire routers are introduced in Section 2.2.1.2), which were both using beta mode sig-
nalling. The packets transmitted on the network were captured using the FireSpy. Figure 8.5 shows a
diagram of this network and the audio sequences which are being transmitted to the first router. It also
shows the FireSpy which is connected to the second router on the same portal as the first router. The
sequences were transmitted using 10 isochronous streams spread across 5 devices. 3 devices on the
network sent 2 isochronous streams, each containing 16 sequences and 2 devices sent 2 isochronous
streams, each containing 8 sequences. The isochronous streams were sent to the Router A in Figure
8.5, which was connected to another router - Router B in Figure 8.5. The 10 isochronous streams
were then transmitted between the routers using beta mode signalling.
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Figure 8.5: Network Diagram and Audio Sequences being transmitted

Table 8.7 shows the output from the Bandwidth Allocation Program given a network containing 2
nodes with a 4 meter cable between them (which is approximately the length of the cable used between
the 2 routers when conducting the tests) where only transmission Router A to Router B is considered.

Overhead Items A - B

Data Prefix (ns) 81.05

Data End (ns) 40.7

Delay To Next Tx (ns) 20.2

PHY Delay (ns) 144

Total Overhead (ns) 285.95

Total Overhead (BWU) 14.05

Total Adjusted Overhead (BWU) 32

Table 8.7: Bandwidth calculation between 2 routers

The total BWU used for headers would be 200 BWU (10 isochronous streams with headers of 5
quadlets). This means that there is a total overhead of 232 BWU as the adjusted overhead is 32 BWU.
This results in 4683.2 BWU being available for isochronous transmission - which equates to 146.35
sequences at a sampling rate of 48 KHz and transmission speed of 400 Mbps.

The devices transmitting the isochronous streams in Figure 8.5 used DICE II chips [110]. These
chips use a blocking method of transmission (See section 2.2) and therefore only send data when the
output buffer is full (8 data blocks), which leads to 32 BWU (8 quadlets at 400Mbps) being used for
transmitting audio at a sampling rate of 48KHz at 400Mbps. An empty packet is sent once every four
cycles. This is observed in the FireSpy output.

The FireSpy Analysis program uses the data captured by the FireSpy to calculate the number of
sequences which can be transmitted in each cycle. Since the headers have already been transmitted for
the isochronous streams being used, the number of sequences which can be sent in the time remaining
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needs to be added to the number of sequences which have already been sent in the isochronous cycle
to obtain the number of sequences which can be transmitted in each cycle. Transmitting a sequence
at 48KHz requires 32 BWU which is equivalent to 651.2ns (1 BWU = 20.35ns [31]).

The following results are produced by the FireSpy Analysis Program:

There are 5097 cycles

Overall usage - 63.27 percent of isoch

Based on these results 146.40811 sequences can be sent

This output shows a number of results:

• The number of cycles

• The overall usage during the captured period

• The amount of sequences which can be sent.

These results agree with the results given by the calculation presented in the previous section which
calculated that 146 sequences, with a sampling rate of 48KHz, can be transmitted at 400 Mbps be-
tween the two routers. We can therefore conclude that the calculation presented in the previous section
provides an accurate representation of the activity on the bus.

8.3.5 Conclusion

To ensure successful transmission of audio between devices, an audio engineer needs to be sure that
there is sufficient bandwidth available on the network when making connections. Firewire is one tech-
nology which is used within professional audio networks. With the creation of IEEE 1394b, support
is provided for longer distances due to a new type of signalling. It also offers full duplex transmission,
faster transmission speeds and better use of bandwidth with a new arbitration technique called BOSS
arbitration. This section has shown that in a network consisting of three nodes (connected together
with two 4.5m cables), five additional sequences (a 3.4 percent increase) can be sent on a bus when
using beta mode signalling and BOSS arbitration rather than data strobe signalling and legacy arbi-
tration. The bandwidth calculation was also shown to be accurate and agrees with results obtained
when analysing the output from a FireSpy capture of data transmitted on a real network transmitting
128 sequences in 10 isochronous streams.

8.4 Ethernet AVB

This section focusses on bandwidth calculation for Ethernet AVB networks. It discusses how the
amount of bandwidth being utilised can be calculated and evaluates the results in comparison to tests
done on a real network.
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8.4.1 Bandwidth Calculation

The TSpec value within the Talker attribute used in MSRP (see Section 2.3.4.3) contains the traffic
specification for a stream. This consists of the maximum frame size and the maximum frame rate for
a given stream. From this, the actual bandwidth required for a stream can be calculated by taking into
account the per frame overhead.

The following calculation can be used: Actual bandwidth = (per frame overhead + maximum frame
size) × maximum frame rate. The maximum frame size and the maximum frame rate can be deter-
mined from the TSpec for the stream, however the per frame overhead needs to be calculated based on
the headers which need to be transmitted. Section 2.3.5 described the transmission of streaming data
in Ethernet AVB. Streams are transported using the audio/video transport protocol (AVTP), which is
described in IEEE 1722 [70], while audio samples are packaged using IEC 61883-6. Section 2.3.5
also described the headers associated with AVTP and IEC 61883-6 (these can be seen in Figure 2.17).

The AVTP packets are encapsulated in Ethernet frames which are VLAN tagged. The overhead
associated with Ethernet VLAN tagged frames is as follows:

• Inter frame gap (IFG): 12 bytes

• Preamble: 8 bytes

• Ethernet header (with VLAN tag): 18 bytes

• Trailer: 4 bytes

This is a total of 42 bytes for Ethernet VLAN related headers. To transmit streams using AVTP, an
AVTP Common header and AVTP Common Stream Header needs to be transmitted. The overhead
for these headers is as follows:

• AVTP Common Header: 12 bytes

• AVTP Common Stream Header: 10 bytes

This is a total of 22 bytes for AVTP headers. The audio data is transmitted using IEC 61883-6 which
requires a CIP header to be transmitted. This introduces an additional overhead of 10 bytes. This
leads to a grand total overhead of 74 bytes for each stream packet.

The calculation is therefore: Actual bandwidth = (74 + maximum payload) × maximum frame rate

The total packet size would be 74+(x*n), where x refers to the number of events transmitted in a
frame at the requested frame rate and n refers to the number of sequences being transmitted in the
stream. The maximum payload in this case is (x*n). The frame rate depends on the traffic class which
is being used. In traffic class A, packets are transmitted every 125µs (i.e. a frame rate of 8000 per
second) with a maximum of 7 hops and a maximum latency of 2ms, while in traffic class B, packets
are transmitted every 250µs (i.e. a frame rate of 4000 per second) with a maximum of 9 hops and a
maximum latency of 20ms.
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The transmission of a 48KHz stream using traffic class A translates to 24 bytes (48000/8000 = 6
multiplied by 4 bytes) being sent 8000 times every second for each of the two channels. In this case,
the actual bandwidth for a stereo stream would be (74 + (24 × 2)) × 8000 = 976000 bytes every
second. This is equivalent to 0.931 MB/s. Within Ethernet AVB, 75 percent of the total bandwidth
can be reserved for streams, which means that 100.698 (0.75×1000

8
= 93.75 MB/s = 93.75

0.931
= 100.698

stereo streams) of these stereo 48Khz streams could be sent on a gigabit ethernet link.

The concept of a BWU was introduced earlier in this chapter when dealing with IEEE 1394 (see
Section 8.3.1). Recall that 1 BWU is equivalent to the time taken to transport 1 quadlet of data at
1600Mbps (i.e. 20.35ns). Let a be the value of the required bandwidth in bytes per second and s be
the speed in Mbps of the Ethernet network. The required bandwidth can be converted to BWU by first
converting it to Mbps ( 8a

10242
), and dividing it by the speed (s) to give the number of seconds taken to

transmit the payload. This is converted to BWU by dividing by 20.35× 10−9 seconds (20.35ns). The
formula is therefore as follows:

8a

20.35× 10−9 × s× 10242
=

a

s× 2.66732× 10−3

Within AudioNetSim, the number of bytes per second required for stream transmission is converted
to BWU for display. This is because it uses BWU within its generic models to display bandwidth.

8.4.2 Evaluation of Results

8.4.2.1 Methodology

To evaluate the results of the bandwidth calculation presented in the previous section, a 48 KHz mono
stream was set up between two Ethernet AVB Linux Endpoints and Wireshark [120] (which is a
packet capturing program) was run to capture the traffic that was sent on the network. The traffic was
then filtered to isolate the streaming packets so that the results could be analysed. The results were
then compared to the results from the bandwidth calculation.

The test network consisted of 3 PCs:

• A Windows 7 PC running UNOS Vision (The control application used to create connections)
and Wireshark

• Two Linux AVB endpoints developed by Foulkes [41].

These three PCs were connected to a switch and a single mono stream was sent between the two AVB
Endpoints.

Figure 8.6 shows a diagram of this network.
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Figure 8.6: Network diagram for testing environment

It shows the AVB talker and the AVB listener as well as the PC used to run Wireshark and UNOS
Vision.

8.4.2.2 Results

This section presents the results of the test using the methodology described in the previous section.
It firstly shows the results from the Wireshark capture and then shows the results for the bandwidth
calculation.

Wireshark Capture

The wireshark output consisted of a number of packets which contained the following:

• Miscellaneous network traffic

• UDP AES64 traffic

• MSRP packets

• Streaming packets

Figure 8.7 shows a screenshot of part of the Wireshark capture. It shows the streaming packets and
the MSRP packets.

Wireshark maintains a relative timestamp from the beginning of the packet capture. The transmission
of streaming packets begins at 58.04 seconds and ends at 184.19 seconds. During this period, the
packet capture shows 1009382 packets each of size 98 bytes transmitted. This translates to 8001.427
packets per second, which is slightly more than 8000.
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Bandwidth Calculation

The amount of data which is transmitted 8000 times every second is 24 bytes. Ethernet AVB does not
use a blocking method like Firewire but rather transmits when the packets are available and there is
available credit (see the credit shaper algorithm description in Section 2.3.2.2). In this example, the
maximum amount of audio data within each packet is 24 bytes - since we are transmitting a single
mono audio stream at 48 KHz, while the number of frames per seconds is 8000. This yields the
following actual bandwidth calculation:

Actual Bandwidth = (74 + 24)× 8000 = 784000 bytes per second.

8.4.2.3 Evaluation

The analysis of the Wireshark output shows that just over 8000 (8001.427 on average every second)
packets of size 98 bytes are sent every second. This matches the frame size calculation given in
Section 8.4.1 (74+24). The larger amount of packets (more than 8000) results in higher bandwidth
utilisation on the real network. This, however, can be explained by the fact that the AVB Endpoint
does not use an 802.1 AS capable interface (due to unavailability of a compatible combination of
drivers and gPTP software). The unpredictable processing nature of user-space programs running on
a general purpose operating system on a general purpose computer result in a timing uncertainty that
is higher than that specified by IEEE 1722.

8.4.3 Conclusion

As mentioned previously, to ensure successful transmission of audio between devices, an audio en-
gineer needs to be sure that there is sufficient bandwidth available on the network when making
connections. Ethernet AVB is an emerging technology which is used within professional audio net-
works for deterministic transmission of audio with guaranteed quality of service. This section has
presented a bandwidth calculation which can be used to calculate the bandwidth utilisation within an
Ethernet AVB network. The bandwidth calculation was shown to be accurate and agrees with results
obtained from Wireshark when capturing AVB packet data transmitted on a real network.

8.5 Incorporating Bandwidth Calculation into AudioNetSim

Within the generic device class of AudioNetSim, there is a virtual function named UpdateBWU and
a variable called BWU. The BWU variable stores the number of bandwidth units that are used by
a device. The particular network class - for example FirewireNetwork or AVBNetwork - inherits
from the generic class and defines the function to calculate bandwidth. This function calculates the
bandwidth using its knowledge of incoming and outgoing streams. To display the bandwidth, the
network class contains a list of “subnets” that contain the bandwidth information that is shown in the
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subnet status windows. A “subnet” refers to a partition of the network and does not necessarily refer
to an IP subnet. This is explained in Section 6.24. The following sections describe how the bandwidth
utilisation is calculated for Firewire networks and AVB networks.

8.5.1 Firewire Networks

Isochronous streams are broadcast on a Firewire network. The bandwidth needs to be calculated for
each device on the network, as is shown in Section 8.3, and then summed together to give the total
bandwidth for the bus. Each device can identify how many streams it is transmitting by checking the
MULTICORE_START and ACTIVE_AUDIO_PINS parameter types within the AES64 stack.

Table 8.8 shows the seven level parameter structure for MULTICORE_START (used to check if the
multicore is started) and Table 8.9 shows the seven level parameter structure for ACTIVE_AUDIO_PINS
(used to check how many active audio pins there are in a multicore).

XFN_SCT_BLOCK_INPUT / XFN_SCT_BLOCK_OUTPUT

XFN_SCT_TYPE_STREAM

Node Number

XFN_PRM_BLOCK_MULTICORE

Multicore Number

XFN_PTYPE_MULTICORE_START

1

Table 8.8: Parameter structure to check if the multicores are started

XFN_SCT_BLOCK_INPUT / XFN_SCT_BLOCK_OUTPUT

XFN_SCT_TYPE_STREAM

Node Number

XFN_PRM_BLOCK_MULTICORE

Multicore Number

XFN_PTYPE_MULTICORE_ACTIVE_AUDIO_PINS

1

Table 8.9: Parameter structure to determine how many audio pins are sent in a multicore

In Firewire networks, we are concerned with the amount of bandwidth available on a bus, so the list
of bandwidth information in the Firewire network class contains the total bandwidth for each bus.

Within AudioNetSim, the bandwidth is calculated using the methodology described within this chap-
ter. The number of audio pins is identified by reading the value of the ACTIVE_AUDIO_PINS within
the AES64 parameter tree, while the number of channels is calculated by checking whether each of
the multicores within the device have been started. A BWU value is then calculated for each device
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and stored within its FirewireDevice object. The total BWU for each subnet within the simulated
network is stored within the SubnetInfo object for each subnet (See Figure 6.3 in Section 6.2.2 for the
class diagram). This is utilised by the SubnetStatusWindow object to show the bandwidth utilisation
for each subnet graphically.

8.5.2 Ethernet AVB Networks

In Ethernet AVB, streaming bandwidth is allocated end-to-end (along the path from talker to listener).
The Talker Advertise attribute contains the TSpec which indicates the bandwidth requirements for the
stream. This attribute propagates throughout the network. If a node wishes to become a listener, it
declares a Listener Ready attribute which propagates through the network to the Talker. The TSpec
can be used to calculate the actual bandwidth using the calculation described in Section 8.4. If a node
has a talker and a listener attribute declared for the same Stream ID, then a stream will be transmitted
and this will require bandwidth.

The bandwidth utilised by an AVB Endpoint can be calculated by investigating the parameters re-
lated to the streams which are declared in the AES64 stack. When a node is a talker, it has an
XFN_PTYPE_ADVERTISE parameter type set for a given multicore, while when a node is a listener,
it has an XFN_PTYPE_LISTEN parameter type set for a given multicore. The parameter structure
for a talker is shown in Table 8.10, while the parameter structure for a listener is shown in Table 8.11.
The total bandwidth for each end point is the sum of incoming and outgoing streams. In Ethernet
AVB networks, all the devices reside on a single subnet and streams are not broadcast but rather sent
along a path from talker to listener. In Ethernet AVB networks, we are concerned with the amount
of bandwidth used by each Endpoint, so the list of bandwidth information in the AVBNetwork class
contains SubnetInfo objects for each Endpoint (See Figure 6.6 in Section 6.2.3 for the class diagram).

XFN_SCT_BLOCK_OUTPUT

XFN_SCT_TYPE_STREAM

1

XFN_PRM_BLOCK_MULTICORE

Multicore Number

XFN_PTYPE_ADVERTISE

1

Table 8.10: Parameter structure for the talker
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XFN_SCT_BLOCK_INPUT

XFN_SCT_TYPE_STREAM

1

XFN_PRM_BLOCK_MULTICORE

Multicore Number

XFN_PTYPE_LISTEN

1

Table 8.11: Parameter structure for the listener

Within AudioNetSim, the bandwidth is calculated using the methodology described within this Sec-
tion 8.4.1. The number of audio pins is identified by reading the value of the ACTIVE_AUDIO_PINS
within the AES64 parameter tree of a device, while the number of channels is calculated by check-
ing whether an advertise message has been sent out by the device (XFN_PTYPE_ADVERTISE) and
whether the device listening to any talker devices (XFN_PTYPE_LISTEN). A BWU value is then
calculated for each device and stored within its AVBDevice object. This BWU value is stored within
a separate SubnetInfo object for each device. The list of SubnetInfo objects is utlilised by the Subnet-

StatusWindow object to show the bandwidth utilisation for each device graphically.

8.6 Conclusion

An audio engineer is concerned with the bandwidth utilisation within a network. This chapter has
discussed methods which can be used for bandwidth calculation in Firewire and Ethernet AVB net-
works. It presented methods which can be used to calculate bandwidth in IEEE 1394a, IEEE 1394b
and Ethernet AVB networks. These methods were evaluated using data obtained from a real network
and shown to produce accurate results. This chapter also described how the bandwidth calculations
are integrated into AudioNetSim so that the bandwidth utilisation can be viewed in real-time by audio
engineers as they create and remove connections between devices.



Chapter 9

Comparison of Firewire and AVB Networks

9.1 Introduction

AudioNetSim, which was introduced in Chapter 6, can be used to simulate both Firewire and Ethernet
AVB networks. As shown in Chapter 2, which provides an introduction to Firewire and Ethernet AVB
networks, these networking technologies are different in many respects and have different overheads
when transmitting audio packets. AudioNetSim can be used to compare the bandwidth utilisation of
these two networking technologies. This chapter presents and discusses the results of this comparison.
Virtual Firewire and Ethernet AVB devices were created for comparison purposes, and the design of
these two virtual devices are described.

9.2 Comparison of Technologies

Firewire and Ethernet AVB are quite different networking technologies. Firewire uses arbitration
techniques to determine if a node can transmit, while ethernet uses Carrier Sense Multiple Access with
Collision detection (CSMA/CD) to determine if a node can transmit. Ethernet has transmission speeds
of 10Mbps, 100Mbps, 1000Mbps and 10000Mbps, while Firewire supports transmission speeds of
100Mbps, 400Mbps and 800Mbps. 1600Mbps and 3200Mbps are described as being supported by
Firewire, however there were no implementations at the time of writing.

Firewire uses a blocking transmission scheme and transmits streams every 125µs during a period
termed the isochronous period. A node transmits when it is granted access to the bus. This is done
using either BOSS arbitration (described in Section 2.2.3.3) or legacy arbitration (described in Section
2.2.3.1). Ethernet AVB puts frames in a queue and uses a credit shaping algorithm (described in
Section 2.3.2.2) to determine if the audio streams can be transmitted.

In both technologies, the amount of bandwidth reserved for transmitting streams is constrained. In
Ethernet AVB, 75 percent of the total bandwidth can be reserved for stream transmission, while in
Firewire, 80 percent of the total bandwidth can be reserved for stream transmission using isochronous
packets. Reservation is done in Ethernet AVB by setting MSRP talker and listener attributes which

222
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propagate throughout the network, while in Firewire reservation is done by performing a compare and
swap lock transaction to registers within the IRM. More details about this can be found in Chapter 2.
Streams are uniquely identified in Ethernet AVB by using a Stream ID, while in Firewire, streams are
allocated a unique channel number. Ethernet AVB allows multiple traffic classes which can transmit
at different rates, while in Firewire, a packet is transmitted every 125µs. In Firewire, if there is no
data to transmit in a cycle on a channel that is being utilised, an empty packet is transmitted in that
cycle.

In Ethernet AVB, the MMRP protocol is used to register multicast MAC addresses for a stream.
Streams only travel to nodes which have registered as listeners for the stream. This is managed by the
AVB switches. In Firewire, streams are broadcast to all the nodes on a bus. The packet overhead for
Ethernet AVB streaming packets is larger than the packet overhead for Firewire streaming packets.

These differences make for an interesting comparison between Firewire and Ethernet AVB. The sec-
tions which follow will use AudioNetSim, which uses the bandwidth calculations outlined in Chapter
8, to compare the bandwidth utilisation of the two technologies.

9.3 Virtual Device Design

In order to compare equivalent Firewire and Ethernet AVB networks using AudioNetSim, similar
virtual devices are required. At the time of research, the real Firewire device available for testing
purposes was an Evaluation Board created by UMAN Technologies [111], while the Ethernet AVB
device available was a Linux PC using the implementation created by Foulkes [41]. The Ethernet
AVB device is a proof of concept which does not have the same capabilities as the Firewire Evalu-
ation board. To enable comparison, it was necessary to create an Ethernet AVB virtual device with
capabilities similar to the Firewire Evaluation board - i.e. an Ethernet AVB Evaluation Board virtual
device. AudioNetSim uses XML to define virtual devices. These virtual devices are representations
of the real devices. This section describes the design of these virtual devices. It begins by describing
capabilities of the real Firewire evaluation board and its AES64 parameter tree. It then describes the
Linux PC Ethernet AVB Endpoint followed by a description of the differences between the AES64
parameter trees of the two devices. It concludes with a description of the virtual devices which can
be used within AudioNetSim.

9.3.1 Firewire Evaluation Board

The Firewire evaluation board is able to act as a word clock source and route audio and MIDI streams
between a number of ports. It also contains facilities for connection management and contains a basic
mixer. It has the following ports which can be utilised by an audio engineer:

• 8 analogue XLR output ports for audio output

• 6 analogue XLR input ports for audio input
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• Ethernet port

• AES/EBU input and output sockets

• 2 ADAT in and out sockets for audio

• MIDI in and out sockets

• BNC word clock source

The Firewire evaluation board utilises a DICE chip [110] to be able to transmit and receive two
isochronous streams, which can each contain up to 16 audio channels. Figure 9.1 shows a block
diagram of the Evaluation board. There is a processor within the evaluation board that has control
over the cross bar router and mixer, and that can pick up AES64 control messages from the network.
The Mixer Tx block represents outputs from the mixer, while the Mixer Rx block represents inputs
to the mixer. The cross bar router enables any of the audio inputs to be routed to any of the audio
outputs.

Figure 9.1: Block Diagram for the Evaluation Board [39]

The evaluation board contains an AES64 stack, which creates a parameter tree with 12475 param-
eters. These parameters enable the routing within the device to be set, connection management be
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performed, and remote control of parameters such as gain. In order to model the internal routing and
the mixer within the device, three matrices are used. They are as follows:

• A cross point matrix that allows connections from audio inputs to audio outputs and bus1 lines

• A mixer matrix that allows connections from bus 1 lines to bus 2 lines

• A cross point matrix that allows connections from bus 2 lines to audio outputs

The structure is shown in Figure 9.2. Each block within Figure 9.2 represents a matrix. The cross
point matrix is used to indicate which inputs are routed to which outputs, while the mixer matrix also
includes a level parameter. More information can be found within the AES64 protocol specification
[39].

Figure 9.2: Matrices used to model the internal routing of the Firewire evaluation board [39]

The AES64 parameter tree utilised by the evaluation board contains 8 section blocks which are de-
scribed below.

XFN_SCT_BLOCK_CONFIG This section block contains parameters which can be utilised to
configure the device. This includes the parameters to configure the 1394 interfaces and the
ethernet interface, as well as general parameters (such as the device name and firmware revi-
sion) and device specific parameters (such as turning on an LED).

XFN_SCT_BLOCK_GLOBAL This section block contains parameters with data related to the de-
vice (such as desk item parameters) as well as 1394 specific parameters (for example cycle
master status) and MIDI specific parameters (whether MIDI learning is enabled).
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XFN_SCT_BLOCK_USER This section block contains user related presets such as MIDI con-
troller information.

XFN_SCT_BLOCK_SIGNAL_OUTPUT This section block contains parameters which control
audio output related aspects such as starting a multicore.

XFN_SCT_BLOCK_SIGNAL_INPUT This section block contains parameters which control au-
dio input related aspects such as routing.

XFN_SCT_BLOCK_CLOCK This section block contains parameters which can control aspects
related to the clock source for a given interface such as the source itself and the sampling
frequency.

XFN_SCT_BLOCK_BUS1 This section block contains parameters related to bus 1 lines, such as a
level within the mixer matrix.

XFN_SCT_BLOCK_BUS2 This section block contains parameters related to bus 2 lines, such as a
level within the mixer matrix.

The AES64 parameter tree contains parameters which pertain to the following:

• Mixer Matrix - The evaluation board contains a mixer matrix with level parameters. These
parameters are contained within the XFN_SCT_BLOCK_BUS1
and XFN_SCT_BLOCK_BUS2 section blocks.

• Desk Items - As mentioned in Section 5.3.1, Desk Items are graphical elements which can be
used within a control application to control parameters. A preset template can be stored on the
device so that it can loaded by a control application. This template is stored using a number of
parameters within the XFN_SCT_BLOCK_GLOBAL section block.

• Multicores - The AES64 parameter tree can be used to control the multicore audio packets
which are being sent and received by the Firewire evaluation board. This includes starting
and stopping the multicore as well as getting information related to a multicore, such as the
isochronous channel number. These parameters are contained within the XFN_SCT_BLOCK_INPUT
and XFN_SCT_BLOCK_OUTPUT section blocks.

• Internal Routing Matrix - Within the evaluation board, a routing matrix can be utilised to
control the routing of audio between different ports. AES64 parameters can be used to al-
ter this matrix. These parameters are contained within the XFN_SCT_BLOCK_INPUT and
XFN_SCT_BLOCK_OUTPUT section blocks.

• Interface configuration - The IP addresses and other aspects of the Firewire and ethernet inter-
faces can be controlled by using parameters within the AES64 parameter tree. These parameters
are contained within the XFN_SCT_BLOCK_CONFIG section block.
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• Firewire specific - These include aspects such as the cycle master status and the GUID. The
AES64 parameter tree can be utilised to read and alter these parameters. These parameters
are contained within the XFN_SCT_BLOCK_CONFIG and XFN_SCT_BLOCK_GLOBAL
section blocks.

The device can be identified by using the device type parameter within the general configuration
section (XFN_SCT_BLOCK_CONFIG section block) of the AES64 parameter tree. The device type
value for the Evaluation board is 8, which identifies it as a “UMAN Firewire Evaluation Board”. The
device type is used by control applications (in this case UNOS Vision) to determine the procedures
used to identify the rest of the device parameters, as well as aid further interaction with the device.

9.3.2 Linux PC Ethernet AVB Endpoint

As mentioned, a Linux PC Ethernet AVB Endpoint, which can be controlled by AES64, has been
developed by Foulkes [41]. From this point onwards, this will be referred to as the AVB Endpoint.
It utilises the Advanced Linux Sound Architecture (ALSA) [97] to retrieve streams from a PC and
send them using Ethernet AVB. ALSA provides audio and MIDI functionality to the Linux operating
system. The AVB Endpoint contains an AES64 stack with a parameter tree containing 168 parameters.
The parameter tree utilised by the AVB Endpoint contains 3 section blocks, which are described
below.

XFN_SCT_BLOCK_CONFIG This section block contains parameters which can be utilised to
configure the device. This includes the parameters to configure the ethernet interface, as well
as general parameters (such as the device name and firmware revision).

XFN_SCT_BLOCK_SIGNAL_INPUT This section block contains parameters which control au-
dio input related aspects, such as sending out a listener ready message to request a stream

XFN_SCT_BLOCK_SIGNAL_OUTPUT This section block contains parameters which control
audio output related aspects such as sending out a talker advertise message to advertise a stream

The AES64 parameter tree contains parameters which pertain to the following:

• Internal Routing Matrix - Within the evaluation board, a routing matrix can be utilised to control
the routing of audio. AES64 parameters can be used to alter this matrix. These parameters are
contained within the XFN_SCT_BLOCK_SIGNAL_INPUT and
XFN_SCT_BLOCK_SIGNAL_OUTPUT section blocks.

• Multicores - The AES64 parameter tree can be used to control the multicore audio packets
which are being sent and received using Ethernet AVB. This includes starting and stopping the
multicore as well as getting Ethernet AVB specific information such as the Stream ID. These
parameters are contained within the XFN_SCT_BLOCK_SIGNAL_INPUT and
XFN_SCT_BLOCK_SIGNAL_OUTPUT section blocks.
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• Interface configuration - The IP addresses and other aspects of the ethernet interface can be de-
termined by using parameters within the AES64 parameter tree. These parameters are contained
within the XFN_SCT_BLOCK_CONFIG section block.

The device can be identified by using the device type parameter within the general configuration
section (XFN_SCT_BLOCK_CONFIG section block) of the AES64 parameter tree. The device type
value for the AVB Endpoint is 3, which identifies it as an “AVB XFN Virtual Device”. This device
type can be used by the control application (in this case UNOS Vision) to determine the procedures
used to identify the rest of the device parameters and aid further interaction with the device.

9.3.3 Differences between the AES64 Parameter Tree of the Firewire Evalua-
tion Board and the AVB Endpoint

There are a number of differences between the parameter trees for the Firewire evaluation board and
the AVB Endpoint. This section analyses the XML representations of the parameter trees utilised
by AudioNetSim to build the parameter trees for each of these devices. The XML representations
contain all of the parameters which are present within the device parameter trees, and have the same
level hierarchies. The XML format used is described further in Section 6.4.6. This section highlights
the differences between the parameter trees of the devices. These differences will be utilised in the
next section to create an Ethernet AVB evaluation board virtual device which is equivalent to the
Firewire evaluation board.

Section 9.3.1 showed that there are 8 section blocks in the AES64 parameter tree for the Firewire
Evaluation Board:

• XFN_SCT_BLOCK_CONFIG (id=225)

• XFN_SCT_BLOCK_GLOBAL (id=241)

• XFN_SCT_BLOCK_USER (id=193)

• XFN_SCT_BLOCK_SIGNAL_OUTPUT (id=17)

• XFN_SCT_BLOCK_SIGNAL_INPUT (id=1)

• XFN_SCT_BLOCK_CLOCK (id=144)

• XFN_PRM_BLOCK_BUS1 (id=186)

• XFN_PRM_BLOCK_BUS2 (id=187)

Section 9.3.2 showed that there are three section blocks in the AES64 parameter tree for the Linux
PC Ethernet AVB Endpoint:

• XFN_SCT_BLOCK_CONFIG (id=225)
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• XFN_SCT_BLOCK_SIGNAL_INPUT (id=1)

• XFN_SCT_BLOCK_SIGNAL_OUTPUT (id=17)

The AES64 protocol specification [39] details each of these section blocks. More information can
also be found in the previous two sections. The parameter trees for the Firewire Evaluation Board and
the AVB Endpoint contain three common section types:

• XFN_SCT_BLOCK_CONFIG

• XFN_SCT_BLOCK_SIGNAL_INPUT

• XFN_SCT_BLOCK_SIGNAL_OUTPUT

This section will begin by taking a look at differences between the XFN_SCT_BLOCK_CONFIG
section blocks of each device and then it will look at the differences between the multicore parameter
blocks within the XFN_SCT_BLOCK_SIGNAL_INPUT and
XFN_SCT_BLOCK_SIGNAL_OUTPUT section blocks of each device. This will highlight the dif-
ferences between the parameter trees of the two devices.

9.3.3.1 Differences between Configuration Section Blocks

Within XFN_SCT_BLOCK_CONFIG, there are a number of section types. The Firewire Evaluation
Board contains the following section types:

• XFN_SCT_TYPE_1394_INTERFACE_CONFIG (id=4) - This section type contains parameter
blocks which relate to the IEEE 1394 interface’s configuration such as the IP parameter block.
This is a streaming interface (id=4) which means that it can be used to stream audio.

• XFN_SCT_TYPE_ETHERNET_INTERFACE_CONFIG (id=3) - This section type contains
parameter blocks which relate to the ethernet interface’s configuration such as the IP parameter
block. This is a non-streaming interface (id=3) which means that it cannot be used to stream
audio.

• XFN_SCT_TYPE_GENERAL (id=195) - This section type contains parameter blocks with
descriptive parameter types such as Device Name and Device Type.

• XFN_SCT_TYPE_DEVICE (id=214) - This section type contains parameter blocks with pa-
rameter types specific to the Firewire Evaluation Board - such as toggling the device LED or
restarting the device.

The AVB Endpoint contains the following section types:

• XFN_SCT_TYPE_STREAM_INTERFACE_CONFIG (id=4) - This section type contains pa-
rameter blocks which relate to the configuration of the ethernet streaming interface for the AVB
Endpoint such as the IP parameter block.
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• XFN_SCT_TYPE_GENERAL (id=195) - This section type contains parameter blocks with
descriptive parameter types such as Device Name and Device Type.

The Firewire Evaluation Board contains two types of interfaces - the ethernet interface, which is
a non-streaming ethernet interface, and the 1394 interface which is used for streaming. The AVB
endpoint contains a single ethernet interface, which is used for streaming. Since the ethernet interface
within the Firewire evaluation board is not used for streaming, it has a different section type to the
one in the AVB Endpoint (and hence a different id).

9.3.3.2 Differences between Parameter Blocks

The Firewire Evaluation board has two parameter blocks within the
XFN_SCT_TYPE_1394_INTERFACE_CONFIG section type:

• XFN_PRM_BLOCK_1394 - the 1394 parameter block which contains parameter types that are
specific to the Firewire interface - such as the force root parameter and the GUID parameter.

• XFN_PRM_BLOCK_IP - the IP parameter block which contains parameters relating to the IP
address of the interface (such as IP address and subnet mask) as well as whether or not the
interface is XFN bound - i.e. whether this interface will be used for streaming and must be
picked up by the control application.

The Firewire Evaluation Board has two parameter blocks within the
XFN_SCT_TYPE_ETHERNET_INTERFACE_CONFIG section type:

• XFN_PRM_BLOCK_ETHERNET - the ethernet parameter which block contains information
specific to the ethernet interface (MAC address and MTU)

• XFN_PRM_BLOCK_IP - the IP parameter block which contains information about the IP ad-
dress of the interface as well as whether or not the interface is XFN bound - i.e. whether this
interface will be used for streaming and must be picked up by the control application.

Note that the IP parameter block for the ethernet interface has the same structure as the one for the
IEEE 1394 interface, however the value for XFN bound parameter on the ethernet interface is 0 rather
than 1 on the 1394 interface. This is because it is not meant to be picked up by the control application
- as it is not a streaming interface.

The AVB Endpoint only has a single parameter block for IP configuration within the
XFN_SCT_TYPE_STREAM_INTERFACE_CONFIG section type:

• XFN_PRM_BLOCK_IP - the IP parameter block which contains information about the IP ad-
dress of the interface as well as whether or not the interface is XFN bound - i.e. whether this
interface will be used for streaming and must be picked up by the control application
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The value for the XFN bound parameter in the IP parameter block of the AVB Endpoint is set as it is
a streaming interface and will be picked up by the control application. This parameter block has the
same structure as the IP parameter block for the Firewire Evaluation Board.

9.3.3.3 Differences between Multicore Parameter Blocks

One of the key differences between the AES64 Parameter trees of the AVB Endpoint and the Firewire
Evaluation Board lies within the multicore parameter blocks that are contained within the input and
output section blocks of the parameter trees. Section 5.3.2 describes the connection management
procedures for Ethernet AVB and Firewire using the AES64 protocol. This provides an introduction
to the parameters which are utilised within the two parameter trees for connection management.

The input multicores parameter block (XFN_PRM_BLOCK_MULTICORE) resides within the
XFN_SCT_TYPE_STREAM section type, which is contained within the
XFN_SCT_BLOCK_SIGNAL_INPUT section block of the Firewire Evaluation Board’s parameter
tree. It contains five parameter types:

• XFN_PTYPE_MULTICORE_ACTIVE_AUDIO_PINS - Number of active audio pins on an
input socket (IEC-61883-6 specific)

• XFN_PTYPE_MULTICORE_FREEZE - Stop receiving the multicore

• XFN_PTYPE_MULTICORE_NAME - Name of the multicore

• XFN_PTYPE_MULTICORE_RUNNING_STATE - Whether or not a stream is being received

• XFN_PTYPE_MULTICORE_TYPE - The type of multicore (in this case 1 - isochronous stream)

The output multicores parameter block (XFN_PRM_BLOCK_MULTICORE) resides within the
XFN_SCT_TYPE_STREAM section type, which is contained within the
XFN_SCT_BLOCK_SIGNAL_OUTPUT section block of the Firewire Evaluation Board’s parameter
tree. It contains eight parameter types:

• XFN_PTYPE_MULTICORE_ACTIVE_AUDIO_PINS - Number of active audio pins on an
input socket (IEC-61883-6 specific)

• XFN_PTYPE_MULTICORE_ACTIVE_MIDI_PINS - Number of active audio pins on an input
socket (IEC-61883-6 specific)

• XFN_PTYPE_MULTICORE_START - Start sending the multicore

• XFN_PTYPE_MULTICORE_ISOCH_CHANNEL_NUM - The isochronous channel number
that the stream is being sent on

• XFN_PTYPE_MULTICORE_FREEZE - Stop sending the multicore
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• XFN_PTYPE_MULTICORE_NAME - Name of the multicore

• XFN_PTYPE_MULTICORE_RUNNING_STATE - Whether or not a stream is being received

• XFN_PTYPE_MULTICORE_TYPE - The type of multicore (in this case 1 - isochronous stream)

The input multicores parameter block (XFN_PRM_BLOCK_MULTICORE) resides within the
XFN_SCT_TYPE_STREAM section type, which is contained within the
XFN_SCT_BLOCK_SIGNAL_INPUT section block of the AVB Endpoint’s parameter tree. It con-
tains seven parameter types:

• XFN_PTYPE_MULTICORE_NETWORK_SPEED - The speed of the network

• XFN_PTYPE_MULTICORE_RUNNING_STATE - Where or not we are receiving a stream

• XFN_PTYPE_MULTICORE_TYPE - The type of multicore (in this case 4 - Ethernet AVB
stream)

• XFN_PTYPE_MULTICORE_NAME - Name of the multicore

• XFN_PTYPE_MULTICORE_START - Start receiving the multicore

• XFN_PTYPE_MULTICORE_STREAM_ID - The Ethernet AVB stream ID of the stream which
is being received

• XFN_PTYPE_LISTEN - Indicates whether or not a listener ready message has been sent out

The output multicores parameter block (XFN_PRM_BLOCK_MULTICORE) resides within the
XFN_SCT_TYPE_STREAM section type, which is contained within the
XFN_SCT_BLOCK_SIGNAL_OUTPUT section block of the AVB Endpoint’s parameter tree. It
contains seven parameter types

• XFN_PTYPE_MULTICORE_NETWORK_SPEED - The speed of the network

• XFN_PTYPE_MULTICORE_RUNNING_STATE - Whether or not a stream is being transmit-
ted

• XFN_PTYPE_MULTICORE_TYPE - The type of multicore (in this case 4 - Ethernet AVB
stream)

• XFN_PTYPE_MULTICORE_NAME - Name of the multicore

• XFN_PTYPE_MULTICORE_START - Start sending the multicore

• XFN_PTYPE_MULTICORE_STREAM_ID - The Ethernet AVB stream ID of the stream which
is being sent
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• XFN_PTYPE_ADVERTISE - Indicates whether or not we have sent out a talker advertise mes-
sage

There are a number of differences between the parameter types which are utilised within the Firewire
Evaluation Board and the AVB Endpoint within the multicore parameter blocks. Table 9.1 shows a
summary of the parameter types for the multicore parameter blocks of the Firewire Evaluation Board
and the AVB Endpoint.

Firewire Evaluation Board

Input Output

ACTIVE_AUDIO_PINS# ACTIVE_AUDIO_PINS#

FREEZE ACTIVE_MIDI_PINS#

NAME START

RUNNING_STATE ISOCH_CHANNEL_NUM*

TYPE FREEZE

NAME

RUNNING_STATE

TYPE

AVB Endpoint

Input Output

NETWORK_SPEED* NETWORK_SPEED*

RUNNING_STATE RUNNING_STATE

TYPE TYPE

NAME NAME

START START

STREAM_ID* STREAM_ID*

LISTEN* ADVERTISE*

* - Firewire/AVB specific
# - IEC 61883 specific parameters

Table 9.1: Parameter types for the multicore parameter block

Each of the parameter blocks contain a few Firewire or AVB specific parameter types (such as
Isochronous Channel Number for Firewire and Stream ID for Ethernet AVB), while the Firewire
Evaluation Board also contains additional IEC 61883-6 specific parameters which enable the possi-
bility of sending more than one audio channel within a stream. These are not included within the
AVB Endpoint since it only includes a single audio channel for each multicore.
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9.3.4 AVB Evaluation Board

As mentioned, in order to compare equivalent Firewire and Ethernet AVB networks using AudioNet-
Sim, similar virtual devices are required. At the time of research, the Firewire device available for
testing purposes was an evaluation board, while the Ethernet AVB device available was a Linux PC
using the implementation created by Foulkes [41]. The Ethernet AVB device is a proof of concept
which does not have the same capabilities as the evaluation board. It was therefore necessary to create
an Ethernet AVB virtual device with capabilities similar to the Firewire evaluation board - i.e. an Eth-
ernet AVB evaluation board virtual device. As mentioned, AudioNetSim uses virtual devices, which
are defined using an XML format, to build a network. These virtual devices are representations of the
real devices.

Based on the comparison presented in the previous section, a virtual evaluation board was created that
uses Ethernet AVB to transmit audio, but includes all of the features which are present in the Firewire
AVB evaluation board. This virtual evaluation board is described in this section. The XML format
used in this section is the same as the one utilised within AudioNetSim to configure the parameter
tree for a device. This format is described further in Section 6.4.6.

The following fields are required to define a virtual device in AudioNetSim using XML:

• Device Name

• Device Type (Firewire, AVB)

• AVB Type - only for AVB devices (EndPoint or Switch)

• Number of ports

• Nodes - only for Firewire devices

• Link Layer and PHY Version - only for Firewire devices (A or B)

• AES64 Parameter Tree

The first part to be altered was the device information. In this part, the ports are specified as well
as any Firewire or AVB specific information. The XML for the device information of the Firewire
Evaluation Board is as follows:

<DEVICE name="Eval Board" type="Firewire">

<NODE LL="B" PHY="B" PORTS=2 />

This XML was replaced by the equivalent for an AVB Endpoint with one ethernet port:

<DEVICE name="AVB Linux EndPoint 1" type="AVB" avbtype="EndPoint">

<PORTS num=1>
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The second part to be altered was the AES64 parameter tree. The Firewire specific information was
removed from the new device and replaced with Ethernet AVB specific information. This required
an update of the configuration section block and the multicore parameter blocks which are contained
within the input and output section blocks. More details about these differences can be found in the
previous section.

9.3.4.1 Updates to the Configuration Section Block

Within the configuration section block, the device type as well as the interfaces were updated. The
changes were as follows:

• A streaming ethernet interface is utilised rather than a non-streaming ethernet interface in order
to be able to transmit audio. Within the ethernet interface section type, the value of the ’XFN
bound’ parameter was also updated to 1 so that it could be detected by UNOS Vision.

• The value for the device type is set to 3 which identifies it as an ’AVB XFN Virtual Device’
to the control application (in this case UNOS Vision). As mentioned in the previous sections,
within the general configuration section of the configuration section block, a device type pa-
rameter is included which identifies the type of device. Within the AVB Endpoint, the value of
the parameter is 3 (AVB XFN Virtual Device), while within the Firewire evaluation board, the
value of the parameter is 8 (UMAN Firewire Evaluation Board). The device type is used by the
control application (in this case UNOS Vision) to determine the procedures used to identify the
rest of the device parameters and aid further interaction with the device.

9.3.4.2 Updates to the Multicore Parameter Blocks

Within the multicore parameter blocks, the parameter types were updated to include AVB specific
parameters as well as the IEC 61883-6 specific parameters which are included in the input and output
section blocks of the Firewire evaluation board. The following updates were done:

• The Firewire specific parameter type - ISOCH_CHANNEL_NUM - was removed and the
AVB specific parameter types were added - STREAM_ID, NETWORK_SPEED and LIS-
TEN/ADVERTISE.

• Ethernet AVB is able to transmit multiple audio pins on a single multicore (since this is possible
with IEC 61883-6) and hence the IEC 61883-6 specific parameters were added to allow this.

• The Firewire Evaluation Board has two transmit multicores. The new AVB device was created
so that it can also transmit two multicores.

• The Firewire Evaluation Board has two receive multicores. In Firewire, all nodes receive a
transmitted stream, and hence the total bandwidth utilised is the same for all nodes. On an
Ethernet AVB network, only devices which are registered as listeners will receive a stream.
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This means that the total bandwidth utilised on a link will be the sum of the bandwidth for
the multicores that it is transmitting and the multicores for which it is registered as a listener,
rather than the total bandwidth for all the multicores being transmitted by the nodes in the
network. To enable equal comparison between Firewire and AVB, it is necessary to enable the
new AVB device to receive two multicores from 15 devices (i.e. 30 multicores) - since the
Firewire configurations used were restricted to 16 nodes. To enable all nodes to be listeners to
all of the streams being transmitted, 30 receive multicores were included in the new device.

• A multicore type of 1 is used to identify a 1394 audio multicore, while a multicore type of 4 is
used to identify an AVB audio multicore. The new device, therefore, used a multicore type of
4.

In summary, the following parameter types are included within the multicore parameter block of the
Ethernet AVB Evaluation Board:

• ACTIVE_AUDIO_PINS

• ACTIVE_MIDI_PINS

• START

• NAME

• RUNNING_STATE

• TYPE

• NETWORK_SPEED

• STREAM_ID

• LISTEN

• ADVERTISE

9.4 Comparative Network Configurations and Testing Method-
ology

This section introduces the networks and the testing methodology that will be used to compare
Firewire and Ethernet AVB. These networks are designed in such a manner that they are equivalent
and the figures for bandwidth utilisation are comparable. This section begins by describing each of
the networks and concludes by describing the testing methodology used to obtain the results presented
in the following section.
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9.4.1 Firewire Network

The maximum number of evaluation board devices which can be daisy-chained in a Firewire network
using the evaluation boards is limited to 16 devices by the manufacturer [94]. AudioNetSim was used
to construct a Firewire network consisting of 16 daisy-chained virtual Firewire evaluation boards.
Figure 9.3 shows the network setup within AudioNetSim.

Figure 9.3: Firewire Network within AudioNetSim

Each of the evaluation boards has the potential to send and receive 2 isochronous streams, each with 16
audio channels. These streams would be broadcast across the bus and hence would use up bandwidth
on the bus.

9.4.2 AVB Network

To create an equivalent network to the one described above, an AVB Network was constructed using
16 Virtual AVB Evaluation Boards (this device is described in Section 9.3.4) and a 16 port switch.
Figure 9.4 shows the network set up within AudioNetSim.

Figure 9.4: AVB Network within AudioNetSim
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Each of these devices is able to send 2 streams, each with 16 audio channels, and receive up to 30
streams, each with 16 audio channels.

9.4.3 Testing Methodology

The Virtual AVB Evaluation Board was designed in such a manner that each device can become a
listener to all of the streams which are being transmitted (30) and hence simulate the same behavior in
terms of bandwidth utilisation as a Firewire network. The networks described in the previous sections
are equivalent and hence the bandwidth on the Firewire bus may be compared to the bandwidth on a
single Ethernet AVB link using AudioNetSim.

Audio streams are routed between devices by connecting multicores (which represent audio streams
containing a number of channels) using UNOS Vision. UNOS Vision is also used to increase the
number of audio channels within each stream. For our testing purposes, all audio channels are mono,
48KHz audio streams.

The following process was followed to perform bandwidth testing once the network was set up within
AudioNetSim:

1. Start a new output multicore.

2. Connect the multicore to an input (receiving) multicore on one of the devices (Firewire) or all
of the devices (AVB).

3. Increase the number of channels being transmitted on the multicore from 1-16.

4. Record the bandwidth utilisation for each iteration.

5. Repeat until either all multicores (32) are transmitting or bandwidth is fully utilised.

Within Firewire networks only, a single multicore connection is made between and output and input
multicore. This causes a stream to be broadcast over the entire network. Within AVB networks,
however, connections are made between an output multicore and an input multicore on every other
device. This ensures that the comparison is equivalent, connections are made in such a manner that
it is as if each AVB device is broadcasting to all of the AVB devices in the network - i.e. each AVB
device becomes a listener of all of the multicores being sent by the other AVB devices.

In the process described above, once the connection is created, the number of audio channels is
increased until the maximum, 16, is reached. At each point, the bandwidth utilisation is recorded and
hence a matrix is constructed with the number of streams (1-16), the number of channels (1-512) and
the bandwidth utilisation. These results will be analysed in the next section.
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9.5 Results and Analysis

This section presents and analyses the Firewire and Ethernet AVB bandwidth utilisation results ob-
tained from AudioNetSim using the networks and testing methodology presented in the previous
section.

Figure 9.5 shows the percentage of bandwidth utilised when transmitting a certain number of audio
channels (shown on the x-axis), utilising the minimum number of streams and using each of the
technologies. Each audio stream can contain up to 16 audio channels, so the minimum number of
streams is

⌈
n
16

⌉
where n is the number of audio channels being transmitted.

Figure 9.5: Bandwidth Utilisation when transmitting minimum number of streams

Each stream from the evaluation board is able to contain up to 16 audio channels. The inset figure
shows a zoomed-in view of the bandwidth utilised when transmitting less than 32 channels. This fig-
ure shows that for equivalent speeds (for example at 100 Mbps), Ethernet AVB utilises less bandwidth
than Firewire when there are more than 2 audio channels being sent.

Figure 9.6 shows the percentage of bandwidth utilised when transmitting a varying number of audio
channels (shown on the x-axis) utilising 32 streams for each of the technologies. In this example,
32 multicore connections were made. The line for AVB100 cannot be seen in this figure since the
headers for 32 streams use more than 100 percent of the available bandwidth.
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Figure 9.6: Bandwidth Utilisation when transmitting 32 streams

This figure shows that when transmitting few audio channels within a stream and multiple streams,
Firewire can utilise less bandwidth than Ethernet AVB. When transmitting 32 streams, Firewire 800
utilises less bandwidth than Ethernet AVB running over gigabit ethernet for up to 64 channels of audio
transmission. When transmitting more than 64 channels using 32 streams, however, Ethernet AVB
utilises less bandwidth than Firewire 800 and is able to transmit more audio channels.

Figure 9.7a shows the amount of data (in bytes including headers and audio samples) transmitted
every 125µs when transmitting a certain number of audio channels utilising Firewire and Ethernet
AVB and the minimum number of streams.

(a) Transmitting minimum amount of streams (b) Transmitting 32 streams

Figure 9.7: Amount of data sent each 125µs
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The inset figure shows a zoomed-in view of the data transmitted when transmitting less than 10
streams. This figure shows that the amount of data sent by Ethernet AVB is less than the amount
of data sent by Firewire when transmitting the minimum number of streams with more than 7 audio
channels.

Figure 9.7b shows the amount of data (in bytes) transmitted every 125µs when transmitting a certain
number of audio channels utilising Firewire and Ethernet AVB, and 32 streams. This figure shows
that the amount of data sent by Firewire is less than the amount of data sent by Ethernet AVB when
utilising 32 streams with up to 216 audio channels.

The gradient of the lines for Firewire is steeper than the gradient for AVB in both Figure 9.7a and
Figure 9.7b. This means that as the number of audio channels increases, the increase in data sent is
greater for Firewire than it is for AVB. This is because the data reserved (i.e. utilised within a cycle)
is 32 bytes per audio channel rather than 24 bytes for Ethernet AVB. This is because the Firewire
evaluation board utilises a blocking method for transmission, i.e. data is only sent once eight samples
are in the buffer (See Section 2.2.2.1 for more details). The use of the blocking method means that
in some isochronous cycles, data is not sent, however it is reserved and hence considered utilised. In
Ethernet AVB, traffic class A is utilised, which sends 8000 packets per second. The streams are not
transmitted using a blocking mechanism every 125 µs as in Firewire, but rather as they are available,
and if the traffic shaper algorithm has a positive or zero credit.

In terms of overhead per stream, Ethernet AVB has significantly larger packet headers than Firewire
(more details about the packet headers can be found in Section 2.2.2.1 and Section 2.3.5). Firewire
does, however, have additional overhead such as data begin and data end tokens, which encapsulate
the data. This explains why Firewire utilises a smaller percentage of bandwidth than Ethernet AVB
when multiple streams are being sent with minimal channels of audio per stream.

Table 9.2 shows a summary of the bandwidth utilisation for Firewire and Ethernet AVB.

Firewire Ethernet AVB

100 400 800 100 1000

% 1 stream (16 channels) 47.909 15.348 10.026 34.934 3.493

max. channels < 50% 16 66 133 21 226

max. channels < 100% 34 140 281 45 456

Table 9.2: Summary of results

It shows the maximum number of audio channels that can be transmitted before the bandwidth util-
isation exceeds 50 percent and also before it reaches 100 percent. It also shows the percentage of
bandwidth which is utilised when transmitting a single stream with 16 audio channels. This table
shows that Ethernet AVB networks are able to transmit a larger number of audio channels than equiv-
alent Firewire networks. Ethernet AVB is able to transmit 11 more channels than Firewire at 100
Mbps. The percentage bandwidth utilised for transmitting a single stream at 100 Mbps with 16 chan-
nels is 12.975 percent lower for Ethernet AVB.
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From the results presented, we can conclude that a Firewire network is more efficient when transmit-
ting multiple streams with few channels to many devices. This might occur in an audio network for
digital home audio. However, when there is a demand for multi-channel transmission, for example in
a live concert scenario, then an Ethernet AVB network will be more bandwidth effective.

9.6 Conclusion

AudioNetSim has been used to simulate both Firewire and Ethernet AVB networks. As shown in
Chapter 2, which gives an introduction to Firewire and Ethernet AVB networks, these networking
technologies are rather different and have different overheads when transmitting audio streams. Au-
dioNetSim was used to compare the bandwidth utilisation of these two networking technologies.
This chapter showed the design of an Ethernet AVB virtual device equivalent to the Firewire evalu-
ation board which was utilised in Chapter 8 to validate the bandwidth calculations. This device was
then utilised to compare Ethernet AVB to Firewire using AudioNetSim.This chapter showed that, in
general, Ethernet AVB is more efficient than Firewire networks for transmitting audio. It also has a
number of advantages, including the directed transmission to connected listeners, which saves band-
width for other connections, and the ability to utilise existing ethernet infrastructure. At 100 Mbps,
Ethernet AVB is able to transmit 11 additional audio channels. It also uses 12.975 percent less band-
width to send a single stream on a 100Mbps network. Firewire is only shown to be more efficient than
Ethernet AVB when transmitting multiple streams with few channels to many devices



Chapter 10

Conclusion

10.1 Introduction

The creation of a professional audio network is an expensive undertaking, so these networks need
to be carefully planned by audio engineers before deploying them. For any proposed configuration,
audio engineers need to ensure that the required number of audio channels can be transmitted. There
is also a need to be able to pre-configure a network virtually and then deploy this configuration onto
a real network to save time. This includes aspects such as grouping relationships which enhance the
control over digital audio networks. There is a need for an extensible, generic simulation framework
for audio engineers to use to easily compare protocols and networking technologies and get near
real time responses with regards to bandwidth utilisation. Our hypothesis is that an application-level
capability can be developed that uses network simulation to enable this process, thereby enhancing
the audio engineer’s experience of designing and configuring a network.

A number of steps were taken to investigate the feasibility of such an application-level capability.

1. Various network simulation approaches and existing applications were investigated. From this
investigation it was determined that an analytical approach was the best approach and that a
simulation framework specifically for audio networks needed to be developed. The network is
modelled and the analytical approach applied to the model.

2. The existing audio networking technologies were investigated and analytical calculations for
bandwidth utilisation were determined, as well as methods to evaluate grouping relationships.

3. An extensible simulation framework, AudioNetSim, was developed.

Following the investigation, the bandwidth utilisation of Firewire and AVB was compared using the
network simulation framework. This chapter presents the conclusions from this research. It begins by
presenting a summary of the work presented. This is followed by an answer to the problem statement
and the research questions presented in Chapter 1. It concludes by discussing future work which can
be done based on this research.

243
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10.2 Summary of Investigation

Firewire and Ethernet AVB Networks are the two core networking technologies which are investigated
in this thesis. Both of these networking technologies are rather different from traditional ethernet
networks. Firewire is a serial bus networking technology which provides support for both real-time
streams and non-real time data with acknowledged delivery. Ethernet AVB is a set of specifications
which augments traditional Ethernet networks to enable guaranteed quality of service for real-time
streams. Chapter 2 provides an introduction to these technologies and highlights the key concepts
which are used throughout this thesis.

One of the aims of this project was to produce a configuration and design tool which uses network
simulation to provide an audio engineer with information about bandwidth utilisation and an eval-
uation of relationships. Chapter 3 describes the concepts used in network simulation and details
previous work done on Firewire networks using the robust network simulator NS2. It describes the
Firewire implementation created for the NS2 by Holst and presents an evaluation with regards to the
requirements for a network simulator that can be utilised by an audio engineer (which are laid out in
Section 1.3). This evaluation shows that robust network simulators are not ideal for creating a profes-
sional audio network simulator. The detail provided by a packet-based simulator is much more than
required, and an analytical approach based on a model of Firewire is able to provide results which
are sufficient for the given requirements. In addition, the analytical approach provides the opportu-
nity for real-time results when changing a configuration. Chapter 4 compares existing design and
configuration packages and provides a list of requirements for the network simulator.

There are a number of control protocols which can be used in professional audio networks. Chapter 5
presents an brief overview of eight of these protocols - describing how these operate, how connection
management can be achieved, how parameters are controlled and monitored, the grouping capabilities
present in the protocol, and finally how device discovery is performed. It compares the protocols
against a set of requirements which are set out in Section 1.3. Given the requirements, AES64 was
chosen as the protocol to use for this research due to its extensive feature set, grouping capabilities and
device implementations, source code availability, documentation, and a powerful control application.
It can also be used on multiple network types, which allows it to be used when comparing network
types.

Chapter 6 describes a framework which can be used to model a professional audio network. This
consists of five parts:

• Graphical User Interface - focuses on how the device configuration is laid out by an audio
engineer and how bandwidth utilisation can be viewed

• Network Model - focuses on the physical, data link and transaction layers and abstracts the
network into a form which can use analytical methods to determine metrics useful to an audio
engineer

• Control protocol model - focuses on the control aspect of the network
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• Interface for Interaction with the simulator - focuses on different approaches which can be used
for interaction with the network simulator

• Control Application - the control application which interacts with the network simulator

A network simulator called AudioNetSim is described. This includes network models for Firewire
and Ethernet AVB networks and the AES64 control protocol. The framework is able to simulate a
variety of environments and allows easy implementation of different networks and protocols due to
the separation of parts.

A hallmark of the AES64 protocol is its powerful grouping capabilities. AES64 provides the capa-
bility for an audio engineer to establish peer-to-peer and master-slave relationships between different
parameters. One of the problems with providing capabilities such as master-slave joins is the ease
with which circular joins can be created. These circular joins can cause the values of parameters to
behave in an unpredictable manner. Chapter 7 shows how a simulated environment can be used to
easily evaluate the relationships between parameters. It discusses a number of different algorithms
which can be used to evaluate whether or not a join is valid, as well as determining if a circular join is
present. It also shows how this approach can be implemented within a simulated environment, using
the example of AudioNetSim.

As mentioned, the simulation application uses an analytical approach, which involves using equations
to determine metrics (such as bandwidth) based on the topology which is described using a network
model. Chapter 8 presents methods which can be used to calculate bandwidth in IEEE 1394a, IEEE
1394b and Ethernet AVB networks. These methods are evaluated using data obtained from a real net-
work and are shown to produce accurate results. Chapter 8 describes how the bandwidth calculations
are integrated into AudioNetSim so that the bandwidth utilisation can be viewed in near real-time by
an audio engineer as they create and remove connections between devices.

Finally, Chapter 9 uses AudioNetSim to compare Firewire and Ethernet AVB networks. It presents
the results of using identical networks to transport multicores containing 16 audio pins. Ethernet
AVB is shown to be more efficient than Firewire networks, and to have a number of advantages. One
particular advantage is the transmission of streams only to interested listeners, which saves bandwidth.
On a 100 Mbps network, Ethernet AVB is able to transmit 11 additional audio channels. It also uses
12.975 percent less bandwidth to send a single multicore on a 100Mbps network.

10.3 Answer to Problem Statement

This thesis has presented an extensible, generic simulation framework for audio engineers to use to
easily compare protocols and networking technologies and get near real time responses with regards
to bandwidth utilisation. This simulation framework, known as AudioNetSim, proves our hypothesis
that an application-level capability can be developed which uses network simulation to enable an
audio engineer to design and configure a network offline. AudioNetSim uses an accurate model of
the network and is designed for an audio engineer to use based on existing sound system design
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application which were evaluated. AudioNetSim provides an audio engineer with near real-time
feedback regarding how a change in configuration or creation of a connection alters the network state.
The cloud concept (described in Section 6.4.2) enables it to handle large configurations.

This thesis focuses on the two main factors that an audio engineer would be interested in within the
network - bandwidth and grouping relationships. Chapter 9 uses AudioNetSim to compare Ethernet
AVB and Firewire networking technologies, while Chapter 7 discusses a number of graph theory
methods which can be used to determine if grouping relationships are valid. This is implemented into
AudioNetSim using methods described in Section 7.11.

10.4 Reviewing Research Questions

This project set out to answer the following questions:

• What would make it easy for an audio engineer to use a simulated network?

• What is missing from the currently available audio network simulation and design options?

• Can a system be created that provides an accurate and usable simulation of an audio network?

• Can this system be used to compare audio network technologies?

• What level of abstraction should be employed to provide accurate simulation of an audio net-
work?

This section gives a summary of the answers to these questions. The answers are elaborated within
the thesis.

10.4.1 What would make it easy for an audio engineer to use a simulated net-
work?

Chapter 4 discussed the various sound system configuration and design applications. Based on this,
Section 4.6 highlighted the requirements for a configuration and design application to be easy to use.
It showed that the following aspects are important:

• Representation of a large network

• Canvas with Drag and Drop capabilities

• Ability to group devices

• Library of Devices

• Different Modes of Operation

Section 6.7 describes AudioNetSim, which was designed with the intention of satisfying these re-
quirements.
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10.4.2 What is missing from the currently available audio network simulation
and design options?

Chapter 4 described and compared the existing sound system design and configuration programs.
Table 10.1 shows a summary of the capabilities of the existing network design applications.

mLAN
Installation
Designer

CobraCAD
HiQNet
London

Architect

Harman
System

Architect

Custom Control Panels N N Y Y

Offline Editing N N Y Y

Configuration Validation Y Y N N

Determine Latency N N N N

Calculate Bandwidth N Y N N

HiQNet N N Y Y

Synchronise with a Real Network N N Y Y

Device Library Y Y Y Y

Firewire Networks Y N N N

AVB Networks N N Y Y

CobraNet Networks N Y Y Y

Table 10.1: Summary of Applications

The only programs which have simulation capabilities are mLAN Installation Designer, which is able
to check for circular connections, and CobraCAD which can calculate how many bundles are utilised
in a given configuration.

10.4.3 Can a system be created that provides an accurate and usable simula-
tion of an audio network?

AudioNetSim provides accurate bandwidth calculations (as shown in Section 8.3 and Section 8.4).
It provides an audio engineer with an easy to use interface to design and configure a network. Au-
dioNetSim is able to provide near real-time feedback on bandwidth utilisation within a network using
a simple interface. The simulation framework used by AudioNetSim allows further modules to be
developed for additional control protocols and network types (as shown in Section 6.2 and Section
6.3).

10.4.4 Can this system be used to compare network technologies?

The simulation framework described in Chapter 6 was designed in such a manner that different control
protocols and network types can be used with any control application if an interface is designed for
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that control protocol. Network models for Firewire and Ethernet AVB are defined in the proof of
concept application - AudioNetSim. Chapter 9 uses AudioNetSim to compare Firewire and Ethernet
AVB networking technologies. By using identical configurations of devices and creating equivalent
audio stream connections between devices, AudioNetSim was used to compare Firewire and Ethernet
AVB networks.

10.4.5 What level of abstraction should be employed to provide accurate sim-
ulation of an audio network?

Chapter 6 describes the simulation framework which can be used to develop a simulator for pro-
fessional audio networks. The network model and control protocol components allow the simulator
designer to use whatever level of abstraction is necessary for the proposed simulation. Chapter 6
describes the design of AudioNetSim (which uses an analytical approach to calculate metrics based
on a network model) and also describes the levels of abstraction which are used. Within the network
model, the physical topology is modelled and this is utilised by AudioNetSim to calculate metrics.
The MAC layer utilised is only considered within the bandwidth calculations (described in Chapter
8) and is not explicitly included within the device model since this level of detail is not required to
provide input into the bandwidth calculations. The simulation is shown to provide accurate results.
When modelling the control protocol, only the parameter tree is modelled and aspects, such as the
queues within the stack, are not modelled. This is because they are not required to provide the re-
quired information to the simulation and their exclusion simplifies the implementation of the protocol
simulations. The results for commands issued to the control protocol are determined by traversing
the tree and returning the required results. In this manner, the simulated model provides an accurate
representation of the control protocol and mimics its functionality.

10.5 Future Work

The development of the simulation framework and AudioNetSim introduces a number of possibilities
for future work. These include incorporating into the simulator:

• The implementation of additional control protocols

• The implementation of additional network types

• Devices with multiple control protocols and network types

Other work which could be performed include:

• An analysis of control latency

• An evaluation of synchronisation protocols and an extension of AudioNetSim to use these meth-
ods for synchronisation
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The sections which follow describe these possibilities for future work created by this thesis.

10.5.1 The implementation of additional control protocols

There are many different control protocols which can be used for connection management, command
and control of a professional audio network. Chapter 5 describes eight such protocols, with more
detail on each protocol given in Appendix D. Additional control protocols can be developed for
AudioNetSim by defining, for each protocol, a protocol class which can be used to interact with
the generic network model and also by defining an interface to the protocol class from a control
application. This thesis showed the development of a protocol class for AES64 (See Section 6.3) and
an interface that the UNOS Vision control application could use (See Section 6.6). Future work could
create protocol classes for protocols such as OCA, OSC, IEC 62379 and HiQNet, and interfaces for
their control applications.

10.5.2 The implementation of additional network types

There are a number of network types which are used within professional audio networks. These in-
clude CobraNet and EtherSound networks. The simulation framework defines generic network classes
which can be extended to implement additional network types. This thesis shows the development
of network classes for Firewire and Ethernet AVB networks. Future work could create new network
classes for networks such as CobraNet and EtherSound network types.

10.5.3 The creation of devices with multiple control protocols and network
types

A device in this simulation framework has a single control protocol and a single network type. Igum-
bor and Foss [73] have developed a proxy device which allows multiple control protocols to be used.
Foulkes and Foss have also done work on creating tunnelling between Firewire and Ethernet AVB
networks [42]. This opens the possibility of devices which have multiple control protocols and net-
work types. Future work could modify the simulation framework to allow for multiple protocols and
network types on a single device. For proof of concept, a simulated proxy device and a simulated
tunnelling node can be created.

10.5.4 An analysis of control latency and system delay

This thesis has analysed streaming bandwidth within a network. Another aspect which can be inves-
tigated is control latency. By performing tests on protocol stacks and defining an analytical model to
determine latency, this can be incorporated into AudioNetSim. Pauses can also be introduced within
the control protocol object to allow the audio engineer to get a feel for the real responsiveness of
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a given network. Future work could add this capability to AudioNetSim and analyse the latency of
different control protocols.

10.5.5 Investigating robustness

AudioNetSim can be utilised to build and design the network topology. Models can be incorporated
into AudioNetSim which perform “what if” scenario analysis that could be used to evaluate the ro-
bustness of the network design. Algorithms can also be defined which give an indication of the level
of robustness for a given network topology and identify weak point in the network design.

10.5.6 Evaluating synchronisation protocols and extending AudioNetSim to
use these methods for synchronisation

AudioNetSim provides limited capabilities for synchronisation of a simulated system within a real
system. This includes the ability to get a device schema from a real device, associate a real device
with a simulated device, retrieve all parameters from a real device and send all the simulated pa-
rameters to a real device. There are many protocols - such as rsync [114] - which can be used to
synchronise data such as contacts and files. Future work could investigate these protocols to deter-
mine a method of synchronising real networks and simulated networks, and enhancing the capabilities
within AudioNetSim to synchronise real and simulated networks.
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Appendix A

Functions within the XFN API

Functions used for setting up and destroying stack

• XFNInitialiseTasks - initialises the stack on the device

• XFN_Cleanup - destroys the stack and cleans up the memory on the device

Functions used for building a parameter tree

• createXFNLevel - creates a new level for the parameter tree

• addParameterToXFNLevel - adds the given parameter structure as a child below a parent level
structure

• createXFNParameter - creates a parameter structure

• addChildXFNLevel - adds the given level as a child below a parent level structure

• addParameterToXFNDevNode - adds the given parameter (with its parent level structures) to
the parameter tree on the device

• addXFNDeviceNodeWithID - adds a device node (which represents a parameter tree on the
device) with a given ID

• removeXFNDeviceNode - removes the device node (which represents a parameter tree on the
device)

• addLevelToXFNDevNode - adds the given level to the first level of a parameter tree on the
device

Functions to alter Parameter values

• setRemoteParamValue - sets a given parameter on a remote device

• setParamValue - sets a given local parameter
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• setRemoteParamValue_block_fdb - sets a given parameter on a remote device with the param-
eter being specified with a full datablock and using blocking transmission

• setRemoteParamValue_nonb_fdb - sets a given parameter on a remote device with the parame-
ter being specified with a full datablock and using non-blocking transmission

• setRemoteParamValue_block_fdb_delay_retransmit - sets a given parameter on a remote de-
vice with the parameter being specified with a full datablock and using blocking transmission,
retransmits if response not received within a given time period

• setRemoteParamValue_nonb_fdb_delay_retransmit - sets a given parameter on a remote device
with the parameter being specified with a full datablock and using non-blocking transmission,
retransmits if response not received within a given time period

• getRemoteParamValue_block_fdb - gets a given parameter on a remote device with the param-
eter being specified with a full datablock and using blocking transmission

• getRemoteParamValue_block_fdb_delay_retransmit - gets a given parameter on a remote de-
vice with the parameter being specified with a full datablock and using non-blocking transmis-
sion, retransmits if response not received within a given time period

• getRemoteParamValue_nonb_fdb - gets a given parameter on a remote device with the param-
eter being specified with a full datablock and using non-blocking transmission

• getRemoteParamValue_nonb_fdb_delay_retransmit - gets a given parameter on a remote device
with the parameter being specified with a full datablock and using non-blocking transmission,
retransmits if response not received within a given time period

• getRemoteParamValue_nonb_fdb_withLength - gets a given parameter on a remote device with
the parameter being specified with a full datablock and using non-blocking transmission with
the maximum response length specified

• getRemoteParamValue_Broadcast - gets a given parameter from multiple remote devices using
a broadcast

• registerLocalParamCallback - registers a call-back function that will be called when a given
local parameter is altered

• unregisterLocalParamCallback - unregisters a call-back function that was called when a given
local parameter was altered

• localParamSetValue - sets a given local parameter

Grouping functions

• getPTPGroup_block_fdb - get a peer to peer group list for a parameter
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• getMasterGroup_block_fdb - get a master group list for a parameter

• getSlaveGroup_block_fdb - get a slave group list for a parameter

• sendJoinRequest - send a local join request

• unjoinPTPParam - unjoin local peer-to-peer parameters

• sendMasterJoinRequest - create a master-slave join between two local parameters

• sendMasterUnjoinRequest - remove a master-slave join between two local parameters

• sendMasterSlaveJoinRequest - create a master-slave join between two local parameters

• sendDeskItemJoinRequest_fdb - create a join for a desk item using a full data block

• sendDeskItemJoinRequest - create a join for a desk item

• unjoinDeskItemControlParam - unjoin the desk item control parameter

• sendRemoteParamPTPJoinRequest_nonb - create a peer-to-peer join using one or more remote
parameters

• sendRemoteParamPTPUnjoinRequest_nonb - unjoin peers using one or more remote parame-
ters

• sendRemoteParamPTPUnjoinRequest_blocking - unjoin peers using one or more remote pa-
rameters, use blocking transmission

• sendRemoteParamMasterSlaveJoinRequest_nonb - create a master-slave join using one or more
remote parameters

• sendRemoteParamMasterSlaveUnjoinRequest_nonb - remove a master-slave join using one or
more remote parameters

• localPTPParamUnjoin - unjoin local peer-to-peer parameters

• sendPTPJoinRequest - create a peer-to-peer join between two or more local parameters

USG Mechanism functions

• xfnUsgApi_setUsgPush - set up a USG push

• xfnUsgApi_getSelectUSGParams - get a specific USG buffer

• xfnUsgApi_selectUSGParams - get a number of parameters using the USG mechanism

• initialiseParameterCacheList - initialise the parameter cache list

• initUSGBuffers - initialise the USG buffers within the device
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Push Mechanism functions

• sendPushRequest_fdb_blocking - send a push request to retrieve a USG buffer using blocking
transmission

• sendPushRequest_fdb_no_response - send a push request to retrieve a USG buffer

Parameter Index functions

• findParamFromID - get a parameter based on the parameter index

• getParameterIndex - get the parameter index of a parameter

• getParameterIndex_nonb - get the parameter index of a parameter using non-blocking transmis-
sion

• addParamIndexTranslationEntry - adds a translation entry between a parameter index on a re-
mote device and a parameter index on the local device

Value table functions

• getRemoteParamValueTable - get the value table for a given remote parameter

Parameter and Level functions

• getChildLevelAliases - get the alias of all child levels for a given node

• setXFNLevelAlias - set the alias for a given level

• xfinLevelFromUInt32 - get a level based on an ID

• getValftValueFromString - get the value format

• getValftNumBytesFromValft - get the number of bytes which a value format uses

• getLevelSizeInBits - get the size of a given level in bits

• getChildLevelAliases_nonb - get the alias of all child levels for a given node using non-blocking
transmission

• getLevelAliasFromLevelValue - get the alias of a level based on an ID

Data Block functions

• findLevelFromDatablock - get the level node for a given datablock header

• getLevelNodeCount - get the number of nodes within a level of the parameter tree
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• createDatablock - create a datablock given level values

• buildFullDatablockHeader - build the full datablock based on values for the seven levels

• findParamFromDatablock - get a parameter based on a full datablock

Stack information functions

• XFNGetStackVersion - get the version of the XFN stack that is running

• getHostnameFromUInt32 - get a hostname given an IP address

• getUInt32FromHostname - get an IP address given a hostname

• getLocalIPAddress - get the local IP address that the XFN stack is running on
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Additional Firewire Information

B.1 Isochronous Packet Structure

Figure B.1: Isochronous Packet Structure

265



APPENDIX B. ADDITIONAL FIREWIRE INFORMATION 266

Figure B.2: CIP packet format

B.2 Asynchronous Transmission

Figure B.3 shows the general asynchronous packet format. Table B.1 shows the possible values for
the tcode (Transaction Code) field.
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Figure B.3: General Asynchronous Packet Format

Transaction TCode

Write Request For Data Quadlet 0

Write Request For Data Block 1

Write Response 2

Read Request For Data Quadlet 4

Read Request For Data Block 5

Read Response For Data Quadlet 6

Read Response For Data Block 7

Cycle Start 8

Lock Request 9

Asynchronous Streaming Packet A

Lock Response B

Not standardized. Internal Use E

Table B.1: Asynchronous Transaction Codes
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The packets vary according to the packet type. As can be seen in Table B.1, there are three types of
write packets - a write quadlet request packet, a write data block request packet and a write response
packet. When a write packet is transmitted, a write response packet is returned.

Asynchronous transmission also makes provision for applications to perform data streaming when
guaranteed latency is of little concern. This is done using an Asynchronous Stream Packet, which is
equivalent in structure to an isochronous packet (refer to Figure B.1). No acknowledgment packet or
response will be returned by the targetted node when an asynchronous stream packet is received. A
channel number must be obtained by the node wishing to transmit an Asynchronous Stream Packet.
Asynchronous stream packets can be used to broadcast data to all the nodes on the network. Asyn-
chronous Stream Packets are used for 1394 ARP in IP over 1394, which will be discussed in Section
B.5.2.

As can be seen in Table B.1, there are four types of read packets - a read data quadlet request packet,
read data quadlet response packet, a read data block request packet and a read data block response
packet.

As mentioned, the beginning of the isochronous period is signalled by the transmission of a cycle
start packet. This is a write quadlet request packet with the quadlet data containing the value of the
CYCLE_TIME register of the root node.

Receipt of all asynchronous packets are acknowledged (with the exception of broadcast packets such
as CYCLE_START and Asynchronous stream packets).

Figure B.4 shows the structure of the acknowledgment packet which is sent by the responder to the
requester. Acknowledgment packets are sent for all asynchronous transactions.

Figure B.4: Acknowledgment Packet

B.3 Process to Identify the Root Node

The process to identify the root uses parent_notify and child_notify signals. The following rules are
in place:

1. Only nodes which have received a parent_notify on all but one port can signal parent_notify,
which means that only leaf nodes can signal parent_notify.

2. A node will not signal child_notify to a port in response to a parent_notify until all but one of
its ports have received a parent_notify

After a bus reset, the only nodes which satisfy the first rule are the leaf nodes in the configuration
(since they only have one port). To begin, they send parent_notify on their single attached port to the
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attached node. That node receives the parent_notify and marks that port as a “child” port (i.e. further
from the root). Once it has received parent_notify on all its ports except one, it sends out child_notify
on the marked ports and parent_notify on the last port. When a node receives a child_notify, it marks
its port as a “parent” port. Once all the nodes have identified all other attached nodes as either children
or parents, the Tree ID process is complete. A scenario can arise in which 2 nodes send parent_notify
to each other (this is called contention). This is resolved by each node selecting a random time delay
(either fast or slow) before re-signalling. Eventually one will select a fast delay and the other a slow
delay. The one which selects the fast delay will signal parent_notify and become the child.

It is possible to force a node to be the root node by setting the ’force root’ bit in the PHY register.
When this occurs, the node delays sending a parent_notify, which means that if every node signals
before this delay has been completed, it will become root. If more than one node has this bit set, then
contention results and the process described earlier is used to determine which is the root node.

B.4 Self Identification Process

During the self identification process, all nodes are assigned addresses and specify their capabilities
by broadcasting Self ID packets. They are each assigned Physical IDs (also termed node IDs) in
this process. To begin this process, the node identified as root in the tree identification process sends
an arbitration grant to its port with the lowest number and a DATA_PREFIX (which is a type of
packet in IEEE 1394) on its other ports. The grant and DATA_PREFIX are forwarded through the
network. When a node receives a grant, it forwards the grant on its lowest port number and sends a
DATA_PREFIX on the other ports. This occurs until a leaf node is reached. When this occurs, the
node assigns itself a node ID equivalent to the number of Self-ID packets which it has received (in
this case 0) and broadcasts a Self-ID packet. Its port and its parent port are then marked as identified.
Each node increments its Self-ID count when it receives a Self-ID packet. After a delay, the root
node repeats this process of sending out an arbitration grant to its lowest numbered port that hasn’t
been marked as identified. This propagates until a node is reached which only has a single port which
hasn’t been marked as identified (the one it is receiving on). This node then assigns itself a node ID
equivalent to the number of Self-ID packets it has received (Self-ID count) and broadcasts its Self-ID
packet. Its port and its parent port are then marked as identified. Each node increments its own Self-
ID count it they receives a Self_ID packet. After a delay, the root node again repeats this process.
This process is repeated until all the ports on the root node have been identified. The root node then
sets its node ID to the value of its Self-ID count and broadcasts its Self-ID packet.

The Self-ID packet contains the following information:

• Current value for the Gap Count (this is defined in Section 2.2.1.4)

• Whether the node is Isochronous Resource Manager Capable (is a contender)

• Power Characteristics
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• Port Status

• Whether it initiated the bus reset

• PHY speed and PHY delay

During the Self ID process, the Isochronous Resource Manager and Bus Manager (optionally) are
identified. The node which has the highest node ID and is a contender becomes the Isochronous
Resource Manager. The Bus Manager is the first node to update the BUS_MANAGER_ID register
on the IRM (using a compare and swap lock) with its node ID. This value is set to 3Fh if there is no
Bus Manager.

B.5 IP over 1394

B.5.1 IP over 1394 Asynchronous Packet Structure

The contents of the IP over 1394 packets consist of two parts - the encapsulation header and a link
fragment. The encapsulation header is a structure which precedes all IP data transmitted over 1394.
A link fragment is a portion of an IP datagram transmitted within a single 1394 packet. Figure B.5
shows the encapsulation header for IP over 1394 datagrams.

Figure B.5: Encapsulation Header

The EtherType field indicated the nature of the IP datagram. Table B.2 shows the values for the
different types of IP datagrams which can be transmitted over 1394. We are only concerned with the
IPv4 datagrams and the 1394 ARP datagrams since these are used when transmitting AES64 packets
over a Firewire network.

EtherType Datagram

0x0800 IPv4

0x0806 1394 ARP

0x8861 MCAP

Table B.2: Values for the EtherType field

These packets are contained within asynchronous write request packets. Some IP datagrams, as well
as 1394 ARP requests and responses, may also be contained within asynchronous stream packets.
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Because the format of the asynchronous stream packets utilises the first two quadlets of data for
headers, the maximum data payloads are reduced by 8 octets.

In cases where the length of the datagram exceeds the maximum data payload, the datagram is broken
into link fragments. This is termed link fragmentation. Figure B.6 (a) shows the encapsulation header
for the first fragment, while Figure B.6 (b) shows the encapsulation header for subsequent fragments.

(a) First Fragment

(b) Subsequent Fragments

Figure B.6: Header when there is link fragmentation

Table B.3 shows the values for the lf field within these headers.

lf Position

0 Unfragmented

1 First

2 Last

3 Interior

Table B.3: Values for the lf field

The datagram size within the first fragment (see Figure B.6 (a)) is the size of the entire IP datagram
(i.e. the sum of the payload for all fragments). The field Fragment Offset is only present in the
second and subsequent fragments. It specifies the offset of the fragment from the beginning of the IP
datagram. The dlg field is the datagram label field. This indicates the datagram number and is used
together with the Source ID to identify the link fragments which need to be reassembled to obtain the
IP datagram which was sent by the requester. It is incremented for all subsequent datagrams until it
reached 65535 (which is the maximum value). At this point, it is reset to zero and incremented for
all subsequent datagrams. This field is necessary since the fragments might not necessarily arrive in
order.
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B.5.2 1394 ARP

The IEEE 1394 Address Resolution Protocol (1394 ARP) determines the Node ID of an IP node
from the IP address of the node. This can then be used when transmitting packets to that specific
node using asynchronous requests. Asynchronous Stream Packets are utilised for IP broadcast. For
this to be possible, a channel needs to be obtained from the IRM. This channel number is stored in
the BROADCAST_CHANNEL register. Responses are either transmitted using asynchronous stream
packets or as block write requests to the Sender Unicast FIFO address specified within the request
packet. Figure B.7 shows the structure of 1394 ARP request / response packets.

Figure B.7: 1394 ARP Request / Response packets
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Additional Ethernet AVB Information

C.1 BMCA Algorithm

Figure C.1: master-slave hierarchy of time-aware systems [66]

BMCA utilises announce messages to exchange information between time-aware systems. Each an-
nounce message contains information that identifies a time-aware system as the root of the spanning
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tree (this is also the grandmaster if it is grandmaster capable). The information contained within an
announce message includes: a priority value, multiple clock characteristic values, and a clock identity
value that is used to uniquely identify a time-aware system. Initially, a time-aware system will identify
itself as the root and thus the grandmaster. When the algorithm is run, each time-aware system sends
out an announce message to time-aware systems which are attached to it. A receiving time-aware
system compares the information contained within this announce message and either announces its
superiority as a grandmaster or passes on the message. A time-aware bridge will only forward the
announce message of the most superior time-aware system to its other ports (i.e. the one with the best
clock).

In a steady state, the grandmaster transmits an announce message announcing its presence and supe-
riority periodically. Time-aware systems keep track of the current grandmaster. If a new time-aware
system is added, it will receive the announce message and if it has a better clock, it will return an an-
nounce message announcing its superiority. This will then propagate through the network and it will
become the root of the spanning tree and thus the grandmaster. If the time-aware system that is the
root of the spanning tree is removed, then after a timeout period, each time-aware system will send an
announce message announcing its superiority. This will be compared, and eventually the time-aware
system with the best clock will be identified as grandmaster.

Once the root is determined, its ports have the role of master, while the ports they connect to are
slaves. In this manner, a spanning tree can be constructed.

A example of a master-slave hierarchy is shown in Figure C.1. The BMCA algorithm is utilised to
communicate who the grandmaster is to the other time-aware systems.
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Control Protocols

D.1 OSC

OSC is a command and control protocol which was created by the center for new music and audio
technologies (CNMAT) at the University of California, Berkley. Wright and Freed [121] describe
this protocol as “an open, efficient, transport-independent, message-based protocol developed for
communication among computers, sound synthesizers, and other multimedia devices” . This section
investigates the OSC protocol, focussing on its connection management, control, parameter grouping
and device discovery capabilities.

D.1.1 Protocol Overview

There are two types of OSC application - an OSC client which sends packets and an OSC server
which receives packets. Messages are transmitted between OSC clients and OSC servers using OSC
packets. A device can act as both a client and a server.

An OSC device creates a tree structure which is called an OSC address space. This consists of three
parts:

• A Root Container

• OSC Containers

• OSC Methods

Figure D.1 shows an example of an extract of an OSC Address structure. The root container contains
a number of OSC containers and OSC methods, and is the root node of the tree structure. OSC
containers are branch nodes within the tree, while OSC methods are leaf nodes. Figure D.1 shows
the first three levels of an OSC Address structure. In this figure, ’channels’ is not a leaf node. ’get’
and ’set’, however are leaf nodes. OSC methods are used to control various parameters. Each of the
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OSC containers and OSC methods have a symbolic name which may consist of any printable ASCII
character except for the following: space # * / ? [ ] { }

Figure D.1: OSC Address Structure

An address for a node in the tree is formed by using the symbolic names along the path from the
root node to the node being addressed, with each node separated by a /. For example, the get node
in Figure D.1 would be addressed by /config/get since the path to the get node traverses the
config node from the root. This is similar to the URL-notation which is commonly used for web
addresses and referencing directory locations. Multiple nodes can also be addressed by using pattern
matching in a similar manner to a regular expression.

An OSC method is called by sending an OSC packet which contains the address for the OSC method’s
node. A variable number of arguments can be supplied by the OSC client within an OSC packet, and
optionally their data type may be specified by using what are termed OSC tag strings. An OSC
message consists of three elements - the OSC address pattern, the OSC tag string (optional) and zero
or more arguments.

Using the example in Figure D.1 a message to perform a call to the set method would consist of the
address pattern /config/set, a tag string specifying the data type and arguments such as “temp 2”

An OSC packet may contain multiple OSC messages. This is done by using an OSC ’bundle’. An
OSC ’bundle’ consists of an OSC tag time and zero or more bundled elements. A bundled element
may either be an OSC message or an OSC bundle. The OSC tag time within an OSC bundle is used
to determine when the methods specified within the OSC messages are executed.

D.1.2 Connection Management

Foulkes [41] details the use of the OSC protocol for connection management in AVTP capable AVB
networks as proposed in the AVBC specification [77]. This specification describes a hierarchy which
can be used for AVB control. Two of the specified OSC methods are relevant to connection man-
agement - /avb/source/create and /avb/sink/create. A number of arguments can be
passed to the /avb/source/create method. These include:

• The name of the stream
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• The media format

• The presentation time offset

• The number of channels

• The media source channel code

When this source create method is called, the stream is created and a stream ID and multicast MAC
address are allocated to it. This stream is then advertised using MSRP (See Section 2.3.4.3 for more
details on MSRP).

A number of arguments can be passed to the /avb/sink/create method. These include:

• The Stream ID

• The Multicast MAC address

• The presentation time offset

• The number of channels

• The media sink source code

When this sink create method is called, the information is used to declare a listener attribute using
MSRP. This will establish streaming between the source and the sink.

When the above methods are called, structures are also created within the hierarchy with informa-
tion about the sources and sinks for that node. The source and sink streams are maintained within
/avb/source and /avb/sink.

D.1.3 Parameter Control

Parameters are controlled by making calls to OSC methods with the relevant arguments. A method
call will alter the value of a parameter using the values specified in the argument. An example hierar-
chy is given in AVBC [77]. /media/source/[MEDIA_SOURCE_ID]/level is an OSC com-
mand defined to alter the volume level of a given media source identified by MEDIA_SOURCE_ID.

Table D.1 shows an example of an OSC command that specifies a float value (noted by the tag string
f) of 96.0 for the level.

OSC Address Tag String Value

/media/source/[MEDIA_SOURCE_ID]/level f 96.0

Table D.1: Example OSC command

This command will set the level parameter to 96 db for the given media source.
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D.1.4 Parameter Monitoring

There are no explicit parameter capabilities defined within the OSC protocol. It is however possible
for a controller to monitor the status of a parameter by polling it at regular time intervals to retrieve
the value using standard OSC methods. AVBC specifies a vendor specific container for additional
address items to allow for metering. This OSC command is located at the following OSC address:
/media/source/[MEDIA_SOURCE_ID]/vendor/[VENDOR_OUI]/meter (where MEDIA_SOURCE_ID
identifies the media source and VENDOR_OUI identifies the vendor). A controller could send a mes-
sage with this OSC address at regular intervals to retrieve the value for the meter and in this manner
monitor the value of the meter over time.

In the AVBC specification [77], an extension to OSC is suggested which provides a subscription
mechanism so that devices can subscribe for periodic updates of a particular parameter. This extension
can be used for parameter monitoring.

D.1.5 Parameter Grouping

Multiple parameters can be targetted by using pattern matching characters when specifying the OSC
address. An example would be to use a ’set level’ method to set the level to 0 on multiple channels.
/media/channels/*/setlevel 0 can be used to address the setlevel methods for all
channels and set the level to 0. This will execute multiple OSC methods with the same arguments
and hence effectively form a group of level parameters. To ensure a permanent grouping relationship,
every time one of these parameters is altered, the group would have to be specified with pattern
matching.

Apart from this, there is no explicit parameter grouping mechanism defined within the OSC protocol.
The protocol is, however, very flexible and hence application-specific implementations of parameter
grouping can be developed. Eales [36] proposes two methods which can be used to make parameter
grouping possible in OSC - grouping managed by the Controller and Grouping managed by the de-
vice. The next two sections describe Eales’s methods and explain how they create groups for OSC
parameters.

D.1.5.1 Grouping Managed by the Controller

As mentioned, the parameters within a device are associated with OSC methods, which can be used
to read their values and alter their values. These parameters can be discovered by a controller, which
can group the parameters. When a parameter value is changed by the controller, the values for the
other grouped parameters can be calculated, based on this value change. OSC messages can then be
sent by the controller to update each of these parameters. If the parameters are on the same device,
the messages can be grouped into a single OSC packet by creating an OSC bundle. This method is
limited, since if one of the parameters in a particular group is modified, and the controller is unaware
of this modification, the rest of the parameters in the group will be unaffected.
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D.1.5.2 Grouping Managed by the Device

The second method proposed by Eales [36] manages the groups on the device on which the parameter
resides. Eales [36] defines an additional configuration section within the OSC address space, which
is used for grouping. The following OSC methods are defined:

• /config/createMS - Create master-slave groups

• /config/createPTP - Create peer-to-peer groups

• /config/deleteGroup - Delete groups

These methods create and delete groups of parameters within the device. The methods for altering
parameters are also modified, so that when a parameter value is updated, the grouped parameters
are also updated. The associated OSC method first checks if the parameter is part of a group when
updating and if it is part of a group, the group processing is done. This involves retrieving the network
address and OSC address of each parameter in the group, calculating the new value for each parameter,
and then setting the new value of each of the parameters in the group to the calculated value.

D.1.6 Device Discovery

There is no inherent device discovery mechanism defined within the OSC protocol. OSC devices are
most often discovered using ZeroConf or Bonjour [95].

D.2 SNMP

Simple Network Management Protocol (SNMP) [24] is a protocol which runs over UDP and is tra-
ditionally used for remotely monitoring and controlling bridges and routers on IP networks. SNMP
has, however, also been used to control networked audio devices on a CobraNet network [82] and has
been proposed as a way to control AVTP capable AVB devices [45]. This section will give:

• A brief overview of SNMP

• An indication of how it has been used for connection management, control and monitoring.

• The grouping capabilities of SNMP

• Device discovery with SNMP.

This section also serves as an introduction for Section D.3, which describes IEC 62379, a protocol
which uses SNMP.
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D.2.1 Protocol Overview

In SNMP, the network elements can be classified as either managers and/or agents, which are defined
as follows:

Manager runs software that can handle management tasks for a network

Agent a piece of software that runs on a device that is being monitored or controlled

An entity which can be monitored or controlled by SNMP is called a ’managed object’.

Structure of management information (SMI) mechanisms are used to define how managed objects
are named, and their associated data types. Each managed object has a name, an object identifier
(OID), a type, a syntax, and an encoding defined for it. These managed objects are arranged in a
hierarchical tree structure. The OID is used to identify the object and it is in the form of a series of
integers separated by dots. These integers identify nodes in the tree structure. A human readable OID
is a series of names separated by dots. When using the managed objects, the OID has an additional
number attached to it. This is used to identify the instance of that managed object.

Figure D.2 shows an example of an object hierarchy for SNMP.

Figure D.2: Object Hierarchy

In this figure, we can see the general and audio parts of IEC 62379. The audio part has an OID of
1.0.62379.2 (iso.standard.iec62379.audio in meaningful form).

An SNMP table is defined as an ordered collection of objects consisting of one or more rows. Each
row contains one of more objects.

A Management Information Base (MIB) is a collection of managed objects that an agent tracks. Any
information that can be accessed by a manager is defined in a MIB. An agent may implement many
MIBs. SMI provides mechanisms to define managed objects, while a MIB is the definition of the
objects themselves. SNMP defines management operations in terms of read and writes on a MIB.

The hierarchy has certain predefined elements (such as iso, internet, etc.). It is possible for anyone to
implement their own tree hierarchy for their own needs below the ’enterprises’ branch of the hierarchy
(1.3.6.1.4.1). An application can be made to IANA for the assignment of a private enterprise number.
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For example Gross [45] shows that Peak Audio has enterprise number 2680 allocated to it. This is
used for the parameters of CobraNet devices.

A number of operations are defined for a manager to interact with an agent. They are as follows:

Get This request contains the OID that the requestor is interested in. The agent responds with a ’get
response’ message, which may contain an error message if the request can not be performed.

Get Next This request is used to retrieve a group of object values from an agent. It traverses a
specified subtree in lexicographical order. When an error is returned, this signifies the end of
the MIB.

Get Bulk This request is used to retrieve a large section of the table at once.

Set This request is used to change the value of a managed object or create a new row in a table. A
manager can set more that one object at a time. The agent responds with a ’set response’ to
specify whether the command was carried out successfully.

Trap A trap informs a manager when a managed object changes state. A trap message is sent by the
agent to a specified trap destination address. This message contains managed objects and their
values.

SNMP uses UDP as its transport protocol. UDP is connectionless and unreliable, so SNMP has to
deal with lost packets. It does this by retransmiting a request if a response has not been received
within a certain amount of time. The manager is, however, not required to send a response back to
the agent acknowledging receipt of a trap.

D.2.2 Connection Management

An SNMP version of AVBC was proposed by Gross [45] for control over AVTP capable AVB devices
[45]. The document proposes to represent AVTP stream sources and sinks with rows in SNMP tables,
where each row in a table represents an AVTP stream.

Each row in one of the tables contains properties associated with the stream such as:

• Name

• Stream ID

• MMAC (Multicast MAC address)

• State - State of the stream. This is used to determine whether MSRP successfully reserved
resources for the stream.

• Media Format

• Number of Channels
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• Map - connection management internal to a device

• Presentation Time offset

The creation of a row in the source table allows an AVTP stream source to be created. In SNMP,
this can be achieved by a read-only managed object that indicates the next available row index. This
results in the stream being advertised via MSRP. A row can be deleted by setting its state field to a
value indicating that the stream is no longer required. The creation of a row in the sink table allows an
AVTP stream sink to be created. This results in the device requesting attachment (via MSRP Listener
attribute) to a stream.

D.2.3 Parameter Control

Parameter Control in SNMP can be performed by issuing a ’set’ command to the specified parameter
with a given value. Gross [45] indicates that audio device attributes can be defined within the MIB
definition file. This provides the capabilities for attributes such as level/gain/meter to be defined for
the control over the media sources and sinks.

D.2.4 Parameter Monitoring

In order to provide parameter monitoring, Gross [45] proposes that traps are utilised to provide notifi-
cation of changes to specified variables related to connection management. Three traps are proposed
for this purpose:

1. Change in device capabilities

2. Successful stream connection – indicates affected sources or sinks by index

3. Loss of stream connection – indicates affected sources or sinks by index

Other traps can also be utilised to notify when there is a change in parameter value and hence provides
for parameter monitoring.

D.2.5 Parameter Grouping

SNMP does not explicitly provide for parameter grouping capabilities, but these can be implemented
by a controller. The controller may maintain grouping relationships and make use of SNMP set com-
mands to update each of the parameters in a grouped relationship. Consider the example of three
parameters within an SNMP network. These parameters could be mapped to controls on a controller.
When a parameter is updated via the graphical representation on the controller, the grouping relation-
ships would be applied and the values of the other two parameters updated accordingly. The controller
would send out ’set’ commands to each of the agents. Traps could also be used to notify the controller
when a parameter in the group is changed. The controller could then send commands to the relevant
agents to update their parameters accordingly.
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D.2.6 Device Discovery

There is no inherent device discovery mechanism specified by Gross [45] for SNMP. Device discovery
protocols such as ZeroConf and Bonjour can be used for device discovery.

D.3 IEC 62379

IEC 62379 is a set of standards which define a control framework for networked multimedia devices.
This set of standards was originally developed for radio broadcast and later extended to be used in
other contexts. It provides two types of service - one suitable for media control and one suitable for
management. IEC 62379 consists of seven parts, which address the following topics:

• Part 1 - General aspects common to all equipment

• Part 2 - Audio specific aspects

• Part 3 - Video specific aspects

• Part 4 - Data specific aspects

• Part 5 - Transmission over networks (issues such as control and management)

• Part 6 - Packet transfer service

• Part 7 - Measurements for Network Performance

Of interest in this section are Part 1 [59] - which specifies aspects common to all types of equipment,
Part 2 [61, 61] - which specifies aspects specific to audio equipment, and Part 5 [62, 63] - which
specifies methods to use for control when performing transmission of various realtime media over
networking technologies. Subpart 1 of Part 5 [62] details the management of aspects which are
common to all networking technologies, while subpart 2 [63] describes protocols which can be used
to set up connections between networking equipment.

IEC 62379 uses SNMP (which is described in the previous section) for configuration and monitoring
of multimedia devices. The OID of objects defined by IEC 62379 begins with 1.0.62379. IEC 62379
defines a MIB which can be used to describe devices.

D.3.1 Protocol Overview

Part 1 of IEC 62379 describes multimedia devices as being composed of multiple interconnected
functional blocks. Each device is modelled as a unit, which contains a number of functional elements
known as blocks. Blocks consist of inputs, outputs and internal functionality. Each block is described
by a group of managed objects which represent the parameters that exist within a functional block
and can be associated with control and status monitoring capabilities.
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These blocks are connected together using the inputs and outputs. When the blocks in a unit are
connected together, they form a processing chain. Ports are a special type of block, which are used to
enable external connections. These can be either inputs to, or outputs from the multimedia device.

This architecture is described using two tables which are defined for each unit. They are:

Block Table This table consists of the blocks which are contained within a unit.

Connectivity Table This table consists of the connections which have been made between the blocks
within a unit to form the processing chain.

Each of the blocks within a unit is uniquely identified by a block id. The block type is known by a
specified OID which points to an element defined in the MIB.

IEC 62379-2 [61] describes an example of a simple audio device that mixes two inputs and provides
a limiter. Figure D.3 shows a block diagram for this example.

Figure D.3: A simple two channel mixer [61]

Table D.2 shows the block table for this example. The block type is identified with the OID of the
associated block within the MIB. There are entries within the block table - one for each block in the
audio device. Table D.3 shows the connector table for this example. This table shows how the blocks
are connected together. For example, the first row shows output 1 from block ID 1 connected to input
1 from block ID 3. In Figure D.3, this is equivalent to the connection between the first AES/EBU
Input block and the Mixer block.

Block ID Block Type

1 1.0.62379.2.1.1 (Audio Port)

2 1.0.62379.2.1.1 (Audio Port)

3 1.0.62379.2.1.2 (Mixer Block)

4 1.0.62379.2.1.5 (Limiter Block)

5 1.0.62379.2.1.1 (Audio Port)

Table D.2: Block table for example

Block ID Block Input Block ID Block Output

3 1 1 1

3 2 2 1

4 1 3 1

5 1 4 1

Table D.3: Connector table for example
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Each managed object type within IEC 62379 is defined by the following attributes:

• identifier - name and number

• syntax - abstract data structure representing the value

• index - uniquely identify a row - eg. block ID

• readable - privilege level for read access

• writable - privilege level for write access

• volatile - retained after a hard reset?

• status - level of implementation support for this object - mandatory, optional or deprecated

Tables are also defined to describe aspects of the unit. A modes table is used to list all of the media
formats which are supported for a block’s output, and a ports table is used to detail all of the ports
that exist on a unit.

D.3.2 Connection Management

Part 5 of IEC 62379 specifies mechanisms which can be used for control over the transmission of
realtime data over digital networks. Within IEC 62379, the concept of a “call” is used for a connection.
This is analogous to a call in an ATM network, which is the type of network for which IEC 62379 was
originally developed, and describes the process of connecting two endpoints. A call is set up between
the source and the sink to enable the streaming of data. A control application acts as a management
terminal and sends out a command to the unit (which is a model of a device), which in turn requests the
network to make a connection. IEEE 1394 and Ethernet AVB offer connection-orientated services.
When the network is requested to make a connection, these services can be utilised to create the
connection.

Each device on the network has a unit destination list and a source destination list. These list the
streams being received or transmitted by a device. These streams are stored within tables on the
device. The entries within the table keep track of the following properties of each stream:

• size of payload

• state of the stream - ready to connect, call proceeding, active

• block identifier of port from or to which the stream is flowing

• input/output port block (e.g. mixer output port)
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If a device wants to receive a stream, then it creates a new entry within the unit destination list of
the device from which it wishes to receive the stream. When the connection is successfully created,
a new output is created on the network port block of the device from which it wishes to receive the
stream. The output from this is connected to the input of another block within the device creating the
connection. In the case of an Ethernet AVB network, the network port can be connected to the AVTP
Multiplexing De-Multiplexing block which splits up the stream and sends it to the relevant parts of
the device (such as mixers or limiters).

This is illustrated in Figure D.4.

Figure D.4: AVTP multiplexing/demultiplexing

In this Figure, we can see the network port being connected to the AVTP Multiplexing De-multiplexing
block and the AVTP streams flowing in and out of the network port block. The AVTP Multiplexing
De-multiplexing block is connected to inputs to and outputs from the mixer block.

D.3.3 Parameter Control

As with SNMP (described in Section D.2), parameters are controlled by issuing ’set’ commands to
specified parameters. Parameter Control in SNMP is described in Section D.2.3.

IEC 62379 Part 2 describes the MIB which can be used for audio devices. Consider the example of
setting a level within the mixer block in Figure D.3. The mixer block is addressed by 1.0.62379.2.1.2.
It consists of two tables - aMixerBlockTable, addressed by 1.0.62379.2.1.2.1 and aMixerInputTable,
addressed by 1.0.62379.2.1.2.2. There is one entry in aMixerBlockTable for each mixer block in a
unit and an entry in aMixerInputTable for each input of each mixer. The Mixer Input table section
contains a column for aMixerInputLevel which specifies the level for the given fader. In the example,
there is only one mixer block, so there would just be a single row in the aMixerBlockTable which
identifies the Block ID of 3. There are two inputs into the mixer block, so this table will contain two
rows. An example of the contents of Block ID and Input Number columns in aMixerInputLevel is
shown in Table D.4. This table also contains columns for the input level, input fade to level and mixer
input delay.
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Block ID Input Number Input Level Input fade Mixer Input Delay

3 1 1db -1 2ms

3 2 2db -2 1ms

Table D.4: aMixerInputLevel table for example

D.3.4 Parameter Monitoring

IEC 62379 Part 1 specifies a status broadcast mechanism which provides a method for parameters
within a device to be regularly monitored. A status broadcast is a point-to-multipoint transmission
which is sent out periodically to report the values of parameters within a device. These status broad-
casts are initiated by a device in response to a message from a controller indicating which status
broadcast group the controller would like to receive. A status broadcast group is uniquely identified
by an OID and consists of a number of related status pages.

Status pages are messages containing structured values representing some internal state of a unit.
Each page is organized into a fixed format of related information. A unit may define and support
multiple types of status page. Status pages contain information that relate to the multimedia device as
a whole or to particular blocks within a unit.

Part 2 of IEC 62379 defines three status page groups for audio devices - audio ports (1.0.62379.2.3.1),
standard ports (1.0.62379.2.3.2) and audio alarms (1.0.62379.2.3.3). Each of these page groups con-
tains one or more status pages, for example audio ports contains an audio port page and AES3 ancil-
lary data page.

As mentioned, a request is sent to a device to request that the group with a given OID be broadcast.
The request contains the following information:

• block id

• page group OID

• rate of transmission

By sending a rate of transmission, the maximum throughput can be limited to ensure that regularly
changing fields such as meters do not utilise excessive bandwidth.

D.3.5 Parameter Grouping

IEC 62379 does not explicitly define any grouping capabilities between parameters or blocks. Eales
[36] proposes a number of extensions to IEC 62379 which would allow grouping relationships be-
tween blocks. To enable this, an additional column - group identifier - is included in the block table,
as shown in Table D.6. Two tables are defined to describe the nature of the relationship. The first
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table (example Table D.7) indicates the relationship type, while the second table (example Table D.5)
indicates the master block ID. If the master block ID in the latter table is set to zero, it indicates a
peer-to-peer group, otherwise the block id of the master is indicated.

Consider an example of four volume control blocks where blocks 1, 2 and 3 are in group 1. The block
ID table is shown in Table D.6.

Group Id Master Block Id

1 3

2 0 (peer)

Table D.5: Master Relationship Table

Block Id Block Type Group Id

1 1.0.62379.2.1.10 (Volume) 1

2 1.0.62379.2.1.10 (Volume) 1

3 1.0.62379.2.1.10 (Volume) 1

4 1.0.62379.2.1.10 (Volume) 0 (not in a group)

Table D.6: Block Table with Group ID

Group Id Block Id Block Id Relationship Type

1 3 1 1 (absolute)

1 2 3 2 (relative)

Table D.7: Relationship Type

Table D.5 shows the master block IDs for the groups. For example purposes, a group ID of 2 is
included to show how a peer-to-peer group would be stored. In this example, block ID 3 is the master
of group 1. The relationship between any two blocks can be defined as absolute or relative. Table
D.7 shows an example of a relationship type table where within group 1, block ID 3 has an absolute
master-slave relationship with block 1 and a relative master-slave relationship with block 2.

D.3.6 Device Discovery and Enumeration

The IP addresses of the devices can be determined by using a device discovery mechanism such as
ZeroConf or Bonjour [7].

A device enumeration process is defined by IEC 62379 to determine the capabilities and configuration
of devices. The management terminal is required to perform the following tasks:

• Determine and create a list of the units on the network.
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• Determine and create a list of blocks for each unit.

• Determine the connections between the blocks within a unit in order to better understand its
processing chain.

IEC 62379 allows manufacturers to specify new types of blocks in addition to those specified within
the IEC 62379 standard. These blocks are associated with a MIB table which contains all of the
characteristics of the blocks.

D.4 HiQNet

The HiQNet [34] protocol defines a common architecture for devices to follow, as well as a messag-
ing system that enables communication between devices which have this architecture. The messaging
protocol is designed to be transport independent and hence can be used with many different network-
ing technologies. This section describes the HiQNet protocol. It begins by giving an overview of the
device architecture and the protocol. It then describes the connection management, parameter control,
parameter monitoring, parameter grouping and device discovery capabilities which are present in the
protocol.

D.4.1 Protocol Overview

HiQNet takes a multi-tiered approach to modelling devices.

Figure D.5 shows the architecture of a HiQNet device.

Figure D.5: HiQNet device architecture [34]

The device contains one or more virtual devices each of which contains objects and parameters. An
object may also contain other objects or parameters. These elements are defined as follows:
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Device (or Node) This represents the physical device. It contains a number of Virtual Devices

Virtual Device A virtual device contains objects and/or parameters that make up a unit (which is a
part of the device). By dividing the physical device into one or more virtual devices, HiQNet
offers designers a method for segmenting a product into logical entities. For example: The dbx
4000 (which is an audio processing unit) is split into 2 units - one for all processing objects and
one for the global utility section - which each have their own virtual device.

Device Manager (or Node Manager) The device manager is the first virtual device within a device.
It contains important attributes such as the class name, name string, flags, serial number and
software version. These elements are required.

Object An object may contain other objects or parameters. An object is used to enable a collection
of parameters to be grouped together for convenience. Examples of such objects are: Com-
pressor objects, EQ objects and Channel objects. These objects may contain other objects or
parameters. For example, a channel object may contain a gain parameter and an EQ object.

Parameter A parameter holds the state of a single controllable variable. HiQNet supports several
different data types for parameters such as unsigned byte, float and string. Each parameter has
a number of attributes including: data type, name string, minimum value, maximum value and
control law (this specifies how a control changes the value of the parameter e.g. logarithmic).

Each Virtual Device, Object and Parameter has a unique Class ID and Class Name. All Virtual
Devices, Objects and Parameters contain attributes, which are member variables that contain useful
data about the respective Virtual Devices, Objects or Parameters. These attributes can be one of three
types:

Static Set by the manufacturer and are the same for all devices which are made by the same manu-
facturer

Instance Set by the device each time it is powered up. It cannot be modified after the device has
been powered up.

Instance+Dynamic Set when the device is powered up, but can be modified at any stage.

Regardless of whether it is a value for an electronic gain control or a mechanical fader on a mixing
console, these control values are all viewed as parameters within the model. This means that the same
mechanisms for subscription and control can be used.

Parameters are addressed by using an addressing scheme which is divided into four parts: The HiQNet
device address, the virtual device address, the object address and the parameter index. Each of these
are unique.

Parameters may be modified by using a number of methods. Some examples include:

• Device Level Methods
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– GetAttributes - Get a list of the Attributes within a Device

– GetVDList - Get a list of the Virtual Devices within a Device

– Store - Stores local information for a device

– Recall - Recalls stored local information about a device

– Locate - Requests the Device to identify itself. This can be done using a flashing LED.

• MultiParamSet - set the value of the attribute of multiple parameters (will be described further
in Section D.4.3)

• MultiParamGet - get the value of the attribute of multiple parameters (will be described further
in Section D.4.3)

• ParamSetPercent - sets the value of a parameter. This function requires no prior knowledge of
the parameter’s attributes, but sets the parameter based on a percentage value (will be described
further in Section D.4.3)

In order to make HiQNet transport agnostic, the protocol includes a routing layer, which performs
two functions - the abstraction of different networking architectures, and the routing of messages
between them. The routing of messages should not be confused with routing that occurs within the
network layer. The routing layer in the HiQNet protocol is only responsible for routing HiQNet
messages across different network transports (for example between IEEE 1394 and Ethernet AVB).
Routing within a particular network transport is the responsibility of the network layer of that network
transport.

The protocol allows for both connectionless datagram services and reliable, connection-orientated
datagram services to be used. The protocol provides for offline capabilities so that audio engineers
can design and control their networks offline using products such as Harman System Architect. A
HiQNet address is used rather than a MAC address in design files, so that there is no dependency
on the MAC address, which means that the design can be applied to any network which contains the
same devices connected together in the same manner.

D.4.2 Connection Management

There are limited details on connection management for HiQNet. A brief explanation on AVB Device
behaviour is given by Harman in a draft document [49] and presentation slides [50].

Channels are arranged into slots which are sent between the Talker and Listener as a Stream. Figure
D.6 shows an example of the mapping of channels to slots.
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Figure D.6: Channels to Slots Mapping in HiQNet

A Talker Object and a Listener Object are defined within the presentation slides [50]. Figure D.7 (a)
shows the Talker object, while Figure D.7 (b) shows the Listener object. Attributes such as Stream ID
and Node Address are required for the MSRP mechanism.
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PARAMETER DESCRIPTION

Stream ID Talker MAC Address: ID

Stream DA Stream Destination Address - This is usually a multicast address

Talker Presentation Offset Presentation Time offset in nanoseconds

Listener HiQNet Address The HiQNet Address of the Listener

Traffic Class What traffic class is the stream

Ranking What ranking is the stream

Audio/Video Format What is the audio/video format of the stream

MediaClockDomainID What is the ID of the media clock domain

Name Names of the Stream

Slots Slots within the stream

Map Mapping between slots and channels

(a) Talker

PARAMETER DESCRIPTION

Stream ID Talker MAC Address: ID

Stream DA Stream Destination Address - This is usually a multicast address

Talker Address The HiQNet Address of the Talker

Audio/Video Format What is the audio/video format of the stream

MediaClockDomainID What is the ID of the media clock domain

Name Names of the Stream

Slots Slots within the stream

Mapping Mapping between slots and channels

(b) Listener

Figure D.7: Talker and Listener Objects in HiQNet

It is assumed that to perform connection management, parameters are set in the Talker and Listener
objects. The draft document [49] also gives flow charts indicating the process of a Talker Startup
and the Listener startup. This includes using the HiQNet device discovery mechanism to translate
HiQNet addresses into Stream IDs and MAC addresses and then using the MSRP mechanism to
reserve bandwidth and initiate streaming.

D.4.3 Parameter Control

As mentioned in Section D.4.1, the HiQNet protocol specifies a number of methods, including Mul-

tiParamSet and MultiParamGet. These methods can be used to set and get the values of parameters
within a HiQNet device. The parameters are each referenced using their HiQNet address, which iden-
tifies the Virtual Device, Object and Parameter Index of a parameter. Consider the example of a dbx
SC-32 device with a HiQNet address of 1. Figure D.8 shows the System Explorer pane for this device
within Harman System Architect. This pane shows device parameters. The analog gain parameter for
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the first channel of the analogue input card is highlighted. This parameter’s address would be virtual
device 70, object 0.0.1, parameter index 9. To adjust the value of this gain, a MultiParamSet message
would be sent with the parameter’s address and the new value.

Figure D.8: System Explorer in System Architect

HiQNet provides a method for the user to set the value of a parameter without having prior knowledge
of the minimum and maximum values, as well as the control laws associated with the given parameter.
ParamSetPercent allows the user to set the value of a parameter using a percentage value. The con-
troller then deals with the data type formatting, range limits and control law conversions. Consider
performing a ParamSet on a parameter with a Class ID of ’ClassPeqFreq’. This has the following
attributes:

ParamClass ParamClassPeqFreq

Data_Type ULONG

Max 20000

Min 20

Control Primitive LOG

In other words, the parameter can have a value between 20 and 20000 and is stored using a ULONG
data type. Logarithmic mapping is used between the controller and the parameter. This knowledge
would have to be used when using MultiParamSet to calculate the actual value. With ParamSetPer-
cent, however, a percentage value could be sent, which represents the percentage value of the control
on the controller.
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D.4.4 Parameter Monitoring

HiQNet provides the ability for a controller to subscribe and unsubscribe to parameters. In this man-
ner, parameters can be monitored. To subscribe to a number of parameters, a controller can send
a MultiParamSubscribe command to a device. The controller can specify a sensor rate, which is the
fastest rate that the controller wishes to receive updates on the requested parameters. Whenever one or
more parameters are changed, the device sends out a MultiParamSet command to the controller with
the changed parameters. A controller can unsubscribe from receiving parameter updates by sending
a MultiParamUnsubscribe command to the device. HiQNet also provides a ParamSubscribePercent
method which means that parameters are updated using ParamSetPercent rather than MultiParamSet
(these methods were explained in the previous section).

D.4.5 Parameter Grouping

HiQNet does not explicitly provide parameter grouping capabilities, but these can be implemented
by a controller. The controller may maintain grouping relationships and make use of MultiParamSet
commands to update each of the parameters in the grouping relationship. The controller can also mon-
itor the values of a group by subscribing to the parameters using the MultiParamSubscribe command.
The existence of the ParamSetPercent and ParamSubscribePercent commands means that unrelated
parameters can be grouped by the controller. The controller does not have to have explicit knowledge
of the parameter’s class information (minimum value, maximum value, data type and control law) to
enable grouping.

Consider the example of three parameter controls within a network being controlled by HiQNet. As-
sume that parameters are mapped to a control on a controller. When the control is updated by the
graphical representation on the controller, the grouping relationships would be applied and the values
of the other parameters updated accordingly. The controller would send out the relevant MultiParam-

Set or ParamSetPercent commands. When a parameter is updated by a network device other than the
controller, the device would send a MultiParamSet or ParamSetPercent command to the controller.
The controller would then be able to update the values of the grouped parameters and send out the
relevant MultiParamSet or ParamSetPercent commands to the grouped parameters.

D.4.6 Device Discovery

HiQNet provides a device discovery mechanism which is similar to Bonjour and UPnP. This mech-
anism utilises ’DiscoInfo’ messages to communicate with the network. There are two types of ’Dis-
coInfo’ messages. They are as follows:

DiscoInfoQ DiscoInfoQ is used to send a query. It has two purposes:

1. To find a Device on the network
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2. To pass onto the receiving Devices some additional information about the sender.

DiscoInfoI DiscoInfoI is an informative message. This is either sent in reply to DiscoInfoQ or as an
information message at startup.

A Device will announce its arrival on the network by transmitting 5 DiscoInfoI messages onto the
network at regular 2 second intervals. If a device wishes to search for another device on the network
or determine information about the device, it can send a DiscoInfoQ message to the device if its route
is known or otherwise send a broadcast with the device address. The device will then reply with a
DiscoInfoI message which contains information about the device.

D.5 AV/C

AV/C is a standards-based protocol that can be used to control audio/video devices on an IEEE 1394
bus by using the function control protocol (FCP) command and response mechanism. The FCP com-
mand and response mechanism is defined in IEC 61883-1 [60]. The FCP frames are transported
within Firewire asynchronous packets. A Firewire device that conforms to the IEC 61883 specifica-
tion possesses two FCP registers - FCP_COMMAND and FCP_RESPONSE - which are 512 bytes in
size.

Figure D.9 shows the FCP command and response mechanism implemented as writes to the registers
within the node’s register space.

Figure D.9: The Usage of FCP registers

The controller writes a command to the FCP_COMMAND register of the target node and in response
this node writes to the FCP_RESPONSE register of the controller node. In this manner, asynchronous
messages can be used to control a device.
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D.5.1 Protocol Overview

AV/C devices are modelled as a number of interconnected AV/C units which each contain a number
of AV/C subunits, input plugs and output plugs. The input plugs and output plugs are used to connect
together the AV/C units within a device. An example would be a professional audio device which
would contain an audio unit [8]. This audio unit may contain a music subunit [10] which processes
isochronous streams and an audio subunit which processes audio signals from unit plugs. There are
three main types of AV/C unit plugs - serial bus isochronous stream plugs, serial bus asychronous
stream plugs and external plugs.

• Serial bus isochronous stream plugs are virtual connection end points on the AV/C unit that are
used to transmit isochronous data to and from the AV/C unit.

• Serial bus asynchronous stream plugs are virtual connection end points on the AV/C unit that
are used to transmit asynchronous data to and from the unit.

• External plugs are used to transfer data between the AV/C unit and inputs/outputs other than
IEEE 1394.

The AV/C subunit is composed of source plugs, destination plugs and optionally one or more function
blocks. The function blocks process input signals received by the subunit destination plugs, which
are then sent from the subunit via the subunit source plugs.

Figure D.10 shows the structure of an AV/C Unit.

Figure D.10: AV/C Unit Structure [71]

This figure shows the isochronous stream plugs, asynchronous stream plugs and external plugs on
the unit as well as two AV/C subunits. A unit input plug receives signal from the Firewire bus, a
non-Firewire signal source or from a unit output plug. A unit output plug receives signal from either a
subunit source plug or from a unit input plug. A subunit destination plug receives signal from either a
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unit input plug or a subunit source plug. A subunit source plug transmits signal to either a unit output
plug or subunit destination plug.

Figure D.11 shows an example of an AV/C subunit.

Figure D.11: An Example AV/C Subunit[71]

In this figure, we can see the destination and source plugs for the subunit as well as the function
blocks which are connected together. The subunit destination plugs are used for inputting signals into
the subunit, while the subunit source plugs are used for outputting signals from the subunit. Each unit
or subunit plug is uniquely identified by its plug ID. The function blocks within subunits also possess
function block plugs for input and output. These can be seen in Figure D.11.

The FCP frames used for AV/C command and response messages contain a subunit type, a subunit id
and an optional number of operands which provide command or response specific metadata. Com-
mand frames contain a command type code which identifies the type of command. The following
command types are provided by AV/C:

• CONTROL - this is used to perform an operation on the target

• STATUS - this is used to retrieve the current status of a device

• SPECIFIC INQUIRY - this is used to check if a target supports a control with specified number
of operands

• NOTIFY - this is used to request to receive notifications when the state of a device changes

• GENERAL INQUIRY - this is used to check if a target supports a give control command with-
out specifying operands

In response the target sends AV/C response frames. Response frames contain a response type code
which identifies the type of response.

D.5.2 Connection Management

AV/C does not include any inherent commands to perform connection management between devices.
Connection management between devices that use AV/C is done by updating IEEE 1394 plugs. The
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IEEE 1394 plugs are virtual end points of Firewire isochronous streams. These plugs are accessible
through registers on the Firewire device. The IEC 61883-1 specification [60] defines a number of
registers that correspond to isochronous stream plugs on a Firewire device. An input master plug
register (iMPR) specifies the number of input plugs on a device. Each input plug has an associated
input plug control register (iPCR) which specifies the isochronous channel number of the stream
associated with that input plug. An output master plug register (oMPR) specifies the number of output
plugs on a device. Each output plug has an associated output plug control register (oPCR), which
specifies the isochronous channel number that the stream is transmitted on. Connection management
is done by performing asynchronous write transactions on the iPCR and oPCR registers. The iPCR
and oPCR registers on the transmitting and receiving device are updated with the channel number on
which the stream is being transmitted.

AV/C does, however, specify a method for performing connection management within a device (in-
ternal routing). The AV/C audio subunit provides a number of function blocks that are audio signal
processing blocks. It also provides a suite of commands that allow signal routing within audio sub-
units. AV/C Music Subunit version 1.0 provides abstractions of input plugs and output plugs known
as music input plugs and music output plugs. AV/C Music Subunit version 1.1 [10] combines the
concept of an input music plug and a output music plugs into a single plug known as a music plug.
This plug handles Firewire audio and MIDI signals. Each music plug possesses an input end and an
output end. The AV/C Music Subunit Specification defines AV/C music subunit commands that can
be used to obtain music plug information and manipulate internal routing within the music subunit.
This, however, requires that all of the unit and subunits descriptors and info blocks within the AV/C
device are parsed, in order to determine the routing.

D.5.3 Parameter Control

The parameters within an AV/C device can be modified by sending CONTROL commands to a target
device. Each command specifies the parameter ID as well as a new parameter value. The target node
responds with an ACCEPTED response to indicate that the parameter value has been updated. If the
parameter update fails, a REJECTED response will be returned to the controller. If the target node
cannot respond within 100 milliseconds, it will send an INTERIM response to the controller before
responding with ACCEPTED or REJECTED. If the parameter is not implemented within the target
device, a NOT_IMPLEMENTED response will be returned to the controller.

Parameters can be retrieved from an AV/C device by sending STATUS commands to a target de-
vice. The target node will respond with an IMPLEMENTED/STABLE response which contains the
value of the requested parameter. If the parameter is not implemented within the target device, a
NOT_IMPLEMENTED response will be returned to the controller. If the device is in a state of tran-
sition, an IN_TRANSITION response will be returned to the controller.
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D.5.4 Parameter Monitoring

AV/C provides parameter monitoring capabilities using the NOTIFY command and the CHANGED
response. To subscribe to a parameter, a controller will send a NOTIFY command with the requested
parameter. The target will respond with an INTERIM response to indicate that subscription was
successful and that it will send updates whenever the requested parameter is changed. When the
parameter is changed, the target sends a CHANGED response to the controller.

If the target responds to the NOTIFY command with NOT_IMPLEMENTED (indicating that the NO-
TIFY command is not implemented) or REJECTED, the controller can perform parameter monitoring
by sending a STATUS command periodically to the target node.

D.5.5 Parameter Grouping

No explicit parameter grouping capabilities are defined within the AV/C protocol, however a con-
troller is capable of managing groups of parameters and making use of fundamental AV/C commands
to update the target parameters. The following process can be followed by a controller node:

1. Initially, the controller sends a STATUS command to retrieve the values of each of the param-
eters within the group. It will receive a STABLE response for each parameter indicating its
value. The controller keeps the value of the parameters within a data structure.

2. The controller subscribes to each of the parameters within the group using the NOTIFY com-
mand. The controller will then be notified with a CHANGED response whenever the parameter
value is updated.

3. Check whether the parameter value has been updated.

4. If so:

(a) Calculate the new values for each of the parameters based on the grouping information
within the controller.

(b) Send CONTROL commands to modify each of the grouped parameters.

(c) Receive ACCEPTED responses for each of the grouped parameters.

If a device does not support the NOTIFY command, Step 2 can be replaced with the following:

1. The controller periodically send a STATUS command to retrieve values of the parameters within
the group. It receives STABLE responses which contain the values of the parameters within the
group.
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D.5.6 Device Discovery

The number of nodes on a Firewire network are determined by the device at startup, using informa-
tion obtained when the Firewire network initialises and Self ID packets are transmitted. Each device’s
configuration ROM can be accessed to determine whether or not it is an AV/C device. In this manner,
a list of AV/C devices can be created. Further device information can be obtained by either sending
STATUS messages to the device or by parsing the descriptors and information blocks for the device.
These descriptors and information blocks are defined in the AV/C Descriptor Mechanism Specifica-
tion [9]. Descriptors are structured data interfaces that a device presents to other Firewire devices,
and contain information about its internal features and data structures - essentially a blueprint of a
device’s features.

D.6 OCA

Open Control Architecture (OCA) is a system control and monitoring architecture which has been
defined for media networks. The protocol which is defined in OCA is OCP. There are multiple imple-
mentations of OCP, with OCP.1 being the TCP/IP version. OCA may be integrated with any streaming
program transport protocol scheme, as long as the underlying digital network offers TCP/IP connec-
tivity for the control and monitoring traffic. It consists of three elements:

• Application Network Model

• Device Model

• Application Protocol

The Application Network model for OCP.1 is based on the use of TCP/IP networks, the device model
is an object orientated model of the device and the application protocol is the protocol used for mes-
saging. The architecture is designed in such a manner that interoperability between networks is possi-
ble. OCA devices are able to coexist harmlessly with non-OCA devices on a network. The protocol is
extensible and new device types and parameters can easily be added. This section begins by giving an
overview of OCA, which describes the device model and application protocol. It then describes how
OCA provides parameter control, parameter monitoring, parameter grouping and device discovery
capabilities.

D.6.1 Protocol Overview

OCA uses an object orientated approach to model devices. Devices are described as sets of objects.
Each object has a set of data elements and methods which are defined by the object’s class. A class
is identified by a unique class identifier. The concept of inheritance is also used in OCA. A class may
inherit from a parent class, override methods and define new methods. This means that the protocol
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is expandable and new features can be added in an upwards compatible manner by creating new
classes from old ones. It guarantees that the new classes will support the functions and interfaces of
their parents. In this manner, OCA provides a well-defined mechanism for the incorporation of non-
standard devices in a maximally compatible way. Restrictions are, however, placed on the objects.
Each class may have only one parent class (except the base class which has no parent class). These
classes are used in the OCA Device Model.

Figure D.12 shows the device model which is used in OCA.

Figure D.12: OCA Device Model [3]

The objects defined in OCA can be divided into worker objects (which are used to model the device’s
signal processing, status control and monitoring elements such as level sensors and gain controls) and
manager objects (which manage fundamental capabilities of the device). Figure D.12 shows 8 of the
manager objects which every device usually supports. Dotted lines are used to indicate the optional
elements. The manager objects are as follows:

Device Manager The device manager manages information which is relevant to the entire device
such as serial number, MAC address and device name.

Security Manager The security manager manages security keys which are used by the device.

Object List Manager The object list manager manages a list of the object numbers within a device
and their associated classes. This is used in the discovery process.

Subscription Manager The subscription manager manages the event subscriptions for the device.
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Signal Path Manager The signal path manager is an optional object that can be used to return the
device’s signal path in an encoded form. This is used by controllers that need to discover the
device’s signal path. This is generally only implemented in devices whose signal processing
topology can be varied.

Firmware Manager The firmware manager is used to manage firmware versions. If the device sup-
ports firmware upgrades over the network, then the firmware manager is responsible for this
capability.

Media Transport Manager The media transport manager is used to control the device’s network
media input and output. It is also used for managing routing within the device. The implemen-
tation of this manager is specific to the type of media transport mechanism being used by the
network (for example Dante, AVB).

Media Routing Manager The media routing manager is a controller specific object that handles
setting up one to one, or one to many signal routes (mono or multi-channel) between devices.

OCA classes are defined as nodes in a tree structure rooted in a single node (the “base class”), and
arranged in order by inheritance. Each object within a device is uniquely identified by an object
number (oNo).

Figure D.13 shows an example of the object hierarchy.

Figure D.13: OCA Object Hierarchy

The base class is OcpRoot. This is extended by OcpManager (Manager Objects), OcpWorker (Worker
Objects) and OcpUserInterface. OcpWorker is extended by OcpActuator and OcpSensor. An example
of a class which extends OcpActuator is OcpGain, which represents a gain control. OcpGain is
described further in Section D.6.3.

OCA defines an application protocol - Object Control Protocol (OCP) - which can be used to interact
with the device model. OCP.1 is the version of OCP which runs on top of TCP. It is important to
note that implementation of this protocol is not limited to object orientated languages, as long as the
messaging model is maintained.

Figure D.14 shows the protocol stack which is used in OCP.
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Figure D.14: OCP protocol stack [4]

As mentioned, OCP.1 is built on top of the TCP/IP protocol stack. Bonjour is used for Device and
Service discovery, while OCP messages are sent using TCP or UDP datagrams. OCP transmission
can also be secured point-to-point by using TLS on top of TCP. A requirement for OCA is that
each node has a unique IP address. This can be done by using fixed addresses, DHCP, or self-
assigned link-local addressing (RFC3927). Once IP addresses and node names are established, the
system controllers proceed to discover the OCA devices and their contents, in order to confirm that
the network configuration is as expected or, for self-configuring controllers, to discover what is in
need of controlling. This is discussed further in Section D.6.6.

OCP is a request-response protocol which is used to trigger methods within the OCA device model.
This is done by sending messages, which are contained in OCP data units (PDU), between objects. A
message may be one of the following:

• A method call

• A response packet

• An event announcement

A PDU consists of one or more messages. The source and destination of the messages are objects.
The PDUs are transmitted via IP and hence the destination IP address is included to identify the
destination device. The destination of a message is an object within the destination device, which
is identified by an Object Number (ONo). A method call would identify a method within the object
and supply the necessary parameters, while a response packet would contain data in response. Event
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announcements are sent to devices which subscribe to a parameter. These are described further in
Section D.6.4.

D.6.2 Connection Management

OCA can be used for connection management. The details depend on the media transport scheme
being used (for example AVB, Dante, etc.), however the process within the protocol is the same. Each
device contains an object called the media transport manager. The purpose of this object is to provide
support for the setup and teardown of media streams in response to commands issued using the OCP
protocol. OCA does not replace the connection setup process of the transport scheme, but rather is
intended to exercise a higher level of control. OCA requests connection setup (and teardown) from the
transport scheme; the transport scheme uses its own protocols and processing to comply with OCA’s
requests. An example of this can be found in the detailed class descriptions for OCA [4]. The class
OcpDanteManager is a media transport manager for Dante networks (OCA was originally developed
by Bosch to operate on Dante networks)

Figure D.15: OcpDanteManager Class Diagram [4]

Figure D.15 shows the class diagram for this class. Of interest are the following methods:

• OcpStatus StartSending(List<UINT8> channelNumbers, string multicastIpAddress);

• OcpStatus StopSending(List<UINT8> channelNumbers);

• OcpStatus StartReceiving(List<OcpDanteRxChannel> rxChannels, UINT32 latency);

• OcpStatus StopReceiving(List<UINT8> channelNumbers);

The list parameter in the methods contains the channel numbers which are requested to be sent or
received. This is a list of channel numbers or a list of OcpDanteRxChannel objects (which is a
structure that contains the IP Address and channel number of a stream). The return value for each
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of these methods indicates whether or not the method succeeded. ’multicastIPAddress’ indicates the
multicast IP address of the audio stream. ’latency’ indicates the receive latency in microseconds.

To perform connection management between 2 nodes, the following process will occur:

• An OCP message calling the ’StartSending’ method will be sent to the source.

• An ’OcpStatus’ of success will be returned indicating that the source is sending the stream.

• Once the success status has been returned, an OCP message calling the ’StartReceiving’ method
will be sent to the sink.

• An ’OcpStatus’ of success will be returned, indicating that the sink is receiving the stream and
hence the connection has been established.

D.6.3 Parameter Control

As mentioned, device parameters, such as gain and meter level, are modelled using worker objects.
These objects can be controlled using OCP. An example would be OcpGain, which models a gain
parameter on a device.

Figure D.16: OcpGain Class Diagram [2]

Figure D.16 shows the class diagram of the OcpGain class. This diagram also shows the parent class
- OcpActuator - and its parent class - OcpWorker. Two methods are defined within the OcpGain
class - SetLevel and GetLevel. These are used to set and get the gain level respectively. To perform
parameter control, an OCP message would be sent to a gain object. This message would indicate a
method with a new level value for the parameter.
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D.6.4 Parameter Monitoring

OCA provides a subscription mechanism to enable parameter monitoring. The subscription mecha-
nism enables devices to request that certain objects transmit property value update messages to other
objects automatically and repetitively. Two types of subscriptions are provided - periodic (the param-
eter value is reported at a fixed frequency) and event-based (the parameter value is reported when a
given condition occurs - typically a value or a value change that exceeds a defined threshold). Periodic
readings are sent using UDP, while TCP is used for event-based readings. Subscriptions are made by
communicating with the Subscription Object in the OCA Device Model.

D.6.5 Parameter Grouping

The class OcaGrouper within OCA defines objects responsible for aggregating property values. With
the use of this class, multiple parameters can be controlled by a single parameter. In this manner,
groups can be established. More information on parameter grouping within OCA can be found in
Berryman [18].

D.6.6 Device Discovery

OCA utilises the Bonjour protocol suite for device discovery [7]. An OCA service is defined when
each device is initialised. Service discovery using DNS-SD (which is part of the Bonjour protocol
suite) allows an application to find specific services on the network. This means that device discov-
ery in OCA is equivalent to performing service discovery for the OCP service. The capabilities of
devices can then be discovered by using OCP to call methods on objects within the device. The Ob-

jectListManager object within a device manages a list of the object numbers within a device and their
associated classes. This can be retrieved and parsed. The SignalPathManager object within a device
can be queried to retrieve information about the signal path within a device.

D.7 IEEE 1722.1

IEEE 1722.1 is a protocol specification which can be used for device discovery, connection man-
agement, and command and control, on an AVB Network that uses AVTP for audio/video streaming
[92]. This standard enables interoperability between end-stations that stream time-sensitive media
and data across local area networks, while also providing providing time synchronization and la-
tency/bandwidth services.

The protocol defined within IEEE 1722.1 is called Audio/Video Discovery, Enumeration, Connection
Management, and Control (AVDECC). If a device utilises the AVCDECC protocol, it is termed an
AVDECC device. All AVDECC devices have a single GUID that is unchangeable by the end user
and are able to send and receive network layer 2 AVTP control packets. The GUID is used by the
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AVDECC Discovery Protocol (ADP) so that entities may discover each other when needed. This will
be discussed further in Section D.7.6.

This section takes a look at the different aspects of the AVDECC protocol. It begins with an overview
of the protocol, followed by sections on how connection management, parameter control, parameter
monitoring, parameter grouping and device discovery are achieved when using this protocol.

D.7.1 Protocol Overview

Devices which conform to the IEEE 1722.1 standard for command and control can be classified as
one or more of the following:

AVDECC Entity This is a logical entity within an IEEE 1722.1 compliant device which can accept
and respond to AVDECC messages.

AVDECC Controller This is an AVDECC entity which initiates commands to other AVDECC En-
tities.

AVDECC Talker This is an AVDECC entity that is a talker (sending audio) on the Ethernet AVB
network.

AVDECC Listener This is an AVDECC entity that is a listener (receiving audio) on the Ethernet
AVB network.

AVDECC Proxy This is an AVDECC controller that can forward AVDECC messages between net-
work protocol layer 3 and layer 2. This is included for completeness.

An AVDECC end station is defined as an Ethernet AVB end station with one or more network ports,
and which contains one or more AVDECC entities.

Figure D.17 shows the architecture of an AVDECC end station and the various components which
are contained within an AVDECC end station. It shows the components from IEEE 1722 (which is
discussed in Section 2.3.5) as well as the IEEE 1722.1 entities.

The AVDECC protocol consists of three sub-protocols, which are shown within Figure D.17 as part
of the IEEE 1722.1 entities:

• AVDECC connection management protocol (ACMP)

• AVDECC Enumeration and Control Protocol (AECP)

• AVDECC Discovery Protocol (ADP)

As their names suggest, these protocols are used for connection management, enumeration and con-
trol, and device discovery respectively. These protocols will be discussed in more detail in Section
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D.7.2, Section D.7.3 and Section D.7.6. All three of these protocols interact with the AVDECC Entity
Model (AEM), which is an abstraction of the internal structure of the IEEE1722.1 compliant device.

The AEM describes the internal structure of the entity as a hierarchy of objects, with each object
providing information about itself, it’s children and where it is located in the hierarchy.

The top level of the model is the entity object, which describes the configurations of the entity. A
configuration describes one operating mode of the entity. It contains all of the streams, units, clock
sources, interfaces, ports and entity level controls.

These components can be described as follows:

Stream A stream describes an incoming or outgoing AVB stream.

Unit A unit describes a clock domain for one of the media types. There are units for audio, video,
and sensors. A configuration may have any number of each type of unit. A unit contains ports
for connecting streams, jacks and other units, as well as any controls specific to the unit signal
paths.

Jack A jack describes a physical port such as a RCA or a XLR port on a device from which audio
can be input to or output from a device.

Port There are three types of port abstractions in an entity:

Streaming port A streaming port describes an abstraction of a port to which streams are input
and from which streams are output from a device (with specialized types for audio, video
and sensors).

External port An external port describes an abstraction of a port which is used to connect to a
jack.

Internal port An internal port describes an abstraction of a port which is used for connecting
to other units.

Clock Sources A clock source describes a source of clocking that may be used for sampling or
running media converters. Clock sources can be derived from internal oscillators, external
jacks, the IEEE 802.1AS grandmaster, or media streams.

Interfaces An interface describes an AVB network interface.

Entity level controls A control describes a set of values related to a specific function, action or item.
Controls such as volume and mute along a signal path describe their location along the path by
specifying where their signal is sourced from.

An operating mode of an entity describes limitations when certain settings are applied. For example,
an entity which supports 10 channels at 48k and 96k but only 6 channels at 192k would have two
configurations, one describing the entity at 48k and 96k and a second describing the entity at 192k.
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Figure D.18 shows the example of an entity which contains 2 channel audio input and output.

Figure D.18: 2 mono channel input/output audio entity [92]

In this Figure, the components of the first configuration can be seen. There are AVB streams coming
into, and going out from the device as well as 2 external mono channels coming into, and going out
of the device via jacks. The figure shows these jacks as Ext Jack In 0 and Ext Jack In 1 for the input
channels and Ext Jack Out 0 and Ext Jack Out 1 for the output channels. Stream In 0 and Stream Out
0 are the input and output AVB streams.

Audio 0 is a unit which contains abstractions of the external ports (Ext Port In 0, Ext Port In 1, Ext
Port Out 0 and Ext Port Out 1) as well as an abstraction for the audio streams (Audio Port 0 and
Audio Port 1) coming into and going out of the device. These audio ports contain the audio clusters
(Audio Cluster 0, Audio Cluster 1, Audio Cluster 2 and Audio Cluster 3) which are being transmitted
using AVTP. A cluster can be a single channel or multiple channels which are treated a signal as it
passes through the audio unit. Audio 0 contains 4 controls which can be applied to the incoming and
outgoing streams (Control 1 and Control 2 - Mute, Control 3 and Control 4 - Volume).

Audio maps (Audio Map 0, Audio Map 1) are also shown in Figure D.18. These are used to map the
clusters to various channel numbers and configure streams to be forwarded to necessary parts of the
device. For example within Figure D.18, Stream In 0 is sent to an audio map which maps each of the
channels within the stream to the audio clusters within Audio Port In 0.

Figure D.18 shows how the various external ports, abstracted ports and units are interconnected, as
well as the hierarchy which exists within a device.

A 1722.1 device contains a number of AEM Descriptors, which can be retrieved by any controller
or device using the AVDECC protocol. An AEM Descriptor is a fixed field structure followed by
variable length data, which describes an object in the AEM Entity model. More details about this
structure can be found in the specification [92].

There may be multiple AVDECC Controllers on a single LAN at the same time. In order to ensure
that multiple controllers are able to perform atomic operations on another entity, AVDECC provides
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a LOCK_ENTITY command to lock an entity. While an entity is locked, another AVDECC con-
troller will not be allowed to perform any modifications on the entity, however it may read values or
descriptors from the AEM.

AVDECC includes a method for devices to discover the media formats which are compatible with
that device. These are stored in what is called an AVDECC profile. The protocol specifies different
AVDECC profiles which in turn specify a list of required media component formats to be supported.
A profile may be retrieved by another device.

D.7.2 Connection Management

Connection management can be described as the process of making and breaking connections between
stream sinks and stream sources. These streams may be between two or more AVDECC entities.
Connection management can be performed by using the AVDECC Connection Management Protocol
(ACMP) which is described in IEEE 1722.1 [92]. This section describes ACMP is more detail.

ACMP is a subprotocol of AVDECC. ACMP Data Units (ACMPDUs) are utilised to transport mes-
sages for this protocol. They are based on the control AVTPDU, which is defined in IEEE 1722 [70].
ACMPDUs are transported to a multicast destination MAC - 91-E0-F0-01-00-00. This is one of the
addresses from the reserved multicast MAAP MAC address range specified in IEEE 1722.

Since these are transported best effort, ACMP uses timeouts, sequence IDs and a single retry to pro-
vide a reliability mechanism. Commands and responses are matched by looking primarily at the con-
troller_guid, sequence_id and message_type fields. The talker_guid, talker_unique_id, listener_guid
and listener_unique_id fields can also be used for additional matching.

ACMP defines a number of commands which can be used to make and break connections between
AVDECC entities. More information on these commands can be found in the specification [92].

IEEE 1722.1 defines four connection modes which use these ACMP commands in a certain manner
and in certain circumstances. They are as follows:

Fast Connect Fast connect is used in rapid boot mode, when the listener entity has a saved state
indicating that it’s input stream sink is connected to a specific entity GUID and unique identifier.
It attempts to quickly re-establish the connection by sending a command to the talker entity. If
this does not result in a successful connection, the listener entity uses ADP discovery (this is
described in Section D.7.6) to listen for the talker entity to appear on the network and will retry
the connection again at that time. On a successful connection attempt, the listener entity sends
out a listener ready MSRP packet and prepares to receive the stream.

Fast Disconnect Fast disconnect mode is used in a listener entity when it is cleanly powering off
with an open input stream connection.

Controller Connect Controller connect mode is the normal mode of operation for setting up a new
connection using ACMP.
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Controller Disconnect Controller disconnect mode is the normal mode of operation for tearing down
a connection using ACMP.

D.7.3 Parameter Control

AVDECC provides command and control by using the AVDECC Enumeration and Control Proto-
col (AECP). Messages for this protocol are transported using AVDECC Enumeration and Control
Protocol Data Units (AECPDU), which are based on the AVTPDUs defined in IEEE 1722 [70]. All
command AECPDUs are transmitted unicast to an AVDECC entity, while responses are transmitted
unicast back to the AVDECC controller which sent the command to the AVDECC entity. AECPDUs
may contain control messages from a number of protocols which can be used by different applications.
A number of message types are supported by AECP. These are described in detail in the specification
[70].

These message types allow AECP to send commands and responses between devices in a number of
formats including legacy IEEE 1394 AV/C and vendor-specified proprietary formats. They allow an
AVDECC entity to expose register-based device models and allow for firmware updates. The only
requirement is that the device receiving the commands is able to understand them.

IEEE 1722.1 also specifies controls within the AEM. Using AECP, these control values can be altered
remotely by other AVDECC entities. AEM commands, with a message_type of AEM_COMMAND,
are used to send commands to interact with an entity’s model. AEM responses, with a message_type
of AEM_RESPONSE, are responses from the entity, which indicate success or failure and return any
requested information. Controls are identified by an ID. Some examples of the types of commands
provided by the AEM include commands to get or set the clock source, stream format or control
value. The AEM also includes commands to lock or unlock the entity to ensure atomic access as well
as reading and writing the descriptor. More examples and detailed explanations of commands which
can be used to interact with the AEM can be found in the specification [70].

D.7.4 Parameter Monitoring

IEEE 1722.1 provides features for parameter monitoring. Notifications are used to inform interested
controllers when a state changes within an entity. There are three types of notifications provided:

Identification Notification This is used for entity to controller identification.

State Change Notification This notification is sent out when there is a change in state of the entity
model, such as an update of the entity name.

Specific Query Notification This notification type can be used to provide updates to a specific query.

State Change Notifications and Specific Query Notifications can be used by controllers to monitor
parameters.
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State Change Notifications allow a controller to listen for when there is a change in state on a given
entity. When a change in state occurs, a STATE_CHANGE_NOTIFICATION response is broadcast
to the network. This provides a list of descriptor types and IDs which have been changed since the
last notification. A controller is then able to query the new value of these parameters using AECP
AEM commands. A change in state may occur through actions such as: setting the name, changing a
control value, or updating dynamic descriptor field values.

Specific Query Notifications allow a controller to execute a specified query repeatedly on an entity.
This allows the controller to be specific about what information it desires. Specific query notifications
are then sent unicast to the controller making the query request. Due to the resource overheads of
providing specific query notifications, an entity may have a limit on the number of queries that can
be performed simultaneously. Specific query notification requests provide both a period between
notifications and a maximum number of notifications that may be sent.

D.7.5 Parameter Grouping

IEEE 1722.1 does not explicitly provide for parameter grouping capabilities, but these can be imple-
mented by a controller. The controller may maintain grouping relationships and make use of AECP
(described in Section D.7.3) to update each of the parameters in the grouping relationship. Consider
an example of three controls within an IEEE 1722.1 network. These controls are mapped to a con-
troller, which monitors the state of each of these controls. When a control is updated by the graphical
representation on the controller, the grouping relationships are applied and the values of the other
parameters are updated accordingly. The controller sends out SET_CONTROL_VALUE messages
to each of the entities concerned. If the value is updated by the entity or another controller, this will
trigger a notification which the controller can use to update the values of the related parameters.

D.7.6 Device Discovery

Device discovery on an IEEE 1722.1 compliant network uses the AVDECC Discovery Protocol
(ADP). Messages for this protocol are transported using AVDECC Discovery Protocol Data Units
(ADPDU), which are based on AVTPDUs, as defined in IEEE 1722 [70]. ADPDUs are transported
to a multicast destination MAC - 91-E0-F0-01-00-00. This is one of the addresses from the reserved
multicast MAAP MAC address range specified in IEEE 1722. ADP allows AVDECC entities to
be discovered by each other. It provides notifications when AVDECC entities become available or
unavailable and also provides features for searching for available AVDECC entities.
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Examples of Professional Audio Networks

E.1 Recording Studio

E.1.1 M-Studios

M-Studios is a small professional audio and video recording studio in Illinois. Their studio consists
of a single control room and a large room in which instruments are recorded.

The control room contains the following equipment [85]:

• Console: Yamaha DM2000 V2

• Monitors: JBL 4326P (5), JBL 4312P sub, Mackie 824 (2)

• Computers: Mac Dual 2GHz PPC G5 with dual LCDs and Magma Expansion Chassis, Intel
Core Duo 1.83 GHz Imac (2), Intel Core Duo 2.0 GHz MacBook (2)

• Software: Pro Tools HD3 v7, Waves Gold Bundle, Live 6, Reason 3.0, Logic Pro 7, Pro Tools
M-Powered V7, Final Cut Studio 2, Adobe CS3

• Hardware: Digidesign 192 Digital (2), RME ADI-8 AE, Apogee Big Ben, Glyph GT103 hard
drive system, Aviom A-16 Pro A-Net Distributor, M-Audio Fast Track Pro (2), M-Audio 1814,
M-Audio Oxygen 8v2, Alesis ADAT XT20, Zoom H4 Handyrecorder, Avalon 737sp, Avalon
2022, Focusrite Voicemaster, Empirical Labs Distressors with British Mode (2), RSP Tube
Saturator, Little Labs PCP Instrument Distro 3.0

The big room (in which instruments and vocals are recorded) contains the following equipment [85]:

• Monitors: M-Audio BX-5a (5), M-Audio BX-8 sub

• Mixers: Aviom A-16II Headphone Mixers (4)

• Instruments and Microphones

315
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E.1.2 Sound Pure Studios

Sound Pure Studios contains two control rooms as well as two studio recording rooms. The first
studio recording room and control room are coupled together and referred to as Studio A, while the
second studio recording room and control room are coupled together and referred to as Studio B.
Their website [107] gives a comprehensive equipment list of all their mic pre-amps, compressors,
equalisers and other outboard gear. We focus on the mixing console, computer and monitoring which
is used.

In Studio A, they use a Digidesign 24 Channel D-Command, an Apple Mac Pro 8 Core, Digidesign
HD 3 Accel PCIe and the following AD/DA converters:

• Lavry AD10 (2)

• Lavry DA10

• Lynx Aurora 16 AD Converter (2)

For monitoring they use the following:

• Focal Twin 6

• Focal Sub 6

• Ultrasone Headphones 550

• Aviom A-16II Monitoring System

• Dynaudio BM6A

In Studio B they use a Malcom Toft 32 Channel analogue console, Apple Mac Pro 8 Core, Digidesign
HD 3 Accel PCIe and a Lynx Aurora 16 AD Converter. For monitoring they use a Hear Back Head-
phone System and a Focal Solo 6.

E.2 Live Sound

E.2.1 Crown Amplifier Example Systems

Crown Amplifiers detail a number of example systems on their website [12] which can be used for
live/tour sound. These are a “Small System”, “Medium System”, “Large System” and “Large Net-
worked System”. The “Large System” and “Large Networked System” are of particular interest when
considering the festival use case.

Figure E.1 shows the “Large System”. It contains a number of microphones and DI boxes (used
to connect instruments) which are connected to a stage splitter. The stage splitter sends the audio
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channels to both the monitor mixing console and the front of house mixing console. Outboard gear
(such as compressors and effects) can be seen connected to the front of house console. A number
of amplifiers and speakers are connected to the front of house to provide sound to the audience. On
stage, there are a number of monitors and amplifiers, as well as powered monitors for the side fills
and drum fill. These are connected to the monitor mixing console.

Figure E.2 shows the “Large Networked System”. This system uses HiQNet technology. This system
is larger than the “Large System” shown in Figure E.1. As in the “Large System”, there are a number
of microphone and DI boxes connected to a stage splitter which sends the channels to the monitor
mixing console and the front of house mixing console. The “Large Networked System” uses powered
speakers rather than passive speakers with amplifiers. These speakers are also configured into three
(left, right and center) arrays rather than two arrays (left and right). There are also left and right front
fills connected to the front of house console. The monitors on stage are as described for the “Large
System”.

In both of these systems, we can see the components mentioned earlier that are described in AES-R10
[40].

E.2.2 Yamaha Pro Audio Example System

Yamaha Pro Audio details a number of example systems in their document on Digital Audio System
design [33]. The document shows three similar solutions which use CobraNet [44], EtherSound
[35] and MADI [98] technologies. In this section, we will present an example system for a concert
requiring 48 input channels and 32 output channels using EtherSound. This is the largest of the three
presented in their document and contains details of the main components as can be seen in AES R-10
and in Crown Amplifier’s example systems. Their document also later details the use of AVIOM
mixers in which each instrumentalist is able to have their own personal monitor mix. This is of
particular interest when it comes to the join scenarios which are described in Section 7.9.2.
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Figure E.3: Yamaha EtherSound system for a Concert

Figure E.3 shows an example system for a concert requiring 48 input channels and 32 output channels
using EtherSound. In this example, we can see the following components:

• A number of microphones connected to analogue to digital converters, which in turn are con-
nected to the network.

• Two mixing consoles - the monitor mixing console and the front of house console. The mixing
consoles are digital mixing consoles and have expansion cards that connect them to the network.

• Power amplifiers for monitors and front of house speakers.

• A PC connected for live recording and a laptop which is running AVS-ESMonitor, which is a
connection management and command and control application for EtherSound networks.

E.3 Installations

E.3.1 The City Center on the Las Vegas Strip

An example of a large project installation is the City Center on the Las Vegas strip. This was a
joint venture between the MGM Mirage and Dubai world. It is a 16,797,000-square-foot (1,560,500
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m2) mixed-use, urban complex built on 76 acres on the Las Vegas strip.The Harman Pro Audio
Website [13] gives details of what equipment was used in this installation. The installation contains
the following equipment:

Speakers:

• 5224 x Various speakers from the JBL CONTROL series

• 68 x Various speakers from the JBL VERTEC series

• 24 x JBL VP7212/64DP

• 54 x JBL VP7212MDP

Amplifiers:

• 707 x Crown Amplifiers

Signal Processing:

• 1 x BSS LONDON BLUE 160

• 753 x BSS LONDON BLUE 800

This is a total of 5370 speakers, 707 amplifiers and 754 signal processing devices.

E.3.2 The Oregon Convention Center

The Oregon Convention Center (which was an installation done by CompView Audio-Visual System
Integration Services) is an example of a large convention center installation. The center has two
grand ballrooms and 50 meeting rooms. It spans 1 million square feet, including 255,000 square feet
of exhibit space, and can handle events from 10 to 10,000 people [30]. The equipment which was
used in this project can be found on their website [29]. The audio-related equipment is as follows:

Speakers:

• 140 x JBL Control 24CT 70V Ceiling Speaker

• 48 x JBL Control 322CT 70V Ceiling Speaker

• 192 x Community R.5-66T 70V Ceiling Speaker

Amplifiers:

• 23 x QSC CX204V 70V Four Channel Audio Amplifier
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• 3 x RDL RU-DA4D Audio Distribution Amplifier

Input and Output / Singal Processing:

• 6 x ADC I-24C Audio Passthru

• 23 x ADC PPA3-14MKII26SN 2 By 26 Patchbay

• 1 x Atlas Soundolier MVXA-2008 Rack Audio Monitor

• 18 x Biamp AudiaFLEX CM Audio DSP Chassis with CobraNet

• 20 x Biamp AudiaFLEX CM AudiaFLEX Chassis with Cobranet

• 81 x Biamp IP2 2 Channel Mic/Line Input Card

• 73 x Biamp OP2e 2 Channel Mic/Line Output Card

• 1 x Biamp IP2 2 Channel Mic/Line Input Card

• 72 x Biamp IP2 2 Channel Input Card

• 3 x Biamp OP2e 2 Channel Mic/Line Output Card

• 72 x Biamp OP2e 2 Channel Output Card

• 48 x Biamp Volume 8 Wall Control Panel

Microphones

• 8 x Crown PZM-20RW Pressure Zone Mics

This is a total of 380 speakers, 26 amplifiers, 154 input cards, 148 output cards, audio distribution
units and control panels and 8 microphones.


